
BALLISTOCARDIOGRAPHY:

PHYSICALLY-BASED MODELING TO BRIDGE PHYSIOLOGY AND

TECHNOLOGY

———————————–

A thesis

presented to

the Faculty of the Graduate School

at the University of Missouri-Columbia

———————————–

In Partial Fulfillment

of the Requirements for the Degree

Master of Science

———————————–

by

NICHOLAS MATTIA MARAZZI

Dr. Giovanna Guidoboni, Thesis Supervisor

DECEMBER 2020



The undersigned, appointed by the dean of the Graduate School, have examined the

thesis entitled

Ballistocardiography: physically-based modeling to bridge physiology and tech-

nology

presented by Nicholas Mattia Marazzi, a candidate for the degree of master of Electrical

Engineering,and hereby certify that, in their opinion, it is worthy of acceptance

———————————————————————————

Dr. Giovanna Guidoboni

———————————————————————————

Dr. Marjorie Skubic

———————————————————————————

Dr. James M. Keller

———————————————————————————

Dr. Virginia H. Huxley



To my sister and my parents,

my grandparents

and my friends.

You have always been there when the rain starts to pour.



Acknowledgements

First, I want to thank my advisor, Dr. Guidoboni. Without your scientific guidance, your

support and constant encouragements none of the present work would have been possible.

Thank you for always remembering me that there are not problems, but opportunities, and

to show me how to keep smiling to life in every moments.

I would like to thank Dr. Skubic for her valuable suggestions and for the opportunity to

actively participate in her Lab.

I would like to thank Dr. Keller, your suggestions, insight and lectures helped me de-

veloping a strong curiosity towards the world of the artificial intelligence and the machine

learning. Thank you also for letting me be part of the football tradition at Mizzou.

I would like to thank Dr. Huxley. I became passionate about physiology with our

discussion about the lymphatic system and I will keep memories of the meetings in your lab,

fighting against the entropy and discussing about the fascinating world of physiology.

I would like to thank Dr. Sacco. Your passion during the lesson in the N11 classroom at

the Politecnico of Milano were the reason why I started this journey four years ago.

I would like to thank Dr. Popescu, Dr. Heise and Dr. Despins for the discussions in the

weekly BCG meeting that helped improve this work.

Finally, thanks to all the friends who made this experience at Mizzou unique. A special

thanks to Moein, Ahmad and Ruhan for helping me in the Lab session and in my research

work.

ii



Contents

1 Introduction 1

1.1 Ballistocardiography and Ballistocardiogram: a physically-based viewpoint to

bridge physics and technology . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Organization of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Ballistocardiography: physiological foundations, physics, technology and

modeling 5

2.1 BCG Physiology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.1 Physiological BCG signal (pBCG) . . . . . . . . . . . . . . . . . . . . . 6

2.1.2 Physiological contributions to the pBCG . . . . . . . . . . . . . . . . . 7

2.2 BCG modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2.1 Body as a heterogeneous mixture of blood and everything else . . . . 9

2.2.2 Model reduction: lumped volumes . . . . . . . . . . . . . . . . . . . . 10

2.2.3 Closed-loop Model of the cardiovascular circulation . . . . . . . . . . 11

2.2.4 Using the closed-loop model to simulate displacement, velocity and

acceleration BCG signals . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 BCG Tecnology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3.1 Suspended bed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3.2 Stationary Bed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4 BCG Physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4.1 Measured BCG signal (mBCG) . . . . . . . . . . . . . . . . . . . . . . 17

2.4.2 Physics of the accelerometer on the suspended bed (j = sb) . . . . . . 18

2.4.3 Physics of the load cells system (j = lc) . . . . . . . . . . . . . . . . 19

2.4.4 Load cells under the bed posts (j = lc), numerical solution . . . . . . 20

3 CoM motion reconstruction for the suspended bed and load cell system 24

iii



3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2.1 Data acquisition and signal processing for ECG, SCG and BCG signals

on a healthy subject . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.2.2 Signal processing and template generation for the suspended bed . . . 26

3.2.3 Signal processing and template generation for the load cell system . . 28

3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.3.1 Reconstructed pBCG signal from the suspended bed . . . . . . . . . . 30

3.3.2 Reconstruction of the 3D pBCG signal from the load cell system . . . . 31

3.3.3 Towards an individual-specific pBCG . . . . . . . . . . . . . . . . . . . 32

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

4 Non invasive estimate of the pulse pressure with the suspended bed and

load cell signals 42

4.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.2.1 BCG Sensing Device, Data Acquisition and Signal Processing procedure 44

4.2.2 Non invasive estimate of the absolute pulse pressure . . . . . . . . . . 46

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.3.1 Intraclass variability of the relevant BCG features recorded on the

suspended bed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.3.2 Absolute Pulse Pressure estimate procedure . . . . . . . . . . . . . . 50

4.3.3 Absolute Pulse Pressure results for the entire population . . . . . . . 51

4.4 Conclusions: advantages and limitation for the proposed method for the Pulse

Pressure estimate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5 Development of an evolutionary algorithm to individualize the model pa-

rameters of the cardiovascular model 55

5.1 Evolutionary algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.2 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.2.1 Data Collection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.2.2 Evolutionary algorithm formulation . . . . . . . . . . . . . . . . . . . 59

5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.3.1 EA algorithm results . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

iv



6 Conclusion and Future Directions 70

v



List of Figures

2.1 Reference systems to describe the CoM motion: C = {O, EX , EY , EZ} is a

cartesian reference system that is fixed with the environment, whereas c =

{o, ex, ey, ez} is a second reference system that moves with the body and

that is centered on the CoM of the subject. . . . . . . . . . . . . . . . . . . . 7

2.2 Schematic of the ay waveform (reproduced from [40]) . . . . . . . . . . . . . 8

2.3 Schematic representation of the closed-loop model proposed in [28] to simulate

blood flow through the cardiovascular system. . . . . . . . . . . . . . . . . . 12

2.4 Basic components of the closed-loop model. Left: ventricles and valves; the

subscript i is used to distinguish between left (i = L) and right (i = R) ventri-

cles; Pi is the ventricular pressure; R1,i, R2,i and R3,i are hydraulic resistances

assumed to be constant; Ui and Ei characterize ventricular pumping, Ei repre-

senting the variable ventricular elastance. Right: large arteries; the subscript

k is used to distinguish among different arterial segments, specifically aortic

arch (k = 3), thoracic aorta (k = 4), abdominal aorta (k = 5), iliac arteries

(k = 6) and cerebral arteries (j = 14); Pk is the pressure of the specific arte-

rial segment; Ra,k and Rb,k are the hydraulic resistances representing viscous

effects; Lk is the inductance representing inertial effects; Ck and γk represent

elastic and viscoleastic properties of the arterial wall, respectively. . . . . . 15

2.5 Replica of the suspended ballistocardiography bed originally designed by Burger,

et al. [8], utilized in the present work. . . . . . . . . . . . . . . . . . . . . . . 17

2.6 Reference systems to describe the CoM motion ON the suspended bed: C =

{O, EX , EY , EZ} is a cartesian reference system that is fixed with the envi-

ronment, whereas c = {o, ex, ey, ez} is a second reference system that moves

with the body and that is centered on the CoM of the subject. r(t) r(t) denote

the position of the origin of the frame of reference c that is centered on the

individual center of mass. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.7 Reference systems to describe the CoM motion for the load cell: X = {X, Y, Z}
is a cartesian reference system that is fixed with the environment, whereas Ri

with i = 1, . . . , 4 are the signal recorded via the load cell signal. . . . . . . . 19

vi



3.1 Reference system for the recordings on the suspended bed. Red: reference

system utilized in the present work, in agreement with the conventions for

presentation or reproduction of vector ballistocardiographic records (red ar-

rows) [40]. Green: Accelerometer reference system. . . . . . . . . . . . . . . 26

3.2 Reference system for the recordings on the load cell system. Red: reference

system utilized in the present work, in agreement with the conventions for

presentation or reproduction of vector ballistocardiographic records (red ar-

rows) [40]. Green: Reference system adopted to recover the pBCG signal from

the signal recorded on the load cell system. . . . . . . . . . . . . . . . . . . . 29

3.3 Average value of the recorded RV
j plotted against the known masses. . . . . 29

3.4 Recording on one subject of the y component of the pBCG tensor (Left) and the x compo-

nent of the pBCG tensor (Right): (a): experimentally recorded ay (grey curve) and computed

template aTy (red curve),(c)- (e) numerically computed vy and dy (grey curve) via an inte-

gration process and computed template vTy and dTy . (b), experimentally recorded ax (grey

curve) and computed template aTx (blue curve), (d)-(f): numerically computed vx and dx

(grey curve) via an integration process and computed template vTx and dTx (blue curve) . 34

3.5 (a): dy in one heart beat (black curve) and template curve dTy (blue curve). The colored

circles indicates some reference points for dy, whereas the colored squares indicates some

reference points for dTy . (b): dx in one heart beat (black curve) and template curve dTx

(blue curve). (c) CoM motion in the lateral-longitudinal plane. . . . . . . . . . . . . . . 35

3.6 Vector valued function TR,j with j = 1, . . . , 4. . . . . . . . . . . . . . . . . . . 35

3.7 Recording on one subject of the y component of the pBCG tensor (Left) and the x compo-

nent of the pBCG tensor (Right): (a): experimentally recorded ay (grey curve) and computed

template aTy (red curve),(c)- (e) numerically computed vy and dy (grey curve) via an inte-

gration process and computed template vTy and dTy . (b), experimentally recorded ax (grey

curve) and computed template aTx (blue curve), (d)-(f): numerically computed vx and dx

(grey curve) via an integration process and computed template vTx and dTx (blue curve) . 36

3.8 (a): dy in one heart beat (black curve) and template curve dTy (blue curve). The colored

circles indicates some reference points for dy, whereas the colored squares indicates some

reference points for dTy . (b): dx in one heart beat (black curve) and template curve dTx

(blue curve). (c) CoM motion in the lateral-longitudinal plane. . . . . . . . . . . . . . . 37

3.9 3D motion as reconstructed from the signal recorded on the load cell system. 37

vii



4.1 Simulated fd, fv and fa via the closed-loop model: (a) black curve:fd curves resulting con-

sidering all cardiovascular compartment, fd curves resulting considering only the thoracic

and abdominal compartment. (b) fv curves resulting considering all cardiovascular com-

partment, fv curves resulting considering only the thoracic and abdominal compartment.

(c) fa curves resulting considering all cardiovascular compartment, fa curves resulting con-

sidering only the thoracic and abdominal compartment. representation.. . . . . . . . . . 45

4.2 Comparison of the pressure waveform in the thoracic (top) and abdominal

artery (bottom). Blue curve: Pi = Vi
Ci

+ γ dVi
dt

. Orange curve: P̃i = Vi
Ci

. . . . . 45

4.3 Bar chart summarizing the mean value and standard deviation of the recorded BCG features

for the male subjects (blue bars) and the female subjects (red bars). (a) T a
J , (b) T a

K , (c)

T v
1 , (d) T d

1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.4 (a): recorded dy (grey curves) and template curve (red curve) for subject 4.(b)

dy waveforms with a correlation below 0.4 and lag-time above 0.4 (blue shaded

curve).(c): comparison between the predicted brachial pulse pressure ampli-

tude via the proposed methodology (blue shaded curve) and the measured

GT pressure (red line) for subject 4. . . . . . . . . . . . . . . . . . . . . . . 51

4.5 (a): recorded dy (grey curves) and template curve (red curve) for subject 7.(b)

dy waveforms with a correlation below 0.4 and lag-time above 0.4 (blue shaded

curve).(c): comparison between the predicted brachial pulse pressure ampli-

tude via the proposed methodology (blue shaded curve) and the measured

GT pressure (red line) for subject 7. . . . . . . . . . . . . . . . . . . . . . . 51

4.6 (a) blue bar: mean value and standard deviation of predicted brachial pulse

pressure for the male subject involved in the study, black bar: mean value and

standard deviation of GT pressure measured via the cuff device in the lab.

(b) red bar: mean value and standard deviation of predicted brachial pulse

pressure for the female subject involved in the study, black bar: mean value

and standard deviation of GT pressure measured via the cuff device in the lab. 53

5.1 T Mfa : collection of the individually segmented fMa,j (t) curves for subject 4

(black curves). fMa,j : selected objective curves for subject 4. . . . . . . . . . . 66

5.2 Resulting value of the parameter Pr predicted by the EA. . . . . . . . . . . 66

5.3 Comparison among the experimentally measured ay curve and the three best-

ranked ay curve computed by the EA (colored-curve). . . . . . . . . . . . . . 67

5.4 Left: Predicted central aortic pressure via the personalized input parameter

obtained after the first run of the EA. Right: Comparison between the exper-

imentally measured brachial pulse pressure (blue lines) and the the pressure

predicted by the EA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

viii



List of Tables

2.1 Anatomical meaning of the circuit nodes . . . . . . . . . . . . . . . . . . . . 12

2.2 Geometrical parameters for the main arterial segments . . . . . . . . . . . . 14

2.3 Anatomical meaning of the circuit nodes . . . . . . . . . . . . . . . . . . . . 15

3.1 Details of subjects involved in the CoM reconstruction project. . . . . . . . . 25

3.2 Comparison between the reconstructed longitudinal acceleration aY , velocity

vY and displacement dY for three subjects. . . . . . . . . . . . . . . . . . . 38

3.3 Comparison between the reconstructed lateral acceleration aX , velocity vX
and displacement dX for three subjects. . . . . . . . . . . . . . . . . . . . . 39

4.1 Details of subjects involved in the blood pressure study. . . . . . . . . . . . . 43

4.2 Parameter of the proposed physiological-based formula. . . . . . . . . . . . . 46

4.3 Summary of the analzyed BCG features for the subject involved in the study. The table

distinguishes among features pertaining to the acceleration, velocity and displacement BCG. 48

4.4 mBCG relevant features among the subjects involved in the study . . . . . . 48

4.5 mBCG relevant features among the subjects involved in the study . . . . . . 49

4.6 Comparison between the brachial pressure computed via the proposed cuff-less

methodology and the GT brachail pressure measured in the lab. . . . . . . . 52

5.1 Cardiovascular Physiology: Condition establishing if a combination Pr,i is

physiological. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.2 Summary of the baseline and the standard deviation values utilized in the

EA simulation for each of the bio-mechanical parameter for the left and right

ventricle and the arterial segments. . . . . . . . . . . . . . . . . . . . . . . . 64

5.3 Summary of the reported range of the length and radii of the arterial com-

partment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

ix



5.4 Quantitative comparison between the mean J-K feature predicted by the EA

and the J-K features measured experimentally. A
P
J and A

P
K represent the

mean amplitude of the J-peak and K-valley of the three best ranked curve

predicted for each run by the EA, whereas T
P
J and T

P
K are the mean timing of

the J-peak and K-valley of the three best ranked curve, respectively, predicted

for each run by the EA. Conversely, A
M
J and A

M
K represent the amplitude of

the J-peak and K-valley, whereas T
M
J and T

M
K . . . . . . . . . . . . . . . . 68

x



List of Algorithms

1 Evolutionary Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

2 Initialize Population . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3 Evaluate Fitness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4 Mutation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5 Check for Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

6 Mutation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

xi



Ballistocardiography: physically based modeling to bridge physiology and

technology

Nicholas Mattia Marazzi

Abstract

The ballistocardiogram (BCG) captures the motion of the center of mass (CoM) of the

human body resulting from the blood motion within the circulatory system. The BCG

signal reflects the status of the cardiovascular system as a whole and, for this reason, it

offers a more holistic evaluation of cardiovascular performance than traditional markers,

such as electrocardiography or echocardiography. In addition, the acquisition of BCG

signals is not invasive, can be performed with several devices -such as accelerometers,

chairs, hydraulic system- and does not require body contact. However, the utilization of

the BCG as a clinical diagnosis tool and monitoring method is currently hindered by the

absence of standardized methods to link the motion of the CoM of the human body, which

constitutes the physiological BCG (pBCG), with the BCG signal acquired with sensing

devices, which constitute the measured BCG (mBCG). To address this issue, in the first part

of the present work we provide a formal definition of pBCG and mBCG, which will be then

utilized to (i) define the physical connection between the mBCG obtained with two sensing

devices, i.e. the suspended bed and the load cell system, and the pBCG signal and (ii)

reconstruct the individual CoM motion.

In the second part of the thesis, we focus on the synergistic combination between the

physiology behind the BCG signal and the physics of the sensing devices, which may lead

to novel clinical applications. In particular, we propose a cuff-less method for absolute

pulse pressure assessment via the synergistic integration of two components, namely (i)

theoretical simulations of cardiovascular physiology by means

of a mathematical closed-loop model of the cardiovascular system, and (ii) synchronous

ECG, SCG and BCG data acquired in our laboratory. Then, we present an evolutionary

algorithm aimed at individualizing the closed-loop model of the cardiovascular system,

with which we will also provide an estimate of the arterial pressure. Finally, in the last

part of the thesis, we draw the conclusion of this study, showing how the integration of the

mathematical modeling alongside with clinical studies can improve the understanding of

the BCG signal and actively contributing to the development of new clinical monitoring

solution.
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Chapter 1

Introduction

Ballistocardiography is a method for sensing the repetitive motions of the human body

arising from the sudden ejection of blood into the great vessels with each heart beat. In par-

ticular, ballistocardiography captures a 3D motion, called ballistocardiogram (BCG), which

is originated by the motion of the center of mass (CoM) of the human body. Compared

to traditional monitoring techniques, such as electrocardiography, echocardiography and in-

travascular catheterization, the BCG signal offers a promising venue for monitoring cardiovar

function as a whole. Indeed, both the ECG, which is generated by electrical changes due to

the periodic depolarization/repolarization of the cardiac muscle at each heartbeat, and the

echocardiography, which utilizes a Doppler ultrasound instrument to create two and three

dimensional images of the heart, are mainly focused on the heart, providing limited informa-

tions on the vasculature. Conversely, the BCG signal reflects the status of the cardiovascular

system as a whole, thereby making it an ideal solution to monitor cardiovascular function.

In addition, the acquisition of BCG signals is not invasive and does not require body contact,

thereby eliminating the risk of infections and making it a viable option for both hospital and

in-home monitoring.

Although the BCG signal offers a potentially valuable monitoring tool for the early diag-

nosis of cardiovascular disease (CVDs), the BCG utilization in the clinical settings has been

limited by the absence of a standardized measurement technique, which could make BCG

measurements and interpretation device-independent. Consequently, the lack of knowledge

of what a healthy BCG waveform should look like, makes it extremely challenging to identify

instances when changes in the BCG waveform are truly indicative of pathological conditions

rather than changes in the device setting. With the aim of fully exploiting the potential

of the BCG signal as a comprehensive cardiovascular tool, in the present thesis we utilize

a physically-based modeling approach to (i) increase the mechanistic understanding of the

BCG signal which is acquired via different sensing devices, (ii) propose novel non-invasive

solutions, driven by the physiology and physics of the signal, for the cardiovascular moni-
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toring and (iii) lay the foundations towards a standardization of the BCG waveform, which

ultimately may lead to a BCG-based cardiovascular monitoring.

The remaining of this chapter is organized as follow. In Sec 1.1 we briefly recall the BCG

history and further explain the rationale behind the modeling approach to the BCG signal

utilized in this thesis. Then, in Sec. 1.2 we outline the organization of the thesis, with a

summary of the content of each chapter.

1.1 Ballistocardiography and Ballistocardiogram: a physically-

based viewpoint to bridge physics and technology

Ballistocardiography was originally discovered in the late 19th century. One of the first

observation of the BCG phenomenon is traced back to the work of Gordon in 1877, with

the finding that as a subject would stand on a weighing scale, the needle would vibrate

synchronously to the subject’s heartbeat [14]. Nearly 60 years later, Starr and colleagues

created an instrument in the form of a table with a mobile top surface to measure the BCG

in a repeatable scientific manner and layed the foundations for the ballistocardiogram field

study. After this pioneering work, the BCG has been the focus of intense research in 1940’s

through the early 80’s, with a main emphasis on the modeling/mechanism behind the BCG

waveform [44] [16]. Then, the method slowly faded away due to a combination of factors,

such as the absence of a standardized measurement technique and the lack of understanding

of the physiology behind the BCG signal, as well as the development of new technological

solution such as ultrasound and echocardiography [12]. .

The 20th century witnessed a resurgence in the field of the BCG, with a variety of

novel sensors to measure the BCG signal noninvasively, for example in the form of bed

sensors, chair sensors and weighing scales [38, 17, 19]. Alongside with the technological

development, several algorithm for interpreting the BCG signal have been developed, which

may be mainly grouped into time-domain algorithms, frequency-domain algorithms, and

wavelet-domain algorithms. Time domain algorithms aim at automatically detecting the

local maxima or local minima of the recorded signal. The main limitation of these method

is the reduction of prominent peaks with elderly adults, as well as the influence of motion

artifacts. Time-frequency algorithm project the signal into the frequency domain to then

analyze its spectral content. Lastly, wavelet-domain algorithms aim to decompose the signal

into different components and to then select the part which shows an agreement with the vital

signs. Although these algorithms have the huge advantage of being utilized with automated

pipeline capable of handling a large amount of patients, they share a common limitation: they

are primarily data-driven approaches that do not investigate the physics behind the sensor

and the physiological meaning of the signal that is recorded. Indeed, although the BCG

signal originates from the CoM motion, different sensing devices can capture complementary,
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yet very different, kinematic aspects of the CoM motion. This concept will be further discussed

in Chapter 2.

To overcome this limitation, in this thesis we adopted a complementary view, by investi-

gating the physics of the instruments utilized to detect BCG signal and provide a mechanistic

interpretation of the recorded signal via mathematical modeling. Indeed, a mathematical

model can serve as a virtual laboratory, where multiple simulation scenarios are explored

and all variables are kept under control and tested. As a result, this mathematical modeling

framework can provide quantitative tools to bridge the developed non-invasive technology

with the physiology of the BCG signal. Finally, it is worth noting that our long-term goal

is to fuse together the advantage of deterministic modeling with the automated data-driven

approaches to fully exploit the potential of BCG as a clinical tool.

1.2 Organization of the thesis

The present thesis is structured as follows:

� Chapter 2: the theoretical foundations of the BCG are outlined, with a particular

emphasis on the concepts of pBCG and mBCG. Then, we provide an overview of the

technological solution that are utilized to record the BCG signal in this work and we

present the closed-loop mathematical model of the cardiovascular system that will be

utilized in this thesis;

� Chapter 3: Reconstruction of the CoM motion for the suspended bed and the load cell

system;

� Chapter 4 Development of a methodology that leverages physiology via a closed-loop

model of the cardiovascular system to non-invasively estimate the absolute pulse wave

pressure;

� Chapter 5: Development of an evolutionary algorithm to individualize the closed-loop

model of the cardiovascular system;

� Chapter 6: Conclusion and future works.
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Chapter 2

Ballistocardiography: physiological

foundations, physics, technology and

modeling

In this chapter we provide a rigorous definition of the physiological BCG (pBCG) as a function

of the CoM motion of the human body (Section 2.1). Then, in Sec.2.2 we describe how the

CoM motion can be modeled mathematically utilizing the mixture theory and we outline the

physically-based model of the cardiovascular system which will be utilized in the present

thesis to interpret the pBCG. In Sec. 2.3 we provide an overview of the sensing devices that

are utilized in this thesis to record the BCG signal, i.e. the suspended bed and the load cell

system, and we introduce the concept of the measured BCG (mBCG). Finally, in Sec. 2.4 we

explore the physics of each instruments to derive the mathematical relationship between the

pBCG and mBCG with both the suspended bed and load cell system.

2.1 BCG Physiology

The aim of this section is to provide a rigorous definition to the concept of the physiological

BCG signal (pBCG). For this purpose, we firstly define mathematically the kinematics of the

CoM motion via displacement, velocity and acceleration. By so doing, we naturally lay the

foundations for the formal definition of the pBCG in Sec. 2.1.1. Then, in Sec. 2.1.2, we review

the physiological events occurring in the human body giving rise to the CoM motion, i.e. the

pBCG.
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2.1.1 Physiological BCG signal (pBCG)

Following the convention by Starr and Noordegraaf, we introduce two reference system to

describe the CoM motion. Referring to Fig. 2.1, we denote as X = {X, Y, Z} the coordinate in

a cartesian reference system C = {O, EX , EY , EZ} that is fixed with the environment, and

we denote with x = (x, y, z) the coordinate in a second reference system c = {o, ex, ey, ez}
that moves with the body and that is centered on the CoM of the subject. Importantly, we

note that the two reference systems have opposite direction of the axes, namely

α = αxEX + αyEY + αzEZ = −αxex − αyey − αzez (2.1)

Let us denote by Ω the volume occupied by the human body. In c, the mass distribution

within Ω is described by the mass density ρ = ρ(x, t), with x = (x, y, z) ∈ Ω and t ≥ 0. Since

blood moves throughout the body, the mass density is not a constant but it varies both in

space and time. The position u = u(t) of the center of mass (CoM) of the human body at

any time t in the reference system is given by

u(t) =

∫
Ω

ρ(x, t) x dx∫
Ω

ρ(x, t) dx
=

1

M

∫
Ω

ρ(x, t) x dx (2.2)

where M is the total body mass. The CoM displacement d(t) can be computed as the

difference between the position vector u(t) in the reference system c and a fixed vector ū in

the reference system C, so that we have

d(t) = u(t)− ū . (2.3)

The velocity v(t) and acceleration a(t) in the reference system c of the CoM can be obtained

via time differentiation as

v(t) =
d

dt
u(t) =

d

dt
d(t) =

1

M

∫
Ω

∂ρ

∂t
(x, t) x dx (2.4)

a(t) =
d

dt
v(t) =

1

M

∫
Ω

∂2ρ

∂t2
(x, t) x dx . (2.5)

Eqs. 2.3-2.5 represent the kinematic description of the CoM motion of the human body,

which constitutes the physiological BCG (pBCG). Thus, pBCG is not a simple waveform;

rather, it comprises 9 different waveforms corresponding to the CoM displacement, velocity

and acceleration in the three directions of the physical space. This concept can be formalized

mathematically as follows:

Definition 1 (Physiological BCG) The physiological BCG (pBCG) is represented by the

3 × 3 tensor ϕ = ϕ(t) whose columns are displacement, velocity and acceleration of the
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Figure 2.1: Reference systems to describe the CoM motion: C = {O, EX , EY , EZ} is a carte-

sian reference system that is fixed with the environment, whereas c = {o, ex, ey, ez} is a second

reference system that moves with the body and that is centered on the CoM of the subject.

center of mass of the human body, namely

ϕ(t) = [d(t); v(t); a(t)] =

 dx(t) vx(t) ax(t)

dy(t) vy(t) ay(t)

dz(t) vz(t) az(t)

 (2.6)

where the x direction represents the right to left direction, the y direction represents the

head to toe direction, whereas the the z direction represents the back to front direction as

shown in Fig. 2.1

2.1.2 Physiological contributions to the pBCG

Having defined the pBCG as the tensor comprising the displacement, velocity and acceleration

of the CoM in the three directions of the space, it remains to be established which are the

cardiovascular events contributing to the CoM movement. For this purpose, we recall the

mechanical analogy reported in the work by Starr and Rawson to describe the ballistic

component of the circulation [45]:
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...what happens when a long freight train, stopped on the track, is started by the locomotive.

The train is not set in motion as a unit, but car by car, the impulse traveling down the train

so that the last car moves some time after the first has started. Bend such a train around

a curve like the aortic arch, have the locomotive push rather than pull, have it start, move

a short distance and stop again, assume a second train for the pulmonary system and one

has a reasonably close analogy to what happens in the circulation. The impacts of such a

system will be the sum of the impacts of its units (cars) and these will be delivered in various

directions due to the curve of the track and at different times as each starts and stops a little

later in time than the one before it.

Thus, the periodic motion of the CoM of an individual is originated by the interplay among

(i) the heart, which is the physiological unit that accelerates the mass of blood, and (ii) the

systemic circulation, which provides the route where the blood moves. Specifically, as the

blood moves in the circulatory system, the distribution of the mass in the human body

changes. Furthermore, during the cardiac and respiratory cycles, the heart, the large vessels

and the soft tissue also move, thereby contributing to change the mass distribution inside

the body. The total change in mass distribution gives rise to the CoM movement described

by the 9 kinematic component of the pBCG.

Several works attempted to further disentangle the internal events contributing to the

observed pBCG waveform shape. The majority of the literature focuses on the acceleration

of the CoM in the longitudinal direction, i.e ay. Indeed, the longitudinal direction is charac-

terized by a larger amplitude compared to the other space directions and the acceleration

can be directly obtained utilizing an ultra-low frequency device. Fig. 2.2 reports an example

of an ay waveform, with the nomenclature recommended by the committee on ballistocar-

diography terminology in 1956 [40]. The longitudinal accceleration consists of the systolic

waves, comprising the H, I, J, and K peaks and valleys (highlighted with a green box in

Fig. 2.2), which are then followed by the diastolic waves, where the observed morphological

peaks and valleys are denoted as L, M, and N (blue box in Fig. 2.2). The presystolic G wave

also sometimes appears in the BCG recordings (red box in Fig. 2.2). A brief description of

each peak is provided here:

� the H wave is the first headward deflection of the BCG that begins near the ECG R

peak.

� the I wave appears early in the systole,whereas the J wave is the largest headward wave

of the BCG, which occurs later in the systole.

� the K wave is the next footward ballistic wave to appear near the end of systole and

may extend into the early diastole.

� the L and N waves are the smaller headward waves in the diastole with a footward

wave in between them named the M wave.
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Figure 2.2: Schematic of the ay waveform (reproduced from [40])

Several studies have been performed to understand the genesis of these peaks and valley.

For instance, Starr and Rawson reconstructed the ay component of the pBCG from the cardiac

ejection curves of dogs and then utilized a mathematical model comprising the aorta and

the pulmonary artery to relate the reconstructed ballistocardiogram with circulatory events

[45]. The authors concluded that the major part of the systolic complex is due to the

movements of the blood in the aorta, while the pulmonary contribution was considered

to be minor. This finding was confirmed also by Hamilton [16], who studied the forces

resulting from the movement of blood through the ascending aorta. In this case, the author

reconstructed ay from an ejection curve computed from pressure measurements made on

man and furtherly observed that (i) the J-wave is due to the deceleration of blood into the

heart, ascending aorta and pulmonary artery, (ii) the timing of the K wave well correlated

with the peak of the femoral pulse pressure curve. The author also hypothesized that the

observed peaks in the diastolic wave resulted from the reflection of pressure wave in the

arterioles. In 1959, Starr and Noordegraf developed an open-loop model of the cardiovascular

system comprising 111 arterial segments and 4 pulmonary segments and they increased the

mechanistic understanding of the ay component by observing that (i) the I-wave is due to

the recoil accompanying blood ejection and (ii) the diastolic complex, including the LMN

wave complex, seems to be due to changes in blood movements as the wave travels through

the peripheral vessels and, to a smaller extent, to the refilling of the heart [44].

Few studies analyzed the lateral direction of the pBCG. Knoop [23] reported the measured

acceleration in the frontal plane (x − y) and observed how the shape of the frontal BCG
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changed significantly in the elderly adults and in other patients involved in the study [44] in

the lateral direction. Similarly, March observed a striking increase in the amplitude of the

lateral waves in some older normal subjects [31]. In addition, the author concluded that the

longitudinal ballistic forces are predominant in the young adults, whereas ”... with age, the

force vector changes and in middle aged or elderly individuals, it may have an almost purely

lateral representation”.

After these pioneering studies, which all occurred between the 1940’s through the early

80’s, a major shift of paradigm occured. Indeed, the major focus was posed on the develop-

ment of new non-invasive technological solutions to capture the CoM motion as well as the

development of automated pipelines for the processing and analysis of the signal, rather than

investigating the relationship between the physiology and the novel sensing device. However,

we believe that including the physiology and the physics of the instrument in the analysis of

the collected data may help fully exploit the potential associated with the new devices. In

the next section, we describe a mathematical modeling approach that can help disentangle

the physiological contribution in the pBCG.

2.2 BCG modeling

In this section we describe our modeling approach for the BCG analysis. Firstly, in sec. 2.2.1

we utilize the mixture theory to obtain an explicit relationship between the CoM motion and

the blood volume in the cardiovascular system. Then, in Sec. 2.2.2, following the approach

described in [44], the human body is subdivided into homogeneous subregions and an explicit

relationship between the CoM motion and the volume waveform pertaining to each of this

subregions is defined. Finally, in Sec.2.2.3 we present a closed-loop mathematical model of

the cardiovascular system that will be utilized to model the pBCG.

2.2.1 Body as a heterogeneous mixture of blood and everything else

Let us consider the body to be a heterogeneous mixture of blood and everything else (in-

cluding tissue, bones, nerves, ...), which we will refer to as body frame. Let us denote by ρb
and ρf the real densities of blood and body frame, which are assumed to be constant. Let

us introduce the volume fractions φb(x, t) and φf (x, t) of blood and body frame as

φb(x, t) =
Vb(x, t)

V
and φf (x, t) =

Vf (x, t)

V
(2.7)

where Vb(x, t) and Vf (x, t) are the volumes of blood and body frame occupying the reference

element volume V . Now, the body mass density ρ can be written as

ρ(x, t) = φb(x, t)ρb + φf (x, t)ρf (2.8)
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and the CoM position vector can be written as

u(t) =
1

M

∫
Ω

ρ(x, t) x dx =
1

M

∫
Ω

(
φb(x, t)ρb + φf (x, t)ρf

)
x dx (2.9)

In the assumption of full saturation, we can write

φb(x, t) + φf (x, t) = 1 → φf (x, t) = 1− φb(x, t) . (2.10)

Since φb(x, t)� 1, we can simplify the model by assuming that φf (x, t) ≈ 1, from which it

follows that Eq. (2.9) can be rewritten as

u(t) =
1

M

∫
Ω

φb(x, t)ρb x dx +
1

M

∫
Ω

ρf x dx (2.11)

=
ρb
M

∫
Ω

φb(x, t) x dx + c (2.12)

where

c :=
1

M

∫
Ω

ρf x dx . (2.13)

Notice that c is a vector that does not depend neither on time nor on space and represents

the location of the center of mass of those parts of the body that do not move when a person

is laying still. Thus, we can choose c as the fixed vector ū in Eq. (2.3). Finally, assuming

ū = c the displacement d(t) of the body CoM is given by

d(t) = u(t)− ū =
ρb
M

∫
Ω

φb(x, t) x dx . (2.14)

2.2.2 Model reduction: lumped volumes

The computation of the integral on the right hand side of Eq. (2.14) requires the knowledge

of how the blood volume fraction is distributed throughout the whole body. To simplify

the computation of d(t), let us partition the domain Ω occupied by the human body into

subregions Ωk, with k = 1, . . . , K, such that

K⋃
k=1

Ωk = Ω and Ω̊k

⋂
Ω̊l = ∅ for k 6= l . (2.15)

Thanks to this partition and the additivity of integrals, we can write

d(t) =
ρb
M

∫
Ω

φb(x, t) x dx =
1

M

K∑
k=1

∫
Ωk

ρbφb(x, t) x dx (2.16)

Let us utilize the formula of the midpoint to approximate the integral on the right hand side

of Eq. (2.17) so that we can write

d(t) =
1

M

K∑
k=1

∫
Ωk

ρbφb(x, t) x dx ≈ 1

M

K∑
k=1

ρbφb(xk, t) xk |Ωk| (2.17)
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where xk is the centroid of Ωk and |Ωk| is the measure of the volume Ωk. Denoting by Vk(t)

the volume of blood that occupies the region Ωk at time t, defined as

Vk(t) := φb(xk, t)|Ωk| (2.18)

we can approximate the CoM displacement as

d(t) ≈ ρb
M

K∑
k=1

Vk(t) xk . (2.19)

We notice that d(t) is a vector, whose components give the displacement in the three spacial

directions:

dx(t) =
ρb
M

K∑
k=1

Vk(t)xk, dy(t) =
ρb
M

K∑
k=1

Vk(t) yk, dz(t) =
ρb
M

K∑
k=1

Vk(t) zk. (2.20)

By differentiation, we can now obtain the expressions for velocity and acceleration

v(t) =
ρb
M

K∑
k=1

d

dt
Vk(t) xk, a(t) =

ρb
M

K∑
k=1

d2

dt2
Vk(t) xk (2.21)

whose componentwise version is

vx(t) =
ρb
M

K∑
k=1

d

dt
Vk(t)xk, vy(t) =

ρb
M

K∑
k=1

d

dt
Vk(t) yk, vz(t) =

ρb
M

K∑
k=1

d

dt
Vk(t) zk.

(2.22)

ax(t) =
ρb
M

K∑
k=1

d2

dt2
Vk(t)xk, ay(t) =

ρb
M

K∑
k=1

d2

dt2
Vk(t) yk, az(t) =

ρb
M

K∑
k=1

d2

dt2
Vk(t) zk.

(2.23)

2.2.3 Closed-loop Model of the cardiovascular circulation

The closed-loop mathematical model for the cardiovascular system, schematized in Fig. 2.3,

leverages the analogy between electric circuits and hydraulic networks, where electric po-

tentials, electric charges, and electric currents correspond to fluid pressures, fluid volumes

and volumetric flow rates, respectively [39]. The model comprises a total of 15 subre-

gions, each one representing an anatomical compartment, grouped in 4 main interconnected

compartments that are reported in Table. 2.1. We briefly describe each compartment below:

� the heart: the heart compartment comprises the left ventricle (k = 1) and the right

ventricle (k = 10). The ventricles are modeled as voltage sources and variable ca-

pacitors connected in series, as shown in Fig. 2.4 (Left).The voltage sources describe

the electrochemical activation of the ventricles by means of the time-varying input
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Node Compartment Segment

1 Heart Left Ventricle

2 Systemic Ascending Aorta

3 Systemic Aortic Arch

4 Systemic Thoracic Aorta

5 Systemic Abdominal Aorta

6 Systemic Iliac arteries

7 Systemic Small arteries

8 Systemic Capillaries

9 Systemic Veins

10 Heart Right Ventricle

11 Pulmonary Pulmonary Arteries

12 Pulmonary Capillaries

13 Pulmonary Veins

14 Cerebral Cerebral Arteries

15 Cerebral Veins

Table 2.1: Anatomical meaning of the circuit nodes

signals Ui = Ui(t), where the subscript i distinguishes between the left (i = L) and

right (i = R) ventricles. The variable capacitors describe the ventricular biomechanical

properties by means of the time-varying elastances Ei = Ei(t), as introduced by Suga

et al [29],where the subscript i again distinguishes between the left (i = L) and right

(i = R) ventricles. Denoting by Pi and Vi, with i = L,R, pressure and volume of the

left and right ventricles, respectively, we have Pi = EiVi with

EL(t) = ELD + ELS aL(t) (2.24)

ER(t) = ERD + ERS aR(t) (2.25)

where ELD,ELS,ERD andERS are given constants characterizing the systolic and

diastolic elastances of the left and right ventricles, whereas aL(t) and aR(t) are nondi-

mensional activation functions characterizing the timing of the ventricular contractions

[15, 4, 33]. In [28], [15], the activation function was described mathematically as

ai(tm) =

{
tanh(2π(tm−Ta))−tanh(2π(tm−Tb))

2
tm < Ts

0 otherwise
(2.26)

for i = L,R, where Ta and Tb are given constants, Ts is the length of the systolic part

of the cardiac cycle, tm is defined as tm = mod(t, Tc), Tc being the length of the entire

cardiac cycle.
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Figure 2.3: Schematic representation of the closed-loop model proposed in [28] to simulate blood

flow through the cardiovascular system.

The heart valves are modeled as ideal switches, see Fig. 2.4 (Left), which close as soon

as a positive pressure difference between the upstream and downstream nodes of the

switch is established.
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� the systemic circulation: the systemic circulation comprises the arterial segments

from the ascending aorta to the iliac arteries (k = 2, . . . 6), the small arteries and

capillary segments (k = 7, 8) and the central veins (k = 9). The large arteries, namely

aortic arch, thoracic aorta, abdominal aorta, iliac arteries and cerebral arteries, share

the same mathematical description, see Fig. 2.4 (Right), which includes two resistors,

one inductor and one variable capacitor representing hydraulic resistance, inertial effects

and wall compliance, respectively. The constitutive laws defining these elements are:

(resistor) ∆P = RQ

(inductor) ∆P = L
dQ

dt

(variable capacitor) ∆P =
V

C
+ γ

dV

dt

where ∆P is the pressure difference across the element, Q is the volumetric flow rate,

V is the fluid volume, R is the hydraulic resistance, L is the inductance, and C and γ

are positive constants representing the elastic and viscoelastic properties of the arterial

wall, respectively. The parameter values characterizing the main arteries have been

computed using the following relationships:

R =
8πlη

S2
, L =

ρbl

S
, C =

3lS(a+ 1)2

E(2a+ 1)
, γ =

δ

C
, (2.27)

where l is the vessel length, a = r/h is the ratio between the vessel radius r and the

wall thickness h, η is the blood viscosity, S = πr2 is the vessel cross sectional area, ρb
is the blood density, E is the arterial Young modulus and δ is a viscoelastic parameter.

In this work, we have assumed ρb = 1.05 g cm−3, η = 0.035 g cm−1 s−1, E = 4 · 106

dyne cm−2 and δ = 1.56 · 10−3 s. The values of the remaining geometrical parameters

utilized to determine R, L, C and γ for each of the main arterial segments have been

adapted from [44] and [9] and are reported in Table 2.2.

� the pulmonary circulation:the pulmonary circulation starts with the pulmonary

artery at the right ventricle and converges into the left atrium. It comprises three seg-

ments (k = 11, 12, 13) sharing the same mathematical description, which includes two

resistors, one inductor and one constant capacitor representing hydraulic resistance, in-

ertial effects and wall compliance, respectively. The parameters for these compartments

have been obtained from the work of Avanzolini et al [4].

� the cerebral circulation: the cerebral circulation branches from the aortic arch and

converges into the systemic venous system. It comprises both the cerebral arteries

(k = 14), which is modeled as the large arteries, i.e. with two resistors, one inductor

and one variable capacitor (see Fig. 2.4 (Right)). The cerebral veins (k = 14) are

also modeled via a RLC combination, even thought the capacitor is characterized by
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a constant capacitance. The parameters for these compartments have been obtained

from the work by Avanzolini et al [4] and [25].

VENTRICLES AND VALVES LARGE ARTERIES

R1,i R2,i R3,i

Pi

Ei

Ui

Ra,k Lk Rb,k

Ck; γk

Pk

Figure 2.4: Basic components of the closed-loop model. Left: ventricles and valves; the subscript

i is used to distinguish between left (i = L) and right (i = R) ventricles; Pi is the ventricular

pressure; R1,i, R2,i and R3,i are hydraulic resistances assumed to be constant; Ui and Ei characterize

ventricular pumping, Ei representing the variable ventricular elastance. Right: large arteries; the

subscript k is used to distinguish among different arterial segments, specifically aortic arch (k = 3),

thoracic aorta (k = 4), abdominal aorta (k = 5), iliac arteries (k = 6) and cerebral arteries

(j = 14); Pk is the pressure of the specific arterial segment; Ra,k and Rb,k are the hydraulic

resistances representing viscous effects; Lk is the inductance representing inertial effects; Ck and

γk represent elastic and viscoleastic properties of the arterial wall, respectively.

Arterial Segment Segment Node l [cm] r [cm] h [cm]

Ascending Aorta 2 4 1.44 0.158

Aortic Arch 3 5.9 1.25 0.139

Thoracic Aorta 4 15.6 0.96 0.117

Abdominal Aorta 5 15.9 0.85 0.105

Iliac artery 6 5.8 0.52 0.076

Carotid artery 14 20.8 0.39 0.064

Table 2.2: Geometrical parameters for the main arterial segments

2.2.4 Using the closed-loop model to simulate displacement, velocity and ac-

celeration BCG signals

Following [28], the waveforms Vk(t) representing the blood volumes occupying the cardio-

vascular compartment k at time t calculated via the closed-loop model can be utilized to

estimate the displacement dy(t) of the center of mass of the human body at every heartbeat
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Node y [cm]

1 0.5

2 -2

3 -7

4 20

5 35

6 45

7 -

8 -

9 -

10 0.5

11 -5

12 -

13 -

14 -10

15 -

Table 2.3: Anatomical meaning of the circuit nodes

in the head-to-toe direction as

dy(t) =
ρb
M

K∑
k=1

Vk(t) yk (2.28)

where ρb is the blood density, M is the total body mass, yk is the distance between the

compartment k and the plane of the heart valves and K is the total number of cardiovascular

compartments considered in the model. In this work. we considered K = 9 compartments,

whose yk values are reported in Table 2.3 Multiplying Eq. (2.28) by M and differentiating

with respect to time, we obtain the waveforms fD, fV and fA, which are traditionally used

in the BCG literature [17] and are defined as

fD(t) = ρb

K∑
k=1

Vk(t) yk [cm g] (2.29)

fV (t) = ρb

K∑
k=1

dVk
dt

(t) yk [
cm

s
g] (2.30)

fA(t) = ρb

K∑
k=1

d2Vk
dt2

(t) yk [
cm

s2
g] (2.31)

we notice that fd(t) = dy(t)M , fv(t) = vy(t)M and fa(t) = ay(t)M .
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2.3 BCG Tecnology

After defining the theoretical foundations of the pBCG concept and the modeling approach, in

this section we provide an overview of the technological solutions that are utilized to record

the BCG signal. Firstly, in Sec. 2.3.1 we describe the suspended bed, and then in Sec. 2.3.2

we provide an overview of the load cell system.

2.3.1 Suspended bed

The suspended bed utilized in this work is a replica of the suspended ballistocardiography

bed originally designed by Burger et al [8], and is shown in Fig.2.5. This ultra-low frequency

ballistocardiograph device is made of a lightweight foldable aluminum frame approximately

207 cm by 78 cm fixed on top of two lateral wood frames. The frame is suspended at four

points from the ceiling with 3 m long steel cable of approximately 2.5 mm in diameter. The

cables are kept parallel to each other, as done in [8]. To record the motion of the CoM, a

three-axis accelerometer(Kionix EVAL-KXR94-2283 [21]) with 1 V/g sensitivity, was placed

on the wood frame closer to the subject’s head. A thin air mattress was placed on top of the

aluminum frame, assuring that the total weight of the bed and all extra materials were kept at

less than 8 Kg. In addition to the BCG signal, the ECG, SCG were recorded simultaneously.

ECG signals were acquired via a 3-lead configuration, SCG signals were measured using a

Kionix KXR94-2283 accelerometer, with 1000 mV/g sensitivity [21] placed on the subject’s

sternum. All signals were collected simultaneously using an AD Instrument PowerLab 16/35

data acquisition system [22].

2.3.2 Stationary Bed

The stationary bed utilized in this work is a twin-sized captain bed initially used for ballisto-

cardiography with hydraulic bed sensors. To record the effects of the CoM motion in the form

of forces exerted on the bed, we placed load cells beneath the posts of the bed. The load

cells are from TE Connectivity (FX1901) with a maximum load capacity rating of 200 lbf.

The signals from the load cells are preprocessed by a signal conditioning circuit. The load

cells and the accompanying signal conditioning circuits are previously validated in [47, 2].

The signal conditioning circuit is comprised of an instrumentation amplifier and a second

order low pass filter in Sallen and Key configuration. The cut-off frequency of the filter was

35 Hz [47].
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Figure 2.5: Replica of the suspended ballistocardiography bed originally designed by Burger, et al.

[8], utilized in the present work.

2.4 BCG Physics

Different devices for BCG measurement capture different kinematic aspects of the CoM motion

depending on their physical characteristics. For this reason, in this section we introduce the

concept of measured BCG (mBCG), which refers to the quantity that can be recorded with

the sensing devices but do not necessarily directly correspond to the pBCG. A formal definition

of the mBCG concept is provided in Sec. 2.4.1. Then, in Sec. 2.4.2 and 2.3.2 we describe a

device-characteristic relationship between the mBCG and pBCG for both the load cell and the

suspended bed.

2.4.1 Measured BCG signal (mBCG)

Different devices for BCG measurement capture different kinematic aspects of the CoM motion

depending on their physical characteristics. In other words, the mBCG does not have a unique

representation since different waveforms are produced by different devices, even though the

signal source is the same pBCG. This concept can be formalized mathematically as follows:

Definition 2 (Measured BCG) Let us consider J different devices for BCG measure-

ment. Each device j, with j = 1, . . . , J , provides a measured BCG (mBCG) represented by a
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Figure 2.6: Reference systems to describe the CoM motion ON the suspended bed: C =

{O, EX , EY , EZ} is a cartesian reference system that is fixed with the environment, whereas

c = {o, ex, ey, ez} is a second reference system that moves with the body and that is centered on

the CoM of the subject. r(t) r(t) denote the position of the origin of the frame of reference c that

is centered on the individual center of mass.

vector-valued function ωj(t), which depends on the tensor ϕ(t) representing the pBCG and on

the physical parameters sj of the sensing device via a device-specific functional relationship

F j, namely

ωj(t) = F j(ϕ(t), sj) for j = 1, . . . , J. (2.32)

2.4.2 Physics of the accelerometer on the suspended bed (j = sb)

To couple the concept of mBCG and pBCG two points needs to be addressed:

1. how is the vector valued function ωj(t) obtained experimentally?

2. which are the forces produced by the CoM motion that give rise to ωj(t)?

Referring to point (1), when j = sb, ωsb(t) is obtained from the signal of a three-axis

accelerometer. The kinematic variables in the x and y directions are directly measuring body
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motion, whereas the reading in the z direction is constrained by the cables supporting the

bed.

Then, to address point(2), i.e. to couple ωsb(t) with the kinematics of the CoM, we refer

to Fig. 2.6. Here, r(t) denote the position of the origin of the frame of reference c that is

centered on the individual center of mass. Denoting the acceleration of the CoM of the human

body as r̈(t), we can write the 2-nd Newton law

M r̈(t) = Fint (2.33)

where M is the total body mass, r̈(t) is the acceleration of the CoM of the human body

and Fint are the internal forces that make the body move. It should be noted that r̈(t) is

measured with respect to the fixed cartesian reference frame X. Thus with respect to x, Fint

can be written as

Fint =
K∑
k=1

mk r̈k(t) (2.34)

where k denotes the subregions in which we partition the domain Ω occupied by the

human body (see Eq.2.23). Thus in the case of the suspended bed, provided that the

accelerometer reference system is aligned with c, the acceleration recorded by the suspended

bed, i.e. ωsb, provide a signal close to the acceleration of the CoM, namely

ωsb(t) = r̈(t) ≈ [âx, ây] (2.35)

where the hat symbol means that these are measured variables. Then, the signal of

the three-axis accelerometer can be numerically integrated to calculate velocity and dis-

placement. Overall, in this case F sb is an approximation of the identity with respect to

the kinematic variables in the x − y plane. This functional is invertible and allows direct

reconstruction of the pBCG features in the x− y plane.

2.4.3 Physics of the load cells system (j = lc)

In this case, ω lc(t) is obtained from the four load cell signals, which will be denoted as Ri(t)

with i = 1, . . . , 4 (see Fig. 2.7). To couple ω lc(t) with the kinematic of the CoM, we can firstly

reconstruct az(t) from Ri(t) via the balance of forces in the z-direction

az(t) =
g

Ms

(
4∑
i=1

Ri(t)−Mf −M
)

(2.36)

where M is the total body mass, Mf is the mass of the bed frame and g is the acceleration

of gravity. It is interesting to notice how the BCG features naturally available from the
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Figure 2.7: Reference systems to describe the CoM motion for the load cell: X = {X,Y, Z} is a

cartesian reference system that is fixed with the environment, whereas Ri with i = 1, . . . , 4 are the

signal recorded via the load cell signal.

load cells are in the z direction, which are truly complementary to those available via the

suspended bed in the x− y plane.

Then, ay(t) and ax(t) can be recovered utilizing the balance of the angular momentum

with respect to the x-axis and y-axis respectively:

M H ay(t) + g(Mf +M)dy(t) = (R1(t) +R2(t))g L (2.37)

M H ax(t) + g(Mf +M)dx(t) = (R1(t) +R4(t))gW (2.38)

where M is the total body mass , Mf is the mass of the person lying on the bed, dx(t)

and dy(t) are the displacement of CoM in the x and y direction, ax(t) and ay(t) are the

displacement of CoM in the x and y direction, H is the height of the bed posts and L the

length of the bed. In particular, the term MsH ay(t) represents the the thrust, which is the
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force, equal in magnitude and opposite in sign, resulting from the ejection of an accelerated

mass in the systemic circulation, whereas g(Mf + M)dy(t) is the angular momentum given

by the weight, which is the force, directed towards the ground, given by the product of the

mass of the subject and the bed frame and the acceleration of gravity. Is it worth noting

that the time-varying contribution given by the weight force is not due to a change in the

mass of the subject, rather is produced by the change in the moment arm dy(t) of the weight

force, which is not constant and depends on the CoM position.

Eq.2.36 - 2.38 represent a system of 2nd order, linear, non-homogeneous ordinary differ-

ential equations (ODEs) relating the measured load cell reactions (Ri with i = 1, . . . 4) and

the component of the pBCG tensor and can be rewritten as

ay + α2 dy = fy (2.39a)

ax + α2 dx = fx (2.39b)

az = fz (2.39c)

where

α =

√
(Mf +M) g

M H
, fy(t) =

g L

M H
(R1(t) +R2(t)) (2.40)

fx =
g L

M H
(R1(t) +R4(t)) fz =

g

M

(
4∑
i=1

Ri(t)−Mf −M
)

(2.41)

Overall, by solving 2.39 we can obtain the acceleration of the pBCG, which can be sub-

sequently numerically integrated to calculate velocity and displacement. In this case F lc is

invertible and, in addition, allows for direct reconstruction of the pBCG features in all the

three directions.

2.4.4 Load cells under the bed posts (j = lc), numerical solution

We firstly obtain the analytical solution of 2.39b and 2.39c, which are both 2nd order, non-

homogeneous, linear ODEs with just a different forcing terms. The solutions of the two

ODEs is the CoM displacement in both x and y directions and can be formally defined as

follow:

di = dH + dPi with i = {x, y} (2.42)

where dH is the solution of the associated homogeneous problem, whereas dPi with i = {x, y}
is the particular solution of the non-homogeneous ODE in the x and y direction. Since the

roots of the associated homogeneous equation are two complex conjugate numbers ± i√α,
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dH can be obtained as

dH = c1 ξ1 + c2 ξ2 = c1 sin(αt) + c2 cos(αt) (2.43)

Then, the particular solution dPi can be found utilizing the method of the variation of pa-

rameters. In particular, we seek a solution of the form

dPi = ξ1(t) v1(t) + ξ2(t) v2(t) with i = {x, y} (2.44)

where v1 and v2 with i = 1, 2 are two unknown new function. Following the procedure

outlined in [52], using the product rule to differentiate dPi twice, and then grouping the terms

together, we get the following system of two equations in two unknowns

v̇1 ξ1 + v̇2 ξ2 = 0 (2.45a)

v̇1 ξ̇1 + v̇2 ξ̇2 = fi (2.45b)

with i = {x, y}. Substituting 2.43 into Eq. 2.45, we get

v̇1 sin(αt) + v̇2 cos(αt) = 0 (2.46a)

v̇1 cos(αt)α− v̇2 sin(αt)α = fy (2.46b)

Multiplying Eq. 2.46(a) by α sin(αt) and Eq. 2.46(b) by cos(αt) and subtracting the two

expressions we get

v̇1 =
fi cos(αt)

α
(2.47)

Substituting Eq. 2.47 into Eq. 2.45(a) leads to

v̇2 = −fi sin(αt)

α
(2.48)

Knowing the analytical expression of v̇1 and v̇2, we can compute v1 and v2 as

v1 =
1

α

∫ T

0

fi cos(αt) dt (2.49a)

v2 = − 1

α

∫ T

0

fi sin(αt) dt (2.49b)
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Overall, the solution can be written as

di(t) = c1 cos(αt) + c2 sin(αt) + sin(αt) · 1

α

∫ T

0

fy(t) cos(αt) dt

− cos(αt) · 1

α

∫ T

0

fi(t) sin(αt) dt with i = {x, y}
(2.50a)

In addition, one can compute the analytical expression of vi(t) as follow

vi(t) = c1 α cos(αt)− c2 α sin(αt) +
sin(αt)cos(αt)

α
· fi +

+ α cos(αt) · 1

α

∫ T

0

fi cos(αt) dt+
cos(αt) sin(αt)

α
· fi +

+ α sin(αt) · 1

α

∫ T

0

fi sin(αt) dt with i = {x, y}

(2.51a)

Regarding the third equation in the z-direction, we can directly obtain az from the

recordings on the load cell system utilizing 2.36. Then, both vz and dz can be obtained via

a procedure of numerical integration, namely:

vz(t) =

∫ T

0

az(t)dt (2.52)

dz(t) =

∫ T

0

vz(t)dt (2.53)
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Chapter 3

CoM motion reconstruction for the

suspended bed and load cell system

3.1 Introduction

The previous chapter defined the concept of pBCG, mBCG and their relationship in the case of

the suspended bed and the load cells system under the bed post. In particular, we emphasized

how, even though the signal source is the same pBCG, the mBCG has a different representation

according to the sensing device. In this chapter we will utilize the physical relationship

defined in the previous chapter to reconstruct the CoM motion and pBCG components on both

the suspended bed and load cell system. For this purpose, we will combine signal processing

and numerical methods to extract the signal of interest from the from the experimentally

recorded signal on the sensing device. In particular, the former is needed to reduce the noise

associated with the BCG measurements, remove the motion artifacts and respiration effects,

whereas the latter is involved when reconstructing the velocity and displacement of the CoM

in the case of the suspended bed, as well as in the solution of the ODEs for the load cell

system reported in Eq. 2.40.

In addition, we will explore a template procedure, which refers to the procedure of av-

eraging repeated measurements over several cardiac cycles. The template curve aims at:

(i) smoothing the white noise and remove the motion artifacts, thus enhancing the signal-

to-noise ratio, (ii) removing the respiration effects and (iii) providing a subject-specific

representative signal over time that can unveil the patient-to-patient variability. In addi-

tion, the template procedure can be utilized to compare the signal recorded utilizing two

different sensing devices for the same subject. Thus, this chapter has the following aims:

� Signal processing :to define the procedure needed to process the signal recorded on

the suspended bed and the load cell system (Sec. 3.2)
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ID Gender Age Height Weight Systolic BP Diastolic BP

[cm] [kg] [mmHg] [mmHg]

1 Male 23 180 53.9 106.5 61.5

2 Female 26 162.5 48 99.7 66.7

3 Male 22 192.5 82.3 117.5 68.8

Table 3.1: Details of subjects involved in the CoM reconstruction project.

� Template procedure : to compute a representative template curve of the mBCG for the

suspended bed and the load cell system(Section 3.2.2) ;

� CoM reconstructionto reconstruct the CoM motion in the case of the suspended bed

and the load cells system (Section 3.3);

3.2 Methods

In this section, we firsty illustrate the method for acquiring ECG, SCG and BCG signals

from the suspended bed and the load cell system (Section 3.2.1). Then, in Section 3.2.2

we outline the signal processing procedure applied to the signal recorded on the suspended

bed, as well as the steps involved in the template curve generation. Similarly, Section 3.2.3

presents the procedure adopted to extract the pBCG components from the experimentally

recorded signal on the load cell system, together with the template generation procedure.

3.2.1 Data acquisition and signal processing for ECG, SCG and BCG signals

on a healthy subject

Three healthy volunteers were recruited for a data collection in a controlled laboratory

settings. Firstly, each person was asked to lay still on a suspended bed system previously

described in [15], while the ECG, SCG and BCG signals were recorded simultaneously.

ECG signals were acquired via a 3-lead configuration, SCG signals were measured using a

Kionix KXR94-2283 accelerometer, with 1000 mV/g sensitivity [21] placed on the subject’s

sternum, and BCG signals were acquired with a three-axis accelerometer from Kionix with

1000 mV/g sensitivity placed on the bed frame of the suspended bed. All signals were

collected simultaneously using an AD Instrument PowerLab 16/35 data acquisition system

[22]. In addition to these signal, blood pressure measurements were taken for each subject at

the beginning and at the end of the data acquisition. The pressure recordings were acquired

with a commercial arm cuff blood pressure.

Then, the participant was asked to lay on their back on the bed where the load cell

system had been previously installed. To reduce the distortion to the subject’s pBCG, the
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Figure 3.1: Reference system for the recordings on the suspended bed. Red: reference system

utilized in the present work, in agreement with the conventions for presentation or reproduction of

vector ballistocardiographic records (red arrows) [40]. Green: Accelerometer reference system.

recordings were performed with no mattress. After measuring participant’s blood pressure,

the ECG, SCG and BCG signals were recorded simultaneously for 5 minutes. The ECG and

SCG signal were measured using the same device as before, whereas the details regarding

the load cell system are reported in Section 2.3.2. All signals were collected simultaneously

using an AD Instrument PowerLab 16/35 data acquisition system [22]. The age, sex and

value of the blood pressure (BP) for each subject involved in the study are reported in Table

3.1. The cuff BP measurement is considered as the ground truth (GT).

3.2.2 Signal processing and template generation for the suspended bed

Considering a continuous recording in the interval [0, T ], with the three axis accelerometer

on the suspended bed we recover

aVx(t), aVy (t) with t ∈ [0, T ], (3.1)

where aVx(t) represents the signal recorded in the right-to-left shoulder direction, whereas

aVy (t) represents the signal recorded in the head-to-toe direction. The superscript V empha-
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sizes that the acceleration is recorded in voltage. The acquired signals are then processed to

extract the pBCG signal with the the following procedure:

1. Reference system alignment: Fig. 3.1 reports the reference system of the bed ac-

celerometer (green arrows), and the conventions for presentation or reproduction of

vector ballistocardiographic records (red arrows) [40]. For the remaider of the discus-

sion, we adopt the conventional system. Thus, the signal recorded on the suspended

bed is multiplied by a -1 factor in both the x and y direction;

2. Unit of measurement conversion and filtering : once both aVx (t), aVy (t) are

aligned to the conventional reference system, they are converted into an acceleration

via the following linear relationship [21]

ak =
(aVk (t)− offset)

S
with k ∈ K = {x, y} (3.2)

where offset = 2.5 [mV] and S = 1 [mV/g] [21]. Then, a fixed cut-off band-pass filters

is applied to ak(t) with k ∈ K to remove baseline variations associated with respiration

and high frequency noise associated with the measurement.

3. Segmentation : ax(t) and ay(t) are then segmented utilizing the R-peaks of the

ECG signal as reference events. The R-peaks were detected using the standard Pan-

Tompkins algorithm [21]. The resulting single beat waveform, denoted as a ik with

k ∈ K, are grouped into the vector valued function Ta,k, namely

Ta,k = {a ik(t) : i ∈ [0, N ]} with k ∈ K, (3.3)

where a ik with k ∈ K are the individual curves resulting from the repetitive motion

of the CoM, whereas N is the number of heart beats in the time T of the continuous

recording.

4. Integration procedure to recover pBCG velocity and displacement : once Ta,k
has been obtained, the velocity and displacement of the CoM can be recovered via an

integration procedure.

v ik(t) =

∫ T

0

a ik(t) dt with i = 1, . . . , N k ∈ K (3.4)

d ik(t) =

∫ T

0

v ik(t) dt with i = 1, . . . , N k ∈ K (3.5)

Then, the individually segmented pBCG velocity and displacement are grouped into the

vector-valued vector Tv,k and Td,k, respectively.
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Once the processed pBCG curves are extracted utilizing the described procedure, a repre-

sentative BCG waveform, or template, of the recorded ay and ax is produced. The adopted

procedure leverages on four main steps that are described next:

1. Padding : the pad is utilized to cut all the segments at certain distances after the

reference event. In the present work, we utilized the median heart beat duration for

each subject, denoted by Tmedian , to make all the ak
i ∈ Ta,k of equal length starting

from the R-peak of ECG. This approach helps saving the timing information of the

main waveform peaks, even though the final part of each waveform is lost during the

segmentation strategy.

2. Signal Alignment : The signal alignment is a two-fold procedure involving (i) the

centroid calculation and (ii) the alignment to the centroid. Firstly, the mean waveform,

which does not necessarily belongs to Ta,k, is computed as

ak =
1

N
·
N∑
i=1

aik(t) with t ∈ [0, Tmedian ] (3.6)

i = 1, . . . , N, k ∈ K (3.7)

Then, the centroid is computed as

aCk (t) = arg min
i∈Ta,k

a ik = {a ik | d(a ik, ak(t))} with i = 1, . . . , N k ∈ K (3.8)

To align the signals, the waveform a ik ∈ Ta,k are shifted based on their correlation value

to the centroid aCk . Finally, a new ensemble T Aa,k is produced discarding the waveform

f ia,k ∈ Ta,k with a correlation below 0.4 and lag-time above 0.4 s.

3. Definition of the BCG acceleration representative : once the collection of

aligned signal T Aa,k with k ∈ K is produced, several strategies may be adopted to

compute the actual representative curve, or template. In this case, we utilized the

procedure described at step 3 for the centroid computation. More precisely, we firstly

computed the mean waveform, denoted as ak(t) ∈ T Aak and then the template curve is

computed as

aTk (t) = arg min
i∈T A

a,k

a ik = {a ik | d(a ik, ak(t))} with i = 1, . . . , N k ∈ K (3.9)

4. Definition of the BCG velocity and displacement representative : once aTk (t)

has been obtained, the template curve for the velocity of the CoM can be recovered via

an integration procedure, namely

vTk (t) =

∫ T

0

aTk (t) dt with k ∈ K (3.10)
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Figure 3.2: Reference system for the recordings on the load cell system. Red: reference system

utilized in the present work, in agreement with the conventions for presentation or reproduction of

vector ballistocardiographic records (red arrows) [40]. Green: Reference system adopted to recover

the pBCG signal from the signal recorded on the load cell system.

Similarly, the template curve for the displacement of the CoM can be recovered inte-

grating fTv (t), namely

dTk (t) =

∫ T

0

vTk (t)dt with k ∈ K (3.11)

It is worth noting that, before any integration procedure, we removed the best straight-

fit line from the data utilizing the detrend function in Matlab. By so doing, we were

able to account remove any trend present in the curve.

3.2.3 Signal processing and template generation for the load cell system

Considering a continuous recording in the interval [0, T ], with the load cell system we recover

RV
j with j = 1 . . . 4, where the superscript V emphasize that the acceleration are recorded

in voltage. The acquired signal are then processed to extract the pBCG signal with the the

following procedure:
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Figure 3.3: Average value of the recorded RVj plotted against the known masses.

1. Load cells constitutive equation : to convert RV
j from a voltage into a mass, we

initially need to define a constitutive equations relating the measured voltage to the

corresponding mass measured at the load cells j, with j = 1, . . . 4. For this purpose, we

utilized an experimental linear regression method [2, 1]. In a condition of empty bed,

8 masses of known mass (5, 10, 20, 50, 100, 250, 500 and 1000-gram) were placed upon

each bed posts and two session of 10 minute recording were performed. The average

value of the recorded Rj for each bed post, denoted as Rj, was then plotted against

the known masses, and the results are reported in Figure 3.3. A linear relationship is

observed between the recorded voltage Rj and the known masses, which can be formally

described as:

RV
j =

mj ·Mm + bj
g

(3.12)

where RV
j is the measured voltage due to the force detected by each load cell (units:

Volt) for the bed post j with j = 1 . . . 4, Mm is the m-mass utilized to obtain the load

cell constitutive equation, whereas mj and bj are the regression results for the slope and

vertical axis intercept of the fitted curves on the measurement data. Notably, Eq 3.12

represents the constitutive equation relating the recorded voltage and the measured

mass for each load cell.

2. Unit of measurement conversion and filtering : utilizing Eq. 3.12, RV
j (t) are

converted into a mass as follow

Rj =
RV
j (t) · g − bj

mj

j = 1, . . . , 4 (3.13)

where Rj (Unit: kg) is the recorded signal for the load cell j, whereas mj and bj are

the slope and the intercepts previously obtained for the load cell j. Then, a fixed
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cut-off band-pass filters is applied to Rj to remove baseline variations associated with

respiration and high frequency noise associated with the measurement.

3. Segmentation : Rj is then segmented utilizing the R-peaks of the ECG signal as

reference events. The R-peaks were detected using the standard Pan-Tompkins algo-

rithm [21] and the resulting single beat waveforms are grouped into the vector valued

function TR,j, namely

TR,j = {R i
j (t) : i ∈ [0, N ]} with j = 1, . . . , 4, (3.14)

where R i
j (t) are the individual curve resulting from the repetitive motion of the CoM,

whereas N is the number of heart beats in the time T of the continuous recording.

4. Computation of the pBCG kinematic components: having computed the four

vector valued TR,j function, the displacement, velocity and acceleration of the pBCG

can be computed utilizing the numerical solution of the system 2.40. More precisely,

by solving Eq.2.36 we obtain a vector valued function T LCa,z representing the collection

of segmented acceleration in the z-direction, that can be integrated to obtain T LCv,z

and T LCd,z . Interestingly, by solving Eq.2.50, we recover T LCd,y and T LCd,x , which represent

the collection of segmented accelerations in the y and x direction, respectively. Then,

solving Eq. 2.51, we can obtain T LCv,y and T LCv,x , as well as T LCa,y and T LCa,x .

5. Reference system alignment: Fig.3.2 reports the reference system utilized to write

the balances of forces and angular momentum(green arrows), and the conventions for

presentation or reproduction of vector ballistocardiographic records (green) [40]. For

the remainder of the discussion, we adopt the conventional system.

Once the processed pBCG curves are extracted utilizing the described procedure, the

same steps outlined in Section 3.2.2 at point 3, 4 and 5 are utilized to obtain the template

representative curve for the acceleration, velocity and displacement.

3.3 Results

This section is organized as follow. Firstly, we reconstruct the pBCG kinematic components

from the mBCG signal recorded on the suspended bed (Sec. 3.3.1) and the load cell system(

Sec. 3.3.2). Then, in Sec.3.3.3 we compare the BCG waveforms obtained with the suspended

bed and the load cell system in the head-to-toe direction and right-to-left shoulder direction

for each subject in the study.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.4: Recording on one subject of the y component of the pBCG tensor (Left) and the x component

of the pBCG tensor (Right): (a): experimentally recorded ay (grey curve) and computed template aTy (red

curve),(c)- (e) numerically computed vy and dy (grey curve) via an integration process and computed tem-

plate vTy and dTy . (b), experimentally recorded ax (grey curve) and computed template aTx (blue curve),

(d)-(f): numerically computed vx and dx (grey curve) via an integration process and computed template vTx
and dTx (blue curve)
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3.3.1 Reconstructed pBCG signal from the suspended bed

Fig. 3.4 reports the collection of the segmented waveforms recorded on the suspended in

both the y direction (left) and in the x direction (right). The directly available features

available with the suspended bed, i.e. the accelerations of the CoM, are reported in the

top panel, whereas velocity and displacement are shown in the middle and bottom panel,

respectively. Firstly, we can notice that (i) ay exhibits the I, J, K complex characterizing

the ay waveform reported in the literature,(ii) both ay and ax curves shows larger amplitude

in the initial part of the heart beat, whereas several oscillations in both directions can be

detected in the diastolic part of the heart beat. Interestingly, although both vy and dy still

maintain a larger prominent peak in the initial part of the heart beat, vx and dx present a

flatter signal without a detectable prominent peak. In addition, as the integration in time

proceeds, the bundle of curves grows in amplitude. The reason behind the observed behavior

may be either numerical, i.e. an amplification in the amplitude of each single curve due to

the process of numerical integration, or may reside in a physiological nature in the signal,

i.e. the displacement is the smallest signal in magnitude and is significantly affected by small

cardiovascular variations among each heart beat. The observed amplification of the pBCG

can be in part mitigated by considering the template procedure described in Section 3.2.2.

Indeed, superimposed to the measured and reconstructed signals in the x and y direction, Fig.

3.4 reports the computed template for each kinematic component of the pBCG. Each template

curve remains within a certain approximation in the center of the ensemble, thus providing

an average representative curve over the recording window of the pBCG components. The

obtained curve may be useful, among the other, when reconstructing the CoM motion in the

longitudinal-lateral plane. Fig. 3.8a-3.8b reports the template curve for the displacement in

the x and y direction (black curve) and one dx and dy waveforms extract from the recording

(blue curve). dTy and dy present a similar waveform for almost the entire heartbeat, whereas

larger differences can be observed among dx and dTx in the diastolic part. This difference

appears when reconstructing the CoM motion in the x− y plane in Fig. 3.8c. Most notably,

a ”8-shape” can be detected, where the upper loop occurs during the systolic part of the

representative heart beat, as indicated by the purple reference point, while the second loop

occurs at the beginning of the diastolic wave (green point).

3.3.2 Reconstruction of the 3D pBCG signal from the load cell system

Fig. 3.6 reports the vector valued function TR,j with j = 1, . . . , 4 representing the segmented

signal collected on the load cell system for subject 1. The largest magnitude of the signal

is observed with TR,3, which corresponds to the load cell located close to the left shoulder

of the subject. Interestingly, TR,3 shows a prominent positive peak in the initial part of

the waveform, whereas in TR,1 and TR,2 a negative peak is observed. In addition, these
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Figure 3.5: (a): dy in one heart beat (black curve) and template curve dTy (blue curve). The colored

circles indicates some reference points for dy, whereas the colored squares indicates some reference points

for dTy . (b): dx in one heart beat (black curve) and template curve dTx (blue curve). (c) CoM motion in the

lateral-longitudinal plane.

two signals are very similar both in term of shape and magnitude. Fig.3.7 reports the

reconstructed 9 kinematic components of the pBCG reconstructed from the load cell signal:

each column represents a different direction of the space (y, x and z from left to right),

whereas in the rows the acceleration, velocity and displacement are reported from top to

bottom, respectively. Firstly, we can notice that the z component is the smallest in terms of

amplitude, with the displacement dz presenting only small variation in the order of 10−4. As

for the suspended bed, the y-direction demonstrates a prominent peak in the systolic wave

for all the three kinematic components, whereas the waveforms in the x-direction present a

flatter signal without a detectable prominent peak. Fig. 3.8 reports the template curve for

the displacement in the x and y direction (black curve) and one dx and dy waveforms extract

from the recordings. dTy and dy present a similar waveform for almost the entire heartbeat,

whereas larger differences can be observed among dx and dTx in the diastolic part. This
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Figure 3.6: Vector valued function TR,j with j = 1, . . . , 4.

difference appears when reconstructing the CoM motion in the x− y plane in Fig. 3.8c. Most

notably, a ”8-shape” can be detected also for the signal on the load cell system. In addition,

with the load cell we can reconstruct the 3D CoM motion, which has been reported in Fig.3.9.

Interestingly, the 8-shape observed in the x-y plane is still visible and, even though the

displacement in the z direction is the smallest in terms of magnitude, we can observe that

actually the CoM initially moves upward (green point corresponding to first valley in dy),

before moving significantly downward (purple square) and then slowly returning toward zero

in the final part of the heart beat. It is worth noting that, utilizing the suspended bed we

can reconstruct a two-dimensional CoM motion, whereas the complete three-dimensional CoM

motion can be obtained utilizing the load cell system.

3.3.3 Towards an individual-specific pBCG

Table 3.2 reports the component of the pBCG tensor in the y direction for three subjects and

is organized as follow: (i) each column represents a different subject involved in the study,

identified as i, with i = 1, . . . 3, (ii) the top row reports the reconstructed individual pBCG

acceleration ay,i,(iii) the middle row reports the reconstructed individual pBCG velocity vy,i
and (iv) the bottom row reports the reconstructed individual pBCG displacement dy,i. In

addition, in each panel the red curve represents the collection of single beat waveform signal

reconstructed from the suspended bed, i.e. Ta,y, Tv ,y and Td ,y, whereas the collection of single
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Figure 3.7: Recording on one subject of the y component of the pBCG tensor (Left) and the x component

of the pBCG tensor (Right): (a): experimentally recorded ay (grey curve) and computed template aTy (red

curve),(c)- (e) numerically computed vy and dy (grey curve) via an integration process and computed tem-

plate vTy and dTy . (b), experimentally recorded ax (grey curve) and computed template aTx (blue curve),

(d)-(f): numerically computed vx and dx (grey curve) via an integration process and computed template vTx
and dTx (blue curve)

beat waveform signal obtained from the load cell, i.e. T LCa,y , T LCv ,y and T LCd ,y is reported in

black. For all the three subjects involved in the study, we can notice that the reconstructed

kinematic components are within the same order of magnitude and they both present a

similar shape. However, we can notice a delay in the reconstructed acceleration from the

load cell signal, as well as an amplification in the magnitude if compared with the pBCG

reconstructed from the suspended bed. This observation persists in all the three subjects.
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Figure 3.8: (a): dy in one heart beat (black curve) and template curve dTy (blue curve). The colored

circles indicates some reference points for dy, whereas the colored squares indicates some reference points

for dTy . (b): dx in one heart beat (black curve) and template curve dTx (blue curve). (c) CoM motion in the

lateral-longitudinal plane.

A similar behavior can be noticed for the velocity and displacement. In addition, T LCd ,y

presents a deeper first valley if compared to Td ,y. Table 3.3 reports the same comparison

in the x direction, where we notice a good agreement in the acceleration and velocity for

subject 2 and 3. When considering the displacement, in general a more noisy signal can be

observed with a noticeable difference in the shape. Indeed, the displacement BCG has the

smallest amplitude and, for this reason, is largely affected by the noise associated with the

measurements. To address this issue, we could consider the template and a smaller subset

comprising the waveform with a high correlation and low lag time with the template (as it

will be done in the next chapter). By so doing, we can have representative ensemble of pBCG

waveforms for each subject where the noise associated with recording is minimized.
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Figure 3.9: 3D motion as reconstructed from the signal recorded on the load cell system.
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3.4 Conclusion

In this section, leveraging the BCG theoretical foundation defined in Chapter 2, we recon-

structed the CoM motion utilizing the suspended bed and the load cell system. Combining

the physics of the instrument and the physiology with signal processing and numerical meth-

ods techniques we were able to recover the component of the pBCG tensor in physical units

and obtain a significant agreement in terms of order of magnitude from two different sens-

ing devices. The velocity and acceleration reconstructed in the x direction for two subjects

demonstrated a good alignment, whereas an amplification and shift appear when comparing

the timing and magnitude of the reconstructed pBCG signal in the y direction. Although

further works still to be done and the results are not conclusive, this work paves the way

towards the concept that the pBCG does not depend on the sensing device, but it is actually

specific to the physiology of the individual. Thus, there is hope for a standardization of the

BCG signal, which could be actually crucial to make this technology utilized in a clinical

settings.
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Chapter 4

Non invasive estimate of the pulse

pressure with the suspended bed and

load cell signals

In the previous chapter, we reconstructed the CoM motion from the mBCG on both the sus-

pended bed and the load cell system combining the physics of the instruments with modeling

tools. In this chapter, we illustrate how the knowledge of the coupling among the physiology

behind the BCG signal and the physics of the sensing devices may lead to novel clinical

applications. In particular, we propose a cuff-less method for absolute pulse pressure assess-

ment via the synergistic integration of two components, namely (i) theoretical simulations

of cardiovascular physiology by means of our mathematical closed-loop model of the cardio-

vascular system, and (ii) synchronous ECG and BCG data acquired in our laboratory. To

this end we leverage the basic BCG theory we revisited in the previous chapter and we use

the suspended bed as sensing device, because it is a ultra-low frequency device that provides

a waveform that is the closest to the physiological one. Thus, the main goal of this chapter

is to develop and test a procedure that leverages physiology via a closed-loop model of the

cardiovascular system to non-invasively estimate the absolute pulse wave pressure.

4.1 Background

High blood pressure was the leading risk factor for global disease burden in 2010 [28]. The

potential negative outcomes resulting from an abnormal high blood pressure (BP) includes,

just to name a few, the development of coronary artery disease [26], ischaemic stroke [28],

aortic aneurism, left ventricular failure and myocardial infarction [34]. In addition, the asso-

ciation between elevated blood pressure and cardiovascular complications has been proved in

several longitudinal and population-based study [35, 48]. For instance, Lee et al conducted a
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ID Gender Age Height Weight Systolic BP Diastolic BP

[cm] [kg] [mmHg] [mmHg]

1 Male 23 180 53.9 106.5 61.5

2 Male 22 192.5 82.3 117.5 68.8

3 Male 25 185 74.2 116.5 59

4 Male 32 180 72.3 109.7 52.3

5 Male 22 176 66.3 110.9 70

6 Male 69 180 79.4 112.1 65.2

7 Female 26 162.5 48 99.7 66.7

8 Female 28 165 49.9 106.7 70

9 Female 22 173 150 118.7 73.9

10 Female 66 152.4 71.1 116.5 59

Table 4.1: Details of subjects involved in the blood pressure study.

longitudinal study between 1962 and 1993 where 2280 patients were periodically monitored

until death. The authors found that in younger adults the systolic blood pressure (SBP) was

an independent predictor of fatal cardiovascular diseases, whereas the pulse pressure (PP),

defined as the difference between the systolic and diastolic pressures, was a more accurate

predictor of cardiovascular death in the elder population. In another study conducted with

110 normotensive patients with known coronary artery disease, the authors monitored the

pulse pressure for 24 hours to evaluate the association between pulse pressure and other

known cardiovascular markers to the severity of coronary artery disease. The study con-

cluded that SBP, together with carotid artery intima– media thickness, were the marker

which best associated with the severity of the coronary artery disease [51]. Benetos et al

conducted a population-based study (Paris population, 834 subjects) to investigate the ex-

tent to which the carotid/brachial (C/B) ratio is an independent predictor of cardiovascular

(CV) risk [5]. Brachial and carotid PP were measured from a cuff and pulse wave analysis

respectively and multi-adjusted hazard ratios (HRs), which describes the relative risk of the

complication based on comparison of event rates [43], were computed utilizing a regression

method. The authors concluded that brachial and carotid PP, when used separately to

evaluate adjusted CV risk, have a consistent impact.

Thus, given the role of the PP as an independent predictor of CV risk, an effective solution

for monitoring blood pressure can play a crucial role in mitigating negative cardiovascular

outcomes. In addition to traditional methods, such as arterial line blood pressure and blood

pressure cuff, a range of solutions has been proposed to monitor BP. For instance, Shin et al

developed a methodology which provides continuous BP estimates from the morphology of

photoplethysmography (PPG) [41]. Another method is the pulse transit time (PTT), which

computes the time delay between the observations of ECG and PPG valley or two PPG
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devices from separate parts of the body to determine the relative blood pressure [46]. Ballis-

tocardiography offers a promising venue to monitor BP due to its non-invasive and contact

less nature. In a recent work,Su et al utilized a data-driven approach to establish features

in the BCG waveform that could correlate with changes in blood pressure [46]. Notably, the

authors were able to predict measurement of systolic blood pressure by utilizing the strength

of the BCG waveform and the difference between IJ and JK amplitude at each heartbeat.

The advantage of this study was the utilization of a hydraulic bed sensor system, that is a

low-cost technology which does not require body contact. However, a calibration via a blood

pressure cuff was needed, thereby limiting the possible utilization of this approach. Yet an-

other approach to monitor the blood pressure utilizing the BCG was proposed by Shin et al

by means of weight scale sensors [42]. Compared to the previous studies, which both utilized

a data-driven approach, here we propose and test a procedure based on first principles that

leverages physiology via a closed-loop model of the cardiovascular system to estimate PP.

Indeed, the proposed mechanism-based approach offers the advantage of incorporating phys-

iological knowledge into the model and enabling the investigation of mechanistic relationship

between blood pressure and the pBCG waveforms.

4.2 Methods

The method section is organized as follow. In Sec. 4.2.1 we describe the data acquisition

and signal processing procedure utilized in this study. Then, in Sec. 4.3.2 we provide the

details regarding the proposed procedure to non-invasively estimate the absolute brachial

pulse pressure from the BCG signal.

4.2.1 BCG Sensing Device, Data Acquisition and Signal Processing procedure

In this study we utilize the BCG signal acquired with the accelerometer on the suspended

bed, which gives the BCG signal that is closest to the pBCG. For the present study, we

consider the longitudinal (head-to-toe) direction since (i) it represents the direction where

the predominant movement occurs and (ii) it can be supplied with physiological meaning

thanks to the validated cardiovascular model.

For the data acquisition, ten healthy volunteers were recruited for a data collection in

a controlled laboratory settings. Each person was asked to lay still on a suspended bed

system previously described in [15], while the ECG, SCG and BCG signals were recorded

simultaneously. ECG signals were acquired via a 3-lead configuration, SCG signals were

measured using a Kionix KXR94-2283 accelerometer, with 1000 mV/g sensitivity [21] placed

on the subject’s sternum, and BCG signals were acquired with a three-axis accelerometer

from Kionix with 1000 mV/g sensitivity placed on the bed frame of the suspended bed.
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Figure 4.1: Simulated fd, fv and fa via the closed-loop model: (a) black curve:fd curves resulting con-

sidering all cardiovascular compartment, fd curves resulting considering only the thoracic and abdominal

compartment. (b) fv curves resulting considering all cardiovascular compartment, fv curves resulting con-

sidering only the thoracic and abdominal compartment. (c) fa curves resulting considering all cardiovascular

compartment, fa curves resulting considering only the thoracic and abdominal compartment. representa-

tion..

All signals were collected simultaneously using an AD Instrument PowerLab 16/35 data

acquisition system [22]. In addition to these signals, six blood pressure measurements were

taken with the blood pressure cuff before starting the data collection and at the end of the

same procedure to obtain the ground truth (GT) of the blood pressure. The age, sex and

GT value for the BP are reported in Table 4.1.

To process the signal, we utilize the signal processing steps described in Section 3.2.2.

As a result, we obtain three vector valued functions, denoted by Ta,y, Tv ,y and Td ,y, which

represent the ensemble of the segmented acceleration velocity and displacement. Then, each

segmented curve dy(t) ∈ Td ,y is converted into [dynes cm s−2] via the following relationship

fd(t) = dy(t) ·mj · g with j = 1, . . . , 11 (4.1)

where dy(t) is the BCG displacement measured in cm, g is the gravitational constant, equal

to 981 cm s−2, and mj represent the mass of subject j measured in grams.

4.2.2 Non invasive estimate of the absolute pulse pressure

The closed loop model is utilized to obtain a physiologically-based relationship between the

blood pressure and fd. Firstly, we explore the relative contribution of each cardiovascular

compartment in determining fd. Indeed, although the volume waveforms Vi(t) with i =

1, . . . N results from the complex interplay of each element in the closed loop model, a

reasonable approximation of the pBCG waveforms can be obtained by considering a subset

of all the cardiovascular compartments. Figure 4.1 compares the fd, fv and fa waveforms
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Figure 4.2: Comparison of the pressure waveform in the thoracic (top) and abdominal artery

(bottom). Blue curve: Pi = Vi
Ci

+ γ dVidt . Orange curve: P̃i = Vi
Ci

.

Parameter Value Unit Ref

ρb 1.05 [g cm−3 mmHg−1] [15]

C4 0.2196 [cm3 mmHg−1] [15]

C5 0.1735 [cm3 mmHg−1] [15]

y4 20 [cm] [15]

y5 35 [cm] [15]

Table 4.2: Parameter of the proposed physiological-based formula.

as computed in [15], i.e. by considering N=9 cardiovascular compartments (black curves),

and the corresponding waveforms obtained by only considering the volume waveforms in the

thoracic and abdominal artery, i.e. i = 4, 5 in Eq 2.31 (red curve). Interestingly, a small

difference, mainly in the diastolic part, can be observed between the two curves. Leveraging

this result, we can approximate fD with the following expression

fD ≈ ρb(V4 + V5) (4.2)

To obtain the brachial pulse pressure from Eq. 4.2, we firstly utilize the relationship

between the blood volume Vi(t) and the blood pressure Pi(t) in the thoracic and abdominal

cardiovascular compartment [15], which can be written as

Pi =
Vi
C

+ γ
dVi
dt

with i = 4, 5 (4.3)

where Pi and Vi represent the pressure and the volume in the i compartment with i = 4, 5,

whereas C and γ are positive constants representing the elastic and viscoelastic properties

of the arterial wall. Although pressures and volumes waveform are coupled via Eq.4.3, i.e.
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with a linear differential equation, we can reasonably assume that the viscoelastic component,

which is given by γ dVi
dt

, induces a small change in the magnitude of the pressure waveforms.

Indeed, Fig. 4.2 reports a comparison between the pressure waveforms in the thoracic and

abdominal artery obtained when (i) Pi = Vi
Ci

+ γ dVi
dt

(blue curve) and (ii) P̃i = Vi
Ci

(orange

curve). Model results confirm that the viscoelastic term does not significantly affect the

magnitude of the pressure waveforms in the thoracic and abdominal compartments. Thus,

leveraging these results, we can write an explicit relationship between fD and the pressure

in the abdominal and arterial compartments, namely

fD
ρb

= C4 y4 P4(t) + C5 y5 P5(t) (4.4)

And by defyining the average pressure in the abdominal compartment as Pabd = P4(t)+P5(t)
2

,

the functional relationship between fD and Pabd can be expressed as follow

Pabd =
fD

(C4 y4 + C5 y5 P5(t)) ρb
(4.5)

where Pabd represents an average value of the pressure in the abdominal aorta, C4 and C5

are the capacitances of the thoracic and abdominal artery and y4 and y5 are the locations at

which the midpoint of the abdominal and thoracic arteries are assumed to be located with

respect to the heart valves. The values for these parameter are reported in Table 4.2. To

compute the brachial pressure, we then utilize the following formula

Pbra = Pabd · β (4.6)

where β is defined as the ratio between the systolic pressure in the abdominal and brachial

artery and it has been considered equal to 0.9 [49]. Finally, we can obtain an estimate of

the pulse pressure as follow:

PP bra = max(Pbra)−min(Pbra) = max

(
fD

(C4 y4 + C5 y5 P5(t)) ρb

)
−min

(
fD

(C4 y4 + C5 y5 P5(t)) ρb

)
(4.7)

Overall, the following five steps are applied to recast an absolute cufless measurement of

pulse pressure from the BCG recordings on the suspended bed:

� measurement of the BCG signal on the suspended bed;

� perform the signal processing procedure outlined in Section 3.2.2;

� apply the physiological-based formula obtained via the closed-loop model to fd(t) to

estimate the absolute brachial pulse pressure;

� compare the predicted absolute brachial pulse pressure with the measured brachial

pressure.
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Description Symbols Unit

Longitudinal Acceleration

Magnitude of the J peak in ay A a
J [cm s−2]

Magnitude of the K valley in ay A a
K [cm s−2]

Timing of the J peak in ay T a
J [s]

Timing of the K valley in ay T a
K [s]

Longitudinal Velocity

Magnitude of the first and most prominent peak in vy Av1 [cm s−1]

Timing of the first and most prominent peak in vy T v1 [s]

Longitudinal Displacement

Magnitude of the first and most prominent peak in dy Ad1 [cm]

Timing of the first and most prominent peak in dy T d1 [s]

Table 4.3: Summary of the analzyed BCG features for the subject involved in the study. The table

distinguishes among features pertaining to the acceleration, velocity and displacement BCG.

4.3 Results

Subject Aa
J Aa

K Av
1 Ad

1

Male subject

1 1.86 ± 0.28 -2.16 ± 0.31 0.076 ± 0.02 3.7 · 10−3 ± 1 · 10−3

2 1.45 ± 0.36 -1.73 ± 0.46 0.062 ± 0.01 3 · 10−3 ± 1 · 10−3

3 1.43 ± 0.21 -1.40 ± 0.21 0.059 ± 0.01 2.9 · 10−3 ± 1 · 10−3

4 1.90 ± 0.30 -2.20 ± 0.43 0.073 ± 0.01 2.9 · 10−3 ± 1 · 10−3

5 1.03 ± 0.16 -1.05 ± 0.25 0.039 ± 0.01 1.8 · 10−3 ± 1 · 10−3

Mean Value Young Subject 1.53 ± 0.25 -1.70 ± 0.3 0.061 ± 0.01 2.86 · 10−3 ± 1 · 10−3

6 1.03 ± 0.17 -0.79 ± 0.25 0.024 ± 0.01 1 · 10−3 ± 1 · 10−3

Female subject

8 0.79±0.25 -1.30±0.34 -0.032±0.02 2.8 · 10−3 ± 1 · 10−3

9 0.50±0.18 -0.72±0.30 0.039±0.02 1.1 · 10−3 ± 1 · 10−3

10 0.98±0.19 -1.14±0.22 0.04±0.01 1.7 · 10−3 ± 1 · 10−3

Mean Value Young Subject 0.75 ± 0.21 -1.05 ± 0.28 0.03 ± 0.01 1.9 · 10−3 ± 1 · 10−3

11 0.49±0.26 -0.82±0.31 0.02±0.01 1.5 · 10−3 ± 1 · 10−3

Table 4.4: mBCG relevant features among the subjects involved in the study

The result section is organized as follows. Firstly, in Sec. 4.3.1 we compare some of the

pBCG features obtained for the subjects involved in the study, in particular focusing on the

differences among the male and female subjects. For ease of reference, the list of the analzyed

BCG features is reported in Table 4.4. Then, in Sec. 4.3.2 we apply the physiological-based

formula obtained via the closed-loop model to estimate the absolute brachial pressure and
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Subject T a
J T a

K T v
1 T d

1

Male subject

1 0.11 ± 0.003 0.19 ± 0.008 0.15 ± 0.003 0.2 ± 0.02

2 0.13 ± 0.01 0.21 ± 0.01 0.17 ± 0.004 0.21 ± 0.02

3 0.13 ± 0.003 0.22 ± 0.004 0.17 ± 0.003 0.22 ± 0.04

4 0.12 ± 0.002 0.19 ± 0.002 0.16 ± 0.002 0.20 ± 0.06

5 0.12 ± 0.003 0.19 ± 0.009 0.15 ± 0.003 0.18 ± 0.06

Mean Value Young Subject 0.12 ± 0.005 0.20 ± 0.007 0.17 ± 0.03 0.20 ± 0.03

6 0.14 ± 0.08 0.20 ± 0.01 0.15 ± 0.002 0.18 ± 0.02

Female subject

8 0.13±0.04 0.19±0.03 0.14±0.03 0.18 ± 0.06

9 0.19±0.01 0.15±0.08 0.13±0.07 0.21 ± 0.11

10 0.12±0.02 0.19±0.01 0.15±0.01 0.16 ± 0.10

Mean Value Young Subject 0.13 ± 0.02 0.17 ± 0.04 0.14 ± 0.035 0.17 ± 0.07

11 0.16±0.1 0.20±0.07 0.14±0.04 0.22 ± 0.12

Table 4.5: mBCG relevant features among the subjects involved in the study

test the performance on the whole population.

4.3.1 Intraclass variability of the relevant BCG features recorded on the sus-

pended bed

Fig. 4.3 summarizes the mean value and the standard deviation of the measured features of

ay, whereas the quantitative values are reported in Table 4.4 and Table 4.5. Interestingly, we

can notice that the male subjects exhibit a larger magnitude of the J peak (mean value of 1.53

[cm s−2]) which is almost twice larger than the one measured in the young female subject

(0.75 [cm s−2]). In addition, subject 6 and 10, which are elder adults, are characterized

by the smallest J-peak magnitude in both the male and female subgroups, respectively. A

similar behaviour can be noticed for the K-valley amplitude, with an average larger amplitude

recorded in the male subjects (-1.75 [cm s−2]) compared to females (-1.05 [cm s−2]). The

same trend can be observed when considering the first more prominent peak of the velocity,

with the mean value measured in young males which is twice than the one in the women,

0.061 [cm s−1] and 0.03 [cm s−1] respectively. The difference decreases when considering

the displacement, where we can notice a small intra-sex difference and a significantly larger

variability for both males and females. Interestingly, comparing the timing of the J peak

(Fig. 4.3c) and the K valley (Fig. 4.3d) a less pronounced difference can be noticed among

male and female subjects. Indeed, the mean value of T aJ is aroung 0.13 s for all the young

subjects, and also the mean value of T aK varies between a mean value of 0.20 s for young

males and 0.18 s for young females. Interestingly, a significant higher variability in the timing
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Figure 4.3: Bar chart summarizing the mean value and standard deviation of the recorded BCG features

for the male subjects (blue bars) and the female subjects (red bars). (a) T a
J , (b) T a

K , (c) T v
1 , (d) T d

1 .

is observed for the two elder adults involved in the study, i.e. for subjects 6 and 10. Small

differences are observed also when considering the timing of the most prominent peak of

both velocity and displacement, with a smaller value of T v1 and T d1 in the female subjects.

Overall, the timing of the peaks seems to be a more consistent feature among the two groups,

whereas the amplitude presents a larger variability among male and females.

4.3.2 Absolute Pulse Pressure estimate procedure

As a first step, we have tested the proposed methodology on a young male (subject 4) and

a young female (subject 7). Fig 4.4 (left) reports the ensemble of the measured dy signal

recorded for subject 4 (grey line), alongside with the computed template (red curve). To

compute the absolute brachial pulse pressure, we selected a smaller ensemble comprising the

dy waveforms with a correlation below 0.4 and lag-time above 0.4 seconds, which is reported
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Figure 4.4: (a): recorded dy (grey curves) and template curve (red curve) for subject 4.(b) dy

waveforms with a correlation below 0.4 and lag-time above 0.4 (blue shaded curve).(c): comparison

between the predicted brachial pulse pressure amplitude via the proposed methodology (blue shaded

curve) and the measured GT pressure (red line) for subject 4.

in Fig. 4.4 (right) in shaded blue. Fig. 4.4 (bottom) reports the predicted brachial pressure

waveform for subject 4, which has been computed utilizing Eq. 4.6, alongside with the

mean and standard deviation of the GT pressure measured in the lab (red and black lines,

respectively). It should be noted that the Pbra waveform has been shifted, for graphical

purposes only, so that its minimum is equal to 0. By so doing, we can observe a good

agreement between the predicted absolute brachial pressure and the pressure measured via

the cuff. Indeed, the model-based estimates of the pulse amplitude fall within the intervals

of pressure measured in the lab. The same procedure has been applied in Fig. 4.5 for the

female subject 7, and the results are reported in Fig. 4.5., where we can notice that the

predicted brachial pressure is slightly smaller than the measured one.
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Figure 4.5: (a): recorded dy (grey curves) and template curve (red curve) for subject 7.(b) dy

waveforms with a correlation below 0.4 and lag-time above 0.4 (blue shaded curve).(c): comparison

between the predicted brachial pulse pressure amplitude via the proposed methodology (blue shaded

curve) and the measured GT pressure (red line) for subject 7.

4.3.3 Absolute Pulse Pressure results for the entire population

The procedure described in Sec. 4.3.2 for subject 4 and 7 is then performed on each subject in

the study. Fig. 4.6 compares the mean value of the brachial pulse pressure predicted via the

closed-loop model for each male subjects (blue bar) and the measured GT pressure (black

bar). In particular, the mean and standard deviation values have been computed utilizing

the smaller ensemble of dy waveforms with a correlation below 0.4 and lag-time above 0.4.

Interestingly, a good agreement is sustained throughout all the male subjects involved in

the study, thereby providing a quantitative demonstration of the predictive capability of

the proposed method to estimate the absolute brachial pressure. In particular, an average

error of 8.2 % is observed between the predicted and ground truth values, as reported in
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Table 4.6. When considering the mean value of the brachial pulse pressure predicted via

the closed-loop model for the female subjects(red bar), our formula predicts a smaller pulse

pressure amplitude compared to the ground truth. Indeed, for this subgroup, a larger 18%

error is observed in Table 4.6.

4.4 Conclusions: advantages and limitation for the proposed method

for the Pulse Pressure estimate

In this section, leveraging the BCG theoretical foundation defined in Chapter 2 and our

closed-loop model of the cardiovascular system, we developed a novel non-invasive strategy

to assess the absolute brachial pulse pressure from the measured BCG signal. The results

show a remarkable agreement when considering male subjects, with a computed average

error between the predicted and measured brachial PP equal to 8%. Overall, a larger error

is observed when considering female subjects (18%). However, it should be noted that the

parameters involved in Eq. 4.7 refers to an ideal average subject and that they could be

individualized to account for the subject physiological differences. In this perspective, the

next chapter presents an evolutionary algorithm aimed at individualizing the closed-loop

model of the cardiovascular system.

ID Mean GT PP Mean Predicted PP Percentage Error

1 45.0 37.1 17.2%

2 48.7 45.3 7.1%

3 57.5 52.7 8.3%

4 57.4 59.0 2.8%

5 40.8 41.9 2.7%

6 46.9 41.8 10.8%

7 33.0 32.7 0.6%

8 50 39.0 22%

9 35.6 27.6 22%

10 48.3 39.6 18%

Table 4.6: Comparison between the brachial pressure computed via the proposed cuff-less method-

ology and the GT brachail pressure measured in the lab.
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Figure 4.6: (a) blue bar: mean value and standard deviation of predicted brachial pulse pressure

for the male subject involved in the study, black bar: mean value and standard deviation of GT

pressure measured via the cuff device in the lab. (b) red bar: mean value and standard deviation

of predicted brachial pulse pressure for the female subject involved in the study, black bar: mean

value and standard deviation of GT pressure measured via the cuff device in the lab.
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Chapter 5

Development of an evolutionary

algorithm to individualize the model

parameters of the cardiovascular

model

In Chapter 4, we proposed and tested a methodology to estimate the absolute PP leveraging

physiology knowledge via a closed-loop model. In this chapter, we explore an additional

strategy to estimate the individual PP. Specifically, we will individualize the parameters

of the cardiovascular closed-loop model and, as a result, obtain an estimate of the central

aortic pulse pressure (cPP). It is worth noting that central aortic blood pressure is often

considered to be a superior predictor of cardiovascular risk compared to brachial blood pres-

sure [32]. Several approaches estimate the cBP applying a signal processing technique or

validated algorithm to the recorded radial or brachial pressure. For instance, the Sphyg-

moCor device applies a generalized transfer function (GTF) to the measured brachial pulse

pressure. Similarly, the Mobil-O-Graph device records the brachial pressure with a cuff, and

then estimates the cBP via a GTF. Both the HEM 9000AIA and Novacor devices utilize

a linear regression algorithm to the measured brachial blood pressure to recast the cBP.

However, these approaches suffer from significant interdevice variability [32], and require

a prior measurement of the blood pressure with a medical device, such as a pressure cuff.

Conversely, the methodology we propose in this chapter relies on the combination of (i) a

non-invasive, contact-less BCG measurement which are then combined with a ECG record-

ing, (ii) a closed-loop mathematical model of the cardiovascular circulation and (iii) an

evolutionary algorithm to individualize the model input parameters. Thus, this chapter has

the following aims:

� to develop an evolutionary algorithm for the individualization of the cardiovascular
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model;

� to evaluate the estimate of the central PP obtained via the EA algorithm;

The chapter is organized as follows. In Section 5.1, we present an overview of the evolu-

tionary algorithms theory. Then, in Section 5.2 we outline the EA problem under investiga-

tion and provide the details regarding the implementation of the EA. Finally, in Sec. 5.3 we

present the experimental results before providing the conclusive remarks in Sec. 5.4.

5.1 Evolutionary algorithms

Evolutionary algorithms (EA) represent a computational technique that use the mechanisms

of evolution to search for optimal solutions to a problem. The EA search mechanism is

inspired by Darwin’s Theory of Evolution: similar to individuals evolving inside a species

according to their fitness in the enviroment, solutions in a EA evolve in the search space in

order to optimize an objective function[36].

Evolutionary computational models share a common conceptual base of simulating the

evolution of an individual based on processes of selection and recombinations. More precisely,

evolutionary algorithms begin with a population of individuals which receives a measure of

its fitness in the environment. Then, selection process focuses on high fitness individuals,

whereas recombination processes use random changes together with the fitness function to

evaluate the goodness of each solution, thus resulting in a random exploration of the solution

space and avoidance of local minima.

The outlined process can be formalized mathematically, following the procedure described

in [3, 20]. Let us denote with G the genotypic state space, which represents the underlying

genetic coding of an individual (genotype) and by P the phenotipical space, which represents

the manner of response contained in the behavior, physiology, and morphology of the organ-

ism. Then, the evolution of a species can be described by mean of four mapping functions,

namely

f1 : I × G → P (5.1a)

f2 : P → P (5.1b)

f3 : P → G (5.1c)

f4 : G → G. (5.1d)

where:

� the function f1 is called epigenesis and maps an element gi ∈ G in an indexed set

(i1, . . . ii . . . ik) ∈ I into P as a collection of phenotypes pi;
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� the function f2 is called selection and maps phenotypes p1 into p2;

� the function f3 is called survival selection and maps the selected phenotypes p2 into P ,

thus describing the effects of the selection process in G;

� the function f4 is called mutation and represents the genetic variation occured to g2.

Algorithm 1 Evolutionary Algorithm

Input: fMa,n with n = 1 . . . Nc

Output: φn with n = 1, . . . Nc

1: for n← 1 to NC do

2: Set j = 1

3: Set Conv = False ⇒ j is the counter for the evolution of the n-th curve

4: if n is 1 then

5: P1,j ← Initialize population(M)

6: else

7: Pn,j ← Initialize Constrained population(φRef1 )

8: end if

9: Psort
n,j ← Evaluate fitness (Pn,j)

10: while Conv is False do

11: λn,j ← Selection(Psort
n,j , λ) ⇒ card(λn,j) = λ

12: µn,j ← Mutation (λn,j) ⇒ card(µn,j) = µ

13: j + 1← j

14: Psort
n,j ← Evaluate Fitness (Psort

n,j−1 ∪ µn,j−1)

15: Psort
n,j ← Selection (Psort

n,j ,M)

16: Conv ← Check for Convergence (Psort
n,j )

17: end while

18: φRefn ← Select reference solution (Pn,j)

19: end for

5.2 Problem statement

Since the BCG signal originates from the motion of the blood in the human body, individual-

specific features (e.g. height, weight, age and biomechanical cardiovascular features) yields

individual-specific healthy pBCG signals. To reconstruct the combination of individual-specific

cardiovascular features that lead to the individual pBCG, we will utilize the closed loop model

to perform an evolutionary search, from which we aim at identifying the features that are

most relevant for BCG personalization.

More precisely, let us denote by P the set of all the model input parameter of the closed

loop cardiovascular model. In the case of the EA, we consider a subset Pr ∈ P , for which
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we aim at finding the individual-specific value resulting in the individual pBCG. Specifically,

the set Pr can be divided into 6 subsets, namely P lv, Prv, Pa, Pra, P la, Pya in such a way

that:

Pr = P lv ∪ Prv ∪ Pa ∪ Pra ∪ P la ∪ Pya =

=
⋃
k∈K

Pk with K = {lv, rv, a, ra, la, ya} (5.2)

The set P lv contains the cardiovascular parameter representing the biomechanical prop-

erties of the left ventricle, the set Prv contains the cardiovascular parameter representing the

biomechanical properties of the right ventricle, Pa contains the cardiovascular parameter rep-

resenting the biomechanical properties of the arterial system, Pra contains the radii of each

arterial compartment modeled in the cardiovascular closed-loop, P la contains the lengths of

each arterial compartment modeled in the cardiovascular closed-loop, whereas Pya contains

the locations at which each arterial compartment is assumed to be located with respect to

the heart valves plane. In the present work we have

P lv = {ELS, ULO, ELD, qL,Ts} . (5.3a)

Prv = {ERS, URO, ERD, qR,Ts} . (5.3b)

Pa = {E, R7} . (5.3c)

Pra = {riwith i = 2, 3, 4, 5, 6, 14} . (5.3d)

P la = {liwith i = 2, 3, 4, 5, 6, 14} . (5.3e)

Pya = {yiwith i = 2, 3, 4, 5, 6, 14} . (5.3f)

(5.3g)

We set Nlv = card(P lv), Nrv = card(Prv), Na = card(Pa), Nra = card(Pra), Nla =

card(P la), and Nya = card(Pya). Thus, referring to Eq. 5.1, we can introduce the following

notation which that will be utilized thorough this chapter:

� the genetic coding of an individual, i.e. the genotype , is represented by the model

parameters pki ∈ Pk for k ∈ K and i = 1, . . . Nk.

� The complete genotypical expression of an individual , abbreviated as individ-

ual , will be then denoted as Pr =
⋃
k∈K Pk;

� the collection of individuals produced in a generation j in the evolutionary search

will be denoted as Pj

� the epigenesis function f1 is the closed-loop model of the cardiovascular system pre-

sented in Chapter 2, namely

f1 : I × G → P
Pj → fPa (5.4)
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where Pj represents the individuals in a generation j and fPa represent the closed-loop

model predicted fa waveform utilizing Pj as an input.

The objective of the present work is to find the numerical value of each parameter pki ∈ Pk
for k ∈ K and i = 1, . . . Nk such that:

arg min
pki ∈Pk

fPa = {pki | d(fPa , f
M
a )} (5.5)

where fMa is the fa curve experimentally measured on the suspended bed for each indi-

vidual, whereas fPa is the fa curve predicted via the closed-loop model.

5.2.1 Data Collection

BCG signals were acquired on a healthy subject (male of 25 years of age) recruited for

a data collection in a controlled laboratory settings. The subject was asked to lay still

on a suspended bed system previously described in [15], while the ECG, SCG and BCG

signals were recorded simultaneously. ECG signals were acquired via a 3-lead configuration,

SCG signals were measured using a Kionix KXR94-2283 accelerometer, with 1000 mV/g

sensitivity [21] placed on the subject’s sternum, and BCG signals were acquired with a

three-axis accelerometer from Kionix with 1000 mV/g sensitivity placed on the bed frame

of the suspended bed. All signals were collected simultaneously using an AD Instrument

PowerLab 16/35 data acquisition system [22]. In addition to these signal, six blood pressure

measurements were taken with the blood pressure cuff before starting the data collection and

at the end of the same procedure to obtain the ground truth (GT) of the blood pressure.

5.2.2 Evolutionary algorithm formulation

The strategy adopted in the EA implementation is summarized in Algorithm 1. For each

subject in the study, Nc consecutive fMa curves are selected and utilized as objective curves

for the evolutionary search. For the first objective curve , i.e. n = 1, an initial population

P1,j of M random individuals Pr is computed via Algorithm 2. At each iteration of the loop

(line 1), the InitialMutation function computes the underlying genotype pki , for k ∈ K
and i = 1, . . . Nk of each individual Pr ∈ P j

1,i according to the folllowing scheme:
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Algorithm 2 Initialize Population

Input: M . M is the size of the initial population

Output: P j
1,i = {Pr1 , . . .PrM}

1: for m← 1 to M do

2: Check ← False

3: while Check is False do

4: Prm ← InitialMutation

5: PhysiologicalCheck (Prm)
6: if PhysiologicalCheck (Prm) is Pass then

7: Check ← True

8: end if

9: end while

10: end for

Algorithm 3 Evaluate Fitness

Input: P j
1,i = {Pr1 , . . .PrM}

Output: Pj,sort
n,i

1: for m← 1 to M do

2: Compute fPa,m from PrM
3: Compute dm =

√(
fPa,m − fMa,m

)2
4: end for

5: Pj,sort
n,i ← sort P j

1,i based on d = {d1, . . . dM}

plvi = p̄ lvi +N (0, σlvi ) i = 1, . . . , Nlv (5.6a)

prvi = p̄ rvi +N (0, σrvi ) i = 1, . . . , Nrv (5.6b)

pai = p̄ ai +N (0, σai ) i = 1, . . . , Na (5.6c)

prai = U(prai,inf ,min(prai,sup , p
ra
i−1)) i = 1, . . . , Nra (5.6d)

plai = U(plai,inf , p
la
i,sup) i = 1, . . . , Nla (5.6e)

pyai = p̄ ya · αya i = 1, . . . , Nya (5.6f)

where p̄ki and σki for k ∈ {lv, rv, a} and i = 1, . . . Nk are the baseline values and standard

deviation for each bio-mechanical parameter in the subset P lv ∪ Prv ∪ Pa (see Table 5.2),

prai,inf and prai,sup represent the physiological lower and upper bound for the radius of each

cardiovascular compartment (Table 5.3), plai,inf and plai,sup represent the physiological lower

and upper bound for the length of each cardiovascular compartment (Table 5.3) whereas

αya is a multiplicative factor established a priori based on the subjects’ height. It is worth

noting that, when computing the radii and lengths of each arterial segments, three constraints
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have been imposed: (i) the radius should decrease when moving down into the arterial tree

(Eq.5.6d), (ii) the radius of each arterial compartment should be within the range from prai,inf
and prai,sup (Eq.5.6d) and (iii) the length of each arterial compartment should be within the

range from plai,inf and plai,sup (Eq.5.10).

Then, the PhysiologicalCheck function verifies whether the individual Prm results in

a normal clinical range for some of the quantitative parameters describing cardiovascular

physiology (line 5), including end-diastolic volume (EDV), end-systolic volume (ESV), stroke

volume (SV), cardiac output (CO) and ejection fraction (EF) associated with the left and

right ventricles. EDV and ESV are computed as the maximum and minimum values of

the ventricular volumes during the cardiac cycle, respectively, and their difference gives SV,

namely SV = EDV-ESV. The relative difference between EDV and ESV gives EF, namely

EF = 100 Ö (EDV-ESV)/EDV. Then, denoting by Tc the length of the heartbeat measured

in seconds, the heart rate HR and the cardiac output CO are computed as HR = 60/Tc and

CO = HR Ö SV/1000. Table 5.1 provides the values of these parameters for the left and

right ventricles as reported in the clinical literature.

Once the initial population P1,j is produced (line 8, Algorithm 1), each random indi-

vidual Pr ∈ P1,i is ordered according to its similarity to the objective curve fMa,n utilizing

Algorithm 3. Firstly, the algorithm computes fMa,m, which represent the fa curve predicted

by the model having Prm as an input (line 2). Then, the fitness of each combination Prm is

evaluated computing the Euclidean distance between fPa,m and fMa (line 3) and utilized as

the criteria to sort P1,i.

At this point, the actual evolutionary search starts for the n-th curve (line 10-14, Algo-

rithm 1). Firstly, the λ fittest individuals of the generation j are selected and collected into

the vector λn,j. Then, for each individual Pr ∈ λn,j, µ physiological offsprings are produced

utilizing the algorithm reported in Algorithm 6. Denoting with p ki,` the genotype of the par-

ent Pr` for k ∈ K and i = 1 . . . Nk, the genotype pki,c of the offspring Pr`,c is computed via the

Mutation function according to the following rule (line 5):

plvi,c = plvi,l +N (0, σlvi ) i = 1, . . . , Nb,lv (5.7a)

prvi,c = prvi,l +N (0, σrvi ) i = 1, . . . , Nrv (5.7b)

pai,c = pai,l +N (0, σai ) i = 1, . . . , Nb,ra (5.7c)

prai,c = prai,l + U(prai,inf − prai,c,min(prai,inf , p
ra
i−1)− prai,c) i = 1, . . . , Nra (5.7d)

plai,c = plai,l + U(plai,inf − plai,c, plai,sup − plai,c) i = 1, . . . , Nra (5.7e)

pyai,c = p̄ya · αya i = 1, . . . , Nya (5.7f)

where p ki,l for k ∈ K and i = 1, . . . Nk are the model parameters resulting in the par-

ent genotype Pr`,c, whereas σlvi , σrvi and σai represent the standard deviation for each bio-
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Algorithm 4 Mutation

Input: λn,j = {Pr1 , . . . ,Pr,k` , . . .Prλ} . λ = card(λn,j)

Output: µn,j = {{Pr1,1 . . .Pr1,µ} . . . ∪{Pr`,1 . . .Pr`,µ } . . . ∪{Prλ,1 . . .Prλ,µ}} . card(µn,j) = λ · µ
1: for `← 1 to λ do

2: for c← 1 to µ do

3: Check ← False

4: while Check is False do

5: Pr`,c ← Pr` + Mutation (Pr` )

6: PhysiologicalCheck (Pr`,c)
7: if PhysiologicalCheck ((Pr`,c) pass then

8: Check ← True

9: end if

10: if counter ≤ maxiter then

11: Pr`,c ← InitializePopulation

12: Check ← True

13: end if

14: end while

15: end for

16: end for

Algorithm 5 Check for Convergence

Input: Psort
n,j , NCurve

Output: True or False

1: Compute AMJ ,AMK , TMJ , ∆TMjk
2: for nc ← 1 to NCurve do

3: if AMJ −APnc,J ≤ 5% andAMK −APnc,K ≤ 5% and TMJ −TPnc,J ≤ 5% and ∆TMjk −∆TPjk,nc ≤ 5%

then

4: True ← Converged

5: break

6: end if

7: end for

mechanical parameter in P lv, Prv and Pa. Also in this case, the radii and lengths of each

arterial segments must be within the physiological bound reported in the literature (see Ta-

ble 5.3). Regarding yki , αya is a multiplicative factor which is drawn from U(1, 1 + µ), with

µ being a factor established a priori based on the subjects’ height.

The procedure continues until µ child are found for each parent Pr ∈ λjn,i and the

output is grouped into a vector µjn,i. Then, all the individuals of generation j are ordered

according to its similarity to the objective curve fMa utilizing Algorithm 3 and the fittest M
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individuals are kept and form the generation advancing in the evolution, denoted as Psort
n,j .

Each generation Psort
n,j is then checked to verify whether the convergence criteria reported in

Alg.5 is satisfied. Firstly, the algorithm computes the magnitude and timing of the J peak of

the objective curve, the magnitude of the K valley and the time difference between the timing

of the J peak and K valley, denoted as AMK , AMJ and TMJ and TMK respectively. Then, the EA

verifies whether there exist an individual satisfying the following two constraints (line 2-3):

(i) the individual must be within the first Ncurves individual of Psort
n,j and (ii) the predicted

J-K complex features must be within a 5% range when compared to the objective curve.

If such an individual exists, convergence is reached. The rationale behind the considered

convergence criteria is the following:

� the J peak and K valley are the most prominent peak in the ay waveforms and they are

closely related to the systolic and diastolic central pressure. Thus we aim at finding a

curve that has the same magnitude and timing for these two parameters;

� by imposing the further constraint that the curve must be within the first nc curved

ranked by the EA algorithm, we aim at finding a solution that is close in an average

sense to the measured curve and, simultaneously, maximizes the similarity to the J-K

complex features;

Once the first solution pki ∈ Pk is found, we constraint some of the parameters for the

subsequent runs of the EA. Indeed, the cardiovascular structural parameters, namely Ps,ra,
Ps,la and Ps,ya are not expected to change from heart beat to heart beat. By denoting with

the subscript ref the parameter values Ps,i, with i = ra, ya, la obtained in the first iteration,

their value in the subsequent iteration will belong to the following intervals:

[ps,raref − 3%, ps,raref + 3%] i = 1, . . . , Ns,ra (5.8)

[ps,yaref − 3%, ps,yaref + 3%] i = 1, . . . , Ns,ya (5.9)

[ps,laref − 3%, ps,laref + 3%] i = 1, . . . , Ns,la (5.10)

(5.11)

Then the algorithm proceed as for the first run, i.e. according to Alg. 1.

5.3 Results

In this section, we test the proposed EA methodology on one subject.

5.3.1 EA algorithm results

Fig. 5.1 reports the collection of segmented fMa,j curve alongside with the objective curve,

which have been randomly selected as a sample of 5 consecutive curves out of the whole
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Parameter Unit Normal Clinical Range

Left Right

Ventricle Ventricle

End-Diastolic [ml] 142 (102,183) [30] 144 (98,190) [29]

Volume (EDV) 100 - 160 [27]

End-Systolic [ml] 47 (27,68) [30] 50 (22,78) [29]

Volume (ESV) 50-100 [27]

Stroke [ml/beat] 95 (67, 123) [30] 94 (64, 124) [29]

Volume (SV) 60 - 100 [27] 60-100 [27]

Cardiac [l/min] 4-8 [27] 4-8 [27]

Output (CO)

Ejection [%] 67 (58, 76) [30] 66 (54, 78) [29]

Fraction (EF) 40 - 60 [27]

Table 5.1: Cardiovascular Physiology: Condition establishing if a combination Pr,i is physiological.

Parameter Unit Baseline Value Ref Standard Deviation Ref

ELS [mmHg cm−3 s−1] 1.375 [15] 0.6875 This work

ELD [mmHg cm−3 s−1] 0.04 [15] 0.02 This work

ULO [mmHg] 50 [15] 25 This work

ERS [mmHg cm−3 s−1] 0.23 [15] 0.115 This work

ERD [mmHg cm−3 s−1] 0.01 [15] 0.005 This work

URO [mmHg] 26 [15] 13 This work

E [mmHg] 3000 [15] 1500 This work

Table 5.2: Summary of the baseline and the standard deviation values utilized in the EA simulation

for each of the bio-mechanical parameter for the left and right ventricle and the arterial segments.

ensemble. To run the EA, we considered an initial population consisting of 300 individuals,

and we set µ = 80 and λ = 30. For each fMa,j curve, the EA runs until the convergence

criteria is satisfied and then the three best ranked curve are furtherly analyzed. Specifically,

by denoting with Pj,sort
n the population produced at the j generation where the convergence

criteria is satisfied for the n objective curve, the three best curves are denoted as Pj,best
n =

{Pr1 ,Pr2 ,Pr3} ∈ Pj,sort
n = {Pr1 , . . . ,PrM}.

The output of the EA algorithm is the personalized range of variability of each phys-

iological parameters in Pr, which for subject 4 have been reported in Fig. 5.2. The bars
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Arterial Seg. Unit prai,inf prai,sup Ref plai,sup plai,sup Ref

Ascending (i = 2) [cm] 1.49 1.91 [50] 4 5 [13], [15]

Aortic arc (i = 3) [cm] 1.14 1.42 [50] 3.85 5.9 [7], [15]

Thoracic (i = 4) [cm] 0.92 1.28 [18] 12.9 15.7 [15],[37]

Abdominal (i = 5) [cm] 0.80 1.10 [18] 13 16 [15], [13], [11]

Iliac (i = 6) [cm] 0.492 0.725 [18] 3.7 7.5 [6]

Carotid (i = 14) [cm] 0.26 0.36 [24] 20 24.4 [10]

Table 5.3: Summary of the reported range of the length and radii of the arterial compartment.

Algorithm 6 Mutation

Input: λjn,i = {Pr1 , . . . ,Pr,k` , . . .Prλ} . µ = card(λjn,i)

Output: µjn,i = {{Pr1,1 . . .Pr1,C} . . . ∪{Pr`,1 . . .Pr`,C } . . . ∪{Prλ,1 . . .Prλ,C}} . C = λ
µ

1: for `← 1 to λ do

2: for c← 1 to C do

3: Check ← False

4: while Check is False do

5: Pr`,c ← Pr` + Mutation (Pr` )

6: PhysiologicalCheck (Pr`,c)
7: if PhysiologicalCheck ((Pr`,c) pass then

8: Check ← True

9: end if

10: if counter ≤ maxiter then

11: Pr`,c ← InitializePopulation

12: Check ← True

13: end if

14: end while

15: end for

16: end for

represent the mean value of each physiological parameter in Pj,best
n with n = 1, . . . 5 and the

associated standard deviation. The results indicate that the variation among the five succes-

sive curves is within a 20 % variation, except for two of the parameters of the right ventricle,

i.e. Aqr and ERD, and the effective peripheral resistance R7. In addition, as a result of

the imposed constraint on the radii, length and y during the EA algorithm construction,the

values predicted by the EA in the subsequent runs are within an even smaller 6 % range.

Fig. 5.3 reports the comparison between the experimentally measured fMa,n curve (black

curve), with i = 1, . . . Nc and the best three ranked curve fPa,n (shaded colored-curve) pre-

dicted by the closed-loop model utilizing Pj,best
n as a personalized input. Notably, the fa
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Figure 5.1: T Mfa : collection of the individually segmented fMa,j (t) curves for subject 4 (black curves).

fMa,j : selected objective curves for subject 4.

curves predicted by the EA model shows a good agreement with the experimentally mea-

sured fMa in the initial part of the heart beat, with a detectable accordance in term of J-K

features. Considering the following M-N complex, the fa curve produced by the EA qualita-

tive follows the shape of the subsequent peaks and valleys, whereas in the diastolic part of

the heart beat the EA predicts a flatter profile if compared to the experimentally measured

shape. The quantitative comparison is reported in Table 5.4, which summarize the percent-

age error between the mean J-K feature predicted by the EA and the J-K features measured

experimentally. Specifically, the former are computed as

A
P
J =

1

3

3∑
s=1

AP,sJ A
P
K =

1

3

3∑
s=1

AP,sk (5.12)

T
P
J =

1

3

3∑
s=1

TP,sJ T
P
K =

1

3

3∑
s=1

TP,sK . (5.13)

where A
P
J and A

P
K represent the mean amplitude of the J-peak and K-valley of the three

best ranked curve, whereas T
P
J and T

P
K are the mean timing of the J-peak and K-valley of

the three best ranked curve, respectively. Overall, we can notice that the mean percentage

errors in the timing is very low, with an average error less than 2% for both timing of the
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Figure 5.2: Resulting value of the parameter Pr predicted by the EA.

J peak and K valley. The EA model produces the largest average error when predicting the

amplitude of the J-peak, with an average error of 17.3%, whereas a smaller error, quantified

in 12.9%, is observed for the J peak. To further verify the capability of the EA algorithm

to reach a physiological solution, Fig. 5.4 compares the experimentally measured brachial

pressure (black horizontal line) and the closed loop model prediction. Specifically, Fig. 5.4a

reports the model pressure waveforms in the ascending aorta predicted by the closed-loop

model utilizing the combination of individualized model parameters of the three best ranked
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CURVE ∆(A
P
J , A

M
J ) ∆(A

P
K , A

M
K ) ∆(T

P
J , T

M
J ) ∆(T

P
J , T

M
J )

ID [%] [%] [%] [%]

n = 1 20.1 % 18.2 % 1.85 % 2.74 %

n = 2 14.3 % 14.0 % 1.59 % 1 %

n = 3 2.9 % 16.9 % 1.52 % 0.8 %

n = 4 20.1% 19.2% 2.43% 0.89%

n = 5 6.9 % 17.3% 0.93% 1.89 %

Mean Value 12.9 % 17.3% 1.66% 1.46 %

Table 5.4: Quantitative comparison between the mean J-K feature predicted by the EA and the

J-K features measured experimentally. A
P
J and A

P
K represent the mean amplitude of the J-peak

and K-valley of the three best ranked curve predicted for each run by the EA, whereas T
P
J and

T
P
K are the mean timing of the J-peak and K-valley of the three best ranked curve, respectively,

predicted for each run by the EA. Conversely, A
M
J and A

M
K represent the amplitude of the J-peak

and K-valley, whereas T
M
J and T

M
K

curve for fMa,1 . Then, the central aortic pressure waveform is amplified by a corrective factor

selected according to the age and gender from the work of ...., which have been reported

as a vertical line from the peak systolic pressure of the. Fig. 5.4a summarize compares the

mean systolic and diastolic brachial pressure predicted for the following nc curves with the

measured pressure. Overall, we can notice a good agreement in the term of predicted pulse

pressure amplitude, thereby proving that the model input parameters predicted by the EA

provide a reasonable physiological result.

5.4 Conclusion

In this chapter we developed an automated EA algorithm capable of individualizing the

input parameter of the closed-loop model. In addition, utilizing the predicted parameter as

an input for the cardiovascular model, we were able to obtain a reasonable approximation

of the central aortic pressure of the subject, thereby indicating that a physiological solution

was reached.
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Figure 5.3: Comparison among the experimentally measured ay curve and the three best-ranked

ay curve computed by the EA (colored-curve).
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Figure 5.4: Left: Predicted central aortic pressure via the personalized input parameter obtained

after the first run of the EA. Right: Comparison between the experimentally measured brachial

pulse pressure (blue lines) and the the pressure predicted by the EA.
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Chapter 6

Conclusion and Future Directions

In this thesis we presented a physically-based modeling framework for the analysis of the

BCG signal, aimed at integrating the physiology with the technological solution utilized to

record the BCG signal. In particular:

� in Chapter 2 we provided a mathematical formulation to the concept of pBCG and mBCG,

emphasizing that the former is a physiological signal that is specific to each individual,

whereas the latter is a device-dependent signal which varies according to the device

which is used. Then, we illustrated how the mBCG and pBCG concepts can be coupled

utilizing the physics of two sensing devices, namely the suspended bed and the load

cell system;

� In Chapter 3 we compared the reconstructed CoM motion, in physical units, from ac-

celerometer on the suspended bed and the load cell signals.

� in Chapter 4 we proposed a novel non-invasive methodology to estimate the absolute

brachial pulse pressure integrating (i) syncronous recordings of the ECG and BCG and

(ii) theoretical simulations of the cardiovascular system.

� in Chapter 5 we developed an evolutionary algorithm to individualize the parameters

of the cardiovascular model utilizing the BCG signal obtained from the suspended bed;

Overall, the most critical outcome of the present thesis is that physical based modeling

can enhance the comprehension of the BCG signal, as shown by the following results:

� the CoM motion reconstructed by two different sensing devices results in the same order

of magnitude and in a similar shape for three subjects. In particular, a remarkable

agreement in terms of shape and magnitude is obtained in the shoulder to shoulder

direction. The main significance of the present results is towards the individualiza-

tion and standardization of the BCG signal, which could facilitate the identification
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of instances when changes in the BCG waveform are truly indicative of pathological

conditions rather than changes in the device setting.

� the proposed cuff-less methodology was tested on 10 subjects and predicts the individual

pulse pressure with an overall good approximation, namely with a 8% average error

in the male subjects and with a larger 18 % of in the female subjects. Thus, our

method offers a promising methodology for non-invasive measurement of absolute pulse

pressure, which is a known markers for cardiovascular monitoring;

� We provided evidences of male/female difference in the BCG signal, in particular in

terms of the magnitude of the most prominent peaks and valley in the CoM motion in the

head-to-toe direction. This result indicate that the BCG signal could be a promising

methodology to evaluate sex-differences in cardiovascular functions;

� the EA algorithm predicts, for one subject, a set of individual parameters P r that results

in a ay waveform in a good agreement with the ay measured in the lab. In addition,

the brachial pressure predicted utilizing the personalized individual parameters P r

demonstrate a significant agreement with the pressure measured in the lab. Thus, our

methodology offers a promising venue to (i) personalize the closed-loop model and (ii)

access several personalized information about the subject that are of clinical interest

but cannot be measured directly.

Finally, the following direction of research could be investigated to overcome the limita-

tions associated with this work:

� to investigate the reason of the observed delay and amplification in the CoM motion

reconstructed from the load cell system in the head-to-toe direction;

� to seek a functional relationship between the mBCG recorded utilizing the hydraulic bed

sensor and the pBCG;

� to verify the sensitivity of the parameters of the proposed cuff-less methodology, in

particular reffering to the variability of the compliance among male and female subjects;

� to define a larger database comprising male and female subjects to test the statistical

significance of the differences in the pBCG features between male and female subjects;

� to test the EA methodology on a larger population;

� to verify the sensitivity of the proposed EA formulation upon the curve initialization;
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