
ANISOTROPIC SHOCK RESPONSE OF

1,3,5-TRIAMINO-2,4,6-TRINITROBENZENE (TATB)

A Dissertation Presented to

the Faculty of the Graduate School

at the University of Missouri

In Partial Fulfillment

of the Requirements for the Degree

Doctor of Philosophy

by

Puhan Zhao

Prof. Tommy Sewell, Dissertation Supervisor

December 2020



The undersigned, appointed by the Dean of the Graduate School, have examined

the dissertation entitled:

ANISOTROPIC SHOCK RESPONSE OF

1,3,5-TRIAMINO-2,4,6-TRINITROBENZENE (TATB)

presented by Puhan Zhao,

a candidate for the degree of Doctor of Philosophy

and hereby certify that, in their opinion, it is worthy of acceptance.

Prof. Tommy Sewell

Prof. Andrey Peverezev

Prof. Zhen Chen

Prof. C. Michael Greenlief

Dr. Edward Kober



TO

My mother, 曲淑珍

My step-father, 于杰

My boyfriend, Michael N. Sakano

My cat, 槑槑

九萌，晴杀，以及初级中华火锅研讨会的所有会员们



ACKNOWLEDGMENTS

I would like to express my profound gratitude to my advisor Prof. Thomas

(Tommy) Sewell for his continuous support and opportunities he has given me during

my graduate life, for his patience, enthusiasm and immense knowledge, which guided

and helped me throughout my study and research. The challenges and supervision

from him helped bring the work in this dissertation toward completion. His style of

“being extremely careful” and “paying extra attention to details” had a significant

influence on me both as a scientist and as a person, and I could not have imagined

having a better advisor and mentor.

I would like to give my sincere thanks to Dr. Edward Kober at Los Alamos

National Laboratory for the opportunity of a summer internship in 2019. This unique

experience had a profound impact on my professional life.

I am deeply in debt to Dr. Matthew Kroonblawd, Dr. Nithin Mathew and Dr.

Shan Jiang for their stimulating discussions and insightful comments on my research.

In particular, I owe Matt many thanks and much appreciation for his brilliant ideas

and his inspiration to me. I would like to thank Dr. Andrey Pereverzev for his

generous answers to my (sometimes stupid) questions. I am grateful to Win Grace

for all her help and spiritual support on both my graduate life and my personal life.

I would also like to thank all my former colleagues on the 3rd floor for their

kindness. I could not have survived my graduate life without them.

Last but not the least, my sincere thanks go to the rest of my thesis committee:

Prof. Zhen Chen and Prof. Michael Greenlief for their hard questions and valuable

suggestions.

ii



TABLE OF CONTENTS

ACKNOWLEDGMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . ii

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xix

CHAPTER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Energetic materials . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.2 Shock waves . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.3 Energy localization (hotspots) . . . . . . . . . . . . . . . . . . 10

1.2 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.2.1 Molecular dynamics overview . . . . . . . . . . . . . . . . . . 12

1.2.2 MD shock simulations . . . . . . . . . . . . . . . . . . . . . . 14

1.3 TATB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.3.1 Crystal structure . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.3.2 TATB force field . . . . . . . . . . . . . . . . . . . . . . . . . 20

1.3.3 Thermal properties . . . . . . . . . . . . . . . . . . . . . . . . 23

1.3.4 Mechanical properties . . . . . . . . . . . . . . . . . . . . . . 25

1.3.5 MD shock simulations of TATB . . . . . . . . . . . . . . . . . 26

1.4 Dissertation outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

iii



2 Tandem Molecular Dynamics and Continuum Studies of Shock-
Induced Pore Collapse in TATB . . . . . . . . . . . . . . . . . . . . 28

2.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.3.1 Molecular dynamics models . . . . . . . . . . . . . . . . . . . 38

2.3.1.1 Force-field model . . . . . . . . . . . . . . . . . . . . 38

2.3.1.2 Simulation cell setup and equilibration . . . . . . . . 40

2.3.1.3 MD shock simulations . . . . . . . . . . . . . . . . . 42

2.3.1.4 Trajectory analysis . . . . . . . . . . . . . . . . . . . 43

2.3.2 Continuum models . . . . . . . . . . . . . . . . . . . . . . . . 44

2.3.2.1 Governing equations and constitutive relations . . . . 45

2.3.2.2 Equations of state . . . . . . . . . . . . . . . . . . . 46

2.3.2.3 Models for the melt curve and specific heat . . . . . 47

2.3.2.4 Numerical implementation and simulation setup . . . 51

2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

2.4.1 Head-to-head comparisons between MD and continuum predic-
tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

2.4.1.1 t-z diagrams . . . . . . . . . . . . . . . . . . . . . . 59

2.4.1.2 2D maps of T and P for 2.0 km s−1 impact . . . . . 59

2.4.1.3 2D maps of T and P for 1.0 km s−1 impact . . . . . 62

2.4.1.4 2D maps of T and P for 0.5 km s−1 impact . . . . . 63

2.4.1.5 Pore area vs. time and temperature distributions dur-
ing pore closure . . . . . . . . . . . . . . . . . . . . . 64

iv



2.4.2 Crystal-orientation dependence of shock-induced pore collapse
from MD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

2.4.2.1 Nature of the flow . . . . . . . . . . . . . . . . . . . 67

2.4.2.1.1 Shock parallel to the molecular layers. . . . 70

2.4.2.1.2 Shock at 45◦ relative to the molecular layers. 72

2.4.2.1.3 Shock perpendicular to the molecular layers. 73

2.4.2.2 Simultaneous probability distributions of temperature
and longitudinal stress at the instants of pore closure 75

2.4.2.3 Time scales for pore collapse . . . . . . . . . . . . . 77

2.4.3 Continuum sensitivity to models for the melt curve and specific
heat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

2.4.3.1 Effect of the melting-point model . . . . . . . . . . . 78

2.4.3.2 Effect of the specific-heat model . . . . . . . . . . . . 81

2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

2.5.1 MD predictions . . . . . . . . . . . . . . . . . . . . . . . . . . 86

2.5.2 Continuum predictions . . . . . . . . . . . . . . . . . . . . . . 86

2.5.3 Additional thoughts . . . . . . . . . . . . . . . . . . . . . . . 87

2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

2.7 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

3 Application of Strain Functional Analysis to Shock-Compressed
Oriented TATB Crystals . . . . . . . . . . . . . . . . . . . . . . . . . 91

3.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

3.3 Computational methods . . . . . . . . . . . . . . . . . . . . . . . . . 95

3.3.1 Strain functional descriptors . . . . . . . . . . . . . . . . . . . 95

v



3.3.2 Molecular dynamics simulation details . . . . . . . . . . . . . 100

3.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 102

3.4.1 Application to shock-compressed oriented TATB single crystals 102

3.4.2 Application to shock-induced pore collapse in oriented TATB . 106

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

3.6 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4 Lessons Learned and Helpful Tips . . . . . . . . . . . . . . . . . . . 112

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

4.2 Buck/coul/long never ends . . . . . . . . . . . . . . . . . . . . . . . . 113

4.3 In shock simulations the thickness of the piston matters . . . . . . . . 118

4.4 Optimal choice of the summation method . . . . . . . . . . . . . . . . 120

4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

5 Conclusions and Future Work . . . . . . . . . . . . . . . . . . . . . . 128

6 APPENDICES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

6.1 Appendix I: LAMMPS Implementation of the Short-Range R−12 Re-
pulsion Term into the
Buckingham-plus-Coulomb Non-Bonded Potential Energy . . . . . . . 132

6.2 Appendix II: LAMMPS Input Syntax and Coefficient Values for Im-
plementing Eq. 6.1 in terms of Eqs. 6.2 and 6.3 . . . . . . . . . . . . 134

6.3 Appendix III: Wolf vs. PPPM . . . . . . . . . . . . . . . . . . . . . . 137

6.4 Appendix IV: 2D Temperature-Difference Maps at Instants of Com-
plete Pore Collapse . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.5 Appendix V: Animations of TATB Pore Collapse Simulated Using
Molecular Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.6 Appendix VI: Animations of Strain Functional Analysis on Shock-
Compressed TATB Crystals . . . . . . . . . . . . . . . . . . . . . . . 141

vi



BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169

vii



LIST OF TABLES

Table Page

2.1 Shock speeds from the MD and continuum simulations. . . . . . . . . 44

2.2 Constitutive properties used in the continuum simulations. . . . . . . 48

2.3 Parameters for the temperature-dependent specific heat model (Eq. 2.16). 51

4.1 Wall-clock time for running 200 steps of NVT dynamics at 300 K with

various summation methods and system sizes. . . . . . . . . . . . . . 125

4.2 Similar to Table 4.1 but performed using various pairwise styles and

simulation sizes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

viii



LIST OF FIGURES

Figure Page

1.1 Depiction of a single shock wave in a 1D system. The shock front is

stationary, and material flows from right to left. . . . . . . . . . . . . 6

1.2 Hugoniot locus and Rayleigh line shown in the P -u plane for a) NaCl

and b) an explosive. Red dotted line indicates a Rayleigh line with a

higher shock velocity. This figure is taken from Ref. 1. . . . . . . . . 8

1.3 Three Hugoniot loci (black) with a Rayleigh line (blue) for a detonation

predicted using the ZND theory. Zero α represents unreacted explosive,

and α = 1 for chemical reaction completion. Point N represents the

von Neumann spike immediately behind the shock front. . . . . . . . 9

1.4 A Depiction of hotspot formation mechanisms from Ref. 1. . . . . . . 11

1.5 Depiction of a flyer-plate configuration for shock simulations at times a)

before and b) after the flyer-plate hits the stationary sample. Waves

with same particle speed but propagating in opposite directions are

generated in two plates if sample masses are identical. . . . . . . . . . 16

1.6 Depiction of a piston-driven configuration of shock simulations. The in-

finitely massive piston compresses the initially stationary sample with

a constant velocity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

ix



1.7 Depiction of a reverse-ballistic configuration for shock simulations.

The sample hits the infinitely massive piston (which is held station-

ary throughout the simulation) with a constant particle velocity in

order to generate a shock wave that travels in the opposite direction. 18

1.8 a) Side and b) top view of a TATB unit cell. Carbon atoms are shown

in cyan, nitrogen atoms are shown in navy blue, oxygen atoms are

shown in red, and hydrogen atoms are shown in white. . . . . . . . . 19

1.9 2D chemical structure of a TATB molecule. . . . . . . . . . . . . . . . 21

x



2.1 Geometric setups for the MD and continuum simulations. For the MD

simulations (panel (a)), a reverse-ballistic configuration was used in

which the sample impacts a rigid, stationary piston at the bottom of

the sample. Periodic boundary conditions (PBCs) are applied in all

directions. The thin vertical strip spanning the pore denotes the re-

gion of material studied using time-position (t-z) diagrams (discussed

in Figure 2.3) and temperature time histories at particular locations

along the pore centerline (discussed in Figure 2.12). The outsets at

the bottom are zoom-in views that depict the three crystal orienta-

tions studied using MD. For the continuum simulations (panel (b)), a

constant-velocity piston impacts the sample from below. (The MD and

continuum results are relatable by a simple Galilean transformation.)

The continuum domain consists of a horizontal array of three identical

sub-samples, each the same size as the MD domain, designed to min-

imize reflection effects from the domain boundary and better emulate

the effects of the PBCs used in the MD. The vertically arranged red

dots denote a set of Lagrangian tracer particles embedded in the sam-

ple for the purpose of generating the t-z diagrams and temperature

time histories mentioned above. . . . . . . . . . . . . . . . . . . . . . 39

xi



2.2 Models for melting temperature and specific heat used in the con-

tinuum simulations. (a) Melting temperature models. The red and

blue lines correspond to TATB normal melting temperatures taken

from the literature. The black curve is a pressure-dependent melting

curve obtained from MD. In the continuum simulations the material

strength goes to zero wherever the temperature exceeds the melting

temperature. (b) Specific-heat models used in the continuum simu-

lations. The solid red line is the classical (temperature-independent)

specific heat corresponding to, and used for comparisons with, the MD

simulations. It takes into account the six constrained N-H covalent

bonds per TATB molecule in the MD. The black curve is a more re-

alistic, temperature-dependent model based on quantum mechanical

principles. The non-zero specific heat value at T = 0 follows from the

assumption that molecular center-of-mass translations and librations

about lattice sites in the crystal are practically classical at all temper-

atures. The quantum-based specific heat at high T is larger than the

classical value because it takes into account the N-H oscillators, which

are constrained in the MD simulations and therefore do not contribute

to the classical specific heat. . . . . . . . . . . . . . . . . . . . . . . . 49

xii



2.3 Time-position (t-z) diagrams for (a)-(f) temperature and (g)-(l) pres-

sure, calculated for a thin strip of material along the vertical axis of

the pore and parallel to the shock direction; see Figure 2.1. Panels

(a)-(c) and (g)-(i) are MD results; panels (d)-(f) and (j)-(l) are the

corresponding continuum results. From left to right, the columns cor-

respond to impact speeds of 2.0 km s−1, 1.0 km s−1, and 0.5 km s−1.

The time axis and color bars differ from one condition to the next but

are consistent for a given MD/continuum comparison. The MD sim-

ulations shown here and in Figures 2.4 – 2.7 were performed for the

case θ = 45◦, for which the shock impacts the sample at an angle of

45◦ relative to the surface-normal vector of the molecular layers in the

unshocked crystal. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

2.4 2D spatial maps of (a)-(f) temperature and (g)-(l) pressure at three

instants of time for the 2.0 km s−1 impact. Panels (a)-(c) and (g)-(i)

are MD results, all for the case θ = 45◦; panels (d)-(f) and (j)-(l) are

the corresponding continuum results. From left to right, the columns

correspond to t = 15.0 ps, 18.0 ps, and 21.0 ps. . . . . . . . . . . . . 55

2.5 As in Figure 2.4 but for the 1.0 km s−1 impact. From left to right, the

columns correspond to t = 25.5 ps, 28.5 ps, and 31.5 ps. . . . . . . . . 56

2.6 As in Figures 2.4 and 2.5 but for the 0.5 km s−1 impact. From left to

right, the columns correspond to t = 37.5 ps, 40.5 ps, and 43.5 ps. . . 57

xiii



2.7 (a) Comparisons of scaled pore area Apore(t)/A0 vs. scaled time t/t∗ for

the MD and continuum simulations, shown parametrically as functions

of impact speed. Solid and dotted curves are for MD and continuum

mechanics, respectively. Black, blue, and red curves are for impact

speeds of 2.0 km s−1, 1.0 km s−1, and 0.5 km s−1, respectively. Panels

(b)-(e): 2D snapshots and histogrammatic distributions of temperature

at a time close to pore closure. Panels (b)-(c) and (d)-(e) are for MD

and continuum mechanics, respectively. The left-hand and right-hand

columns are for impact speeds of 2.0 km s−1 (at t = 21.0 ps) and

1.0 km s−1 (at t = 31.5 ps), respectively. The abscissa scales are

different for the two columns but identical within a column. . . . . . 58

2.8 Snapshots of material flow in the vicinity of the pore at selected in-

stants, simulated using MD, for all three impact speeds and all three

crystal orientations. Top row: θ = 0; middle row: θ = 45◦; bottom

row: θ = 90◦. Columns from left to right: impact speeds of 2.0 km s−1

(panels (a), (d), and (g)), 1.0 km s−1 (panels (b), (e), and (h)), and

0.5 km s−1 (panels (c), (f), and (i)). The instants shown correspond

to the times for which Apore(t)/A0 = 0.20, 0.15, and 0.10 for impact

speeds of 2.0 km s−1, 1.0 km s−1, and 0.5 km s−1, respectively. . . . . 68

2.9 As in Figure 2.8, but for histogrammatic distributions of the relative

probabilities of local (T , Pzz) states in the sample, calculated using

MD, at the instants of complete pore collapse. The abscissa and ordi-

nate ranges vary from one column (impact speed) to the next but are

consistent within a given column. . . . . . . . . . . . . . . . . . . . . 69

xiv



2.10 (a) Comparisons of scaled pore area Apore(t)/A0 vs. scaled time t/t∗

for the MD simulations, for three different impact speeds 0.5 km s−1

(black), 1.0 km s−1 (blue) and 2.0 km s−1 (red), and three different

orientations, θ = 0 (solid curves), 45◦ (dotted curves), and 90◦ (dashed

curves). (b) As in panel (a), but plotted against physical time t. . . . 70

2.11 Effect of melt-curve model in the continuum simulations for the 1.0 km s−1

impact. Top row: pore shape, temperature, and melt regions at time

t = 30 ps, for: (a) Tm = Tm(P ); (b) Tm = 623 K; (c) Tm = 735 K.

Bottom row (panels (d)-(f)): as in the top row, but for t = 36 ps. In

all cases, melted regions are colored black. All six simulations were

performed using the constant specific heat value corresponding to the

MD simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

2.12 Effect of specific-heat model in the continuum simulations for the

1.0 km s−1 impact. Top row: 2D maps of temperature at t = 24 ps

for: (a) Cv = 2126 J kg−1 K−1 (corresponding to the MD simulations);

(b) Cv = Cv(T ) (quantum-based). Bottom row: Time histories for

temperature at three different locations along the vertical centerline of

the pore, obtained from continuum mechanics with both specific-heat

models and from MD (for the case θ = 45◦). Blue: continuum with

Cv = 2126 J kg−1 K−1; red: continuum with Cv = Cv(T ); black: MD.

(c) 40 nm upstream from the location of pore closure; (d) location of

pore closure; (e) 5 nm downstream from the location of pore closure.

The locations of pore closure were extracted from the relevant t-z di-

agrams in Figure 2.3. Both continuum simulations were performed

using the pressure-dependent melting curve obtained from MD. . . . 83

xv



3.1 Snapshots of the shock simulation of TATB single crystal for θ = 90◦

at a) t = 0 and b) t = tmax showing only the molecular COM posi-

tions. c) Molecules are colored according to the five Gaussian classes:

‘Uncompressed’ TATB molecules are shown in navy and green, ‘com-

pressed’ molecules are shown in cyan and yellow, and ‘disordered’

TATB molecules are shown in red. . . . . . . . . . . . . . . . . . . . . 103

3.2 a) Top view and b) side view of a central TATB molecule (large red)

with its six in-plane (navy) and eight out-of-plane (shades of brown and

red) near-neighbor molecules. c) Snapshots of a selected molecule and

its 670 near-neighbor molecules at time t for θ = 90◦ case. Molecular

layers are colored according to distances away from the central molec-

ular layer. The crystal lattice frame corresponding to the snapshots is

shown on the lower left. . . . . . . . . . . . . . . . . . . . . . . . . . 105

3.3 Snapshots of the system at the time of maximum compression for

θ = 90◦ analyzed using a) Strain Functional analysis and b) NNRD

analysis. The red line in b) indicates the position of the free surface

at that instant. Molecules close to the piston and the free surface are

excluded from the NNRD calculation. . . . . . . . . . . . . . . . . . . 105

3.4 States of the system during shock-induced pore collapse in TATB crys-

tals with an orientation of θ = 90◦ at a) t = 0 and b) t = tmax. Here,

tmax is the instant when the shock wave generated by pore collapse has

just reached the top end of the simulation cell. Molecular COM posi-

tions are rendered using the unwrapped coordinates in the lab frame.

The color scheme is the same as in Figure 3.1. . . . . . . . . . . . . . 108

xvi



4.1 a) 2D and b) 3D diagrams of the phenyl-RDX molecule. The benzene

and the RDX molecules are connected via a C-C single bond. Carbon

atoms are shown in cyan, hydrogen atoms are shown in white, oxygen

atoms are shown in red, and nitrogen atoms are shown in navy. . . . 114

4.2 Snapshot of part of the input script for NVT and NVE dynamics per-

formed using LAMMPS. Command lines relevant to non-bonded long-

range interaction calculations are circled. . . . . . . . . . . . . . . . . 116

4.3 Angular momentum |L| of the system evaluated with (denoted as

‘PPPM OFF’) and without (denoted as ‘PPPM ON’) a hard cutoff.

The increasing |L| of the system with infinite long-range interactions is

shown in orange, and |L| of the system with a hard cutoff of the long-

range interactions is shown in blue. Note that for the case without a

hard cutoff (orange), the noisy portion is due to NVT dynamics, and

the smooth (but increasing) portion is for NVE dynamics. . . . . . . 117

4.4 Extrusion of TATB molecules due to the extremely thin piston for a)

θ = 0, b) θ = 15◦, and c) θ = 30◦. Molecules are represented as

particles using the molecular COM positions. . . . . . . . . . . . . . . 120

6.1 TATB atom types. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6.2 Components of atomic forces computed using both the PPPM and

Wolf methods. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

xvii



6.3 2D maps of the difference between temperatures computed using MD

and continuum mechanics, at the instants of complete pore closure,

for impact speeds of (a) 2.0 km s−1 and (b) 0.5 km s−1. Red indicates

higher temperature from continuum mechanics than from MD and blue

the opposite situation. White corresponds to zero difference. The color

scales for the two panels differ. . . . . . . . . . . . . . . . . . . . . . . 138

xviii



ABSTRACT

The thermo-mechanical response of shock-induced pore collapse has been studied

using non-reactive all-atom molecular dynamics (MD) and Eulerian continuum simu-

lations for the molecular crystal 1,3,5-triamino-2,4,6-trinitrobenzene (TATB). Three

crystal orientations, bracketed by the limiting cases with respect to the crystal struc-

ture anisotropy in TATB, are considered in the MD simulations, while an isotropic

constitutive model is used for the continuum simulations. Simulations with three

impact speeds from 0.5 km s−1 to 2.0 km s−1 are investigated. Results from MD

and continuum simulations are in agreement in terms of shock wave speeds, tempera-

ture distributions, and pore-collapse mechanisms. However, differences arise for other

quantities that are also important in hotspot ignition and growth, for example, the

skewness of high-temperature distributions and the local temperature field around the

post-collapse hotspot, indicating the urgent need to incorporate anisotropic crystal

plasticity and strength models into the continuum descriptions.

The deformation mechanisms of TATB crystals in the shock-induced pore col-

lapse MD simulations were studied using Strain Functional Analysis. This new ap-

proach maps discrete quantities from atomistic simulations onto continuous fields via

a Gaussian kernel, from which a unique and complete set of rotationally invariant

Strain Functional Descriptors (SFD) is obtained from the high-order central mo-

ments of local configurations, expressed in a Solid Harmonics polynomial basis by

SO(3) decomposition. Coupled with unsupervised machine learning techniques, the

SFD successfully identifies and distinguishes the deformations presented in the MD

simulations of shock-compressed TATB crystals. It enables automated detection of

disordered structures in the system and can be readily applied to materials with any

symmetry class.
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Chapter 1

Introduction

1.1 Motivation

The study of energetic materials (EMs) has been the topic of much practical interest

for centuries, especially since the 1940s. The first known chemical explosive (a.k.a.

black powder), which consists of a mixture of sulfur, charcoal, and potassium ni-

trate, was discovered as a by-product of “elixir of immortality” by ancient Chinese

alchemists in the 6th century.2 The usage of black powder was later replaced by the

smokeless dynamite invented by Alfred Nobel in the 19th century. Its stability and

low cost led to its wide use during World War I (WWI). Nowadays, EMs are used for

military purposes as well as in the field of civil engineering, such as mining and con-

struction. The search for EMs that provide better performance, are safer to handle,

and can be manufactured at a lower cost has never ended. And, of course, under-

standing of the thermal and mechanical responses of the EMs under perturbations is

key to knowledge-based improvements in that direction.

Computer simulations offer a safer and more efficient way to obtain knowledge of
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EMs under extreme conditions (i.e. high temperatures and high pressures). Many

meso- and continuum-scale models have been parameterized (calibrated) against ex-

perimental data, aiming for accurate descriptions of the thermal and mechanical

behaviors of EMs. However, the lack of well-controlled experimental characterization

and diagnostics at the mesoscale has hampered efforts to build high-fidelity consti-

tutive descriptions. Fortunately, molecular dynamics (MD) can help fill in some of

the gaps in our knowledge and understanding. The focus of this dissertation is on

the thermal and mechanical response of 1,3,5-triamino-2,4,6-trinitrobenzene (TATB)

crystal under shock compression. Oriented single crystals, either initially defect-free

or containing a cylindrical pore, were studied for impact speeds between 0.5 km s−1

and 2 km s−1. Both ‘traditional’ and machine learning techniques were applied for the

analysis, which emphasized properties that can be compared to mesoscale continuum

predictions.

1.1.1 Energetic materials

Energetic materials refer to substances that can rapidly release large amounts of en-

ergy under certain conditions. They are usually divided into three categories: explo-

sives, propellants, and pyrotechnics.3 Among these, explosives are the most vigorous

in terms of reaction violence. For explosives, the rapid release of energy is usually ac-

companied by the production of hot gases and therefore a large expansion in volume.

Explosives are often classified into two groups based on the mechanisms of explo-

sion: low and high explosives.4 In low explosives, chemical reactions can build up to

a subsonic deflagration wave, in which the propagation of the chemical reaction front

through the sample is slower than the local speed of sound.5–7 Low explosives typi-

cally consist of a mixture of fuel and an oxidizer. For example, the sulfur and charcoal
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in black powder are the fuel, and potassium nitrate is the oxidizer. Confinement is

often required for low explosives to detonate. Conversely, high explosives undergo

detonation in the absence of confinement or atmospheric oxygen. They have the fuel

and oxidizer in the same molecule (or formula unit in the case of ionic substances),

allowing reactions to occur much faster. In a detonation, decomposition of the mate-

rials is propagated by shock waves that travel at supersonic speeds and cause abrupt

changes in local temperature, pressure, and density of the materials.5–7 Explosives

can also be categorized into primary, secondary, or tertiary explosives based on their

sensitivity. Compared with primary explosives, secondary and tertiary explosives are

less sensitive to external thermal, mechanical, and electrical perturbations such as

impact, friction, shock, and heat and release more energy once detonated.

High explosives often exist as molecular crystals containing nitro functional groups,

in which a large amount of chemical potential energy is stored in the bonds. Some

common molecular high explosives include nitromethane and nitroglycerin, pentaery-

thritol tetranitrate (PETN), octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine (HMX),

hexahydro-1,3,5-trinitro-1,3,5-s-triazine (RDX), and TATB. These molecular high ex-

plosives are used in both civil engineering and military fields. Thus, it is important

to understand the mechanisms involved in the ignition-to-initiation process leading

to a detonation for the purposes of safety and performance. Among them, TATB is

a fascinating case owning to its insensitivity, which makes it resistant to accidental

detonations.

1.1.2 Shock waves

Humans have been using explosives in many fields for centuries with little understand-

ing of the physics and chemistry behind them. We learned “how” by experience, but
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even today we do not fully understand “why”. Demands of explosives have shifted

from simple task accomplishments to task accomplishments with higher precision and

efficiency and maximum safety. We are no longer satisfied with making the explosives

explode; rather, we want to understand why.

There was a great deal of studies, both theoretical and experimental, focused on

explosives in the past,6,8–13 trying to understand the sensitivity and performance of

a given explosive, as well as the mechanisms behind a detonation. Eyring et al.14

and Bowden and Yoffe8 proposed one of the most accepted shock initiation theories

in fluids and homogeneous solids. The initial shock wave acts like an inert shock,

increasing the temperature and pressure of material behind the shock. Initiation

later occurs in the compressed material behind the inert shock wave, generating a

detonation wave that propagates through the compressed material (often from the

impact surface, where heating of the explosives has been the largest) and eventu-

ally overtakes the initial shock wave. They argued that the bulk temperature for

impact strengths just above the detonation threshold is insufficient for initiation in

homogeneous explosives. Since detonation usually takes place as a thermal explosion,

“hotspot” formation (i.e. localization of high temperature and high pressure) has

a significant impact on this initiation-to-detonation process. This theory of thermal

explosion and the important role of hotspots were later confirmed experimentally by

Campbell et al.15 by tracking the trajectory of the shock and detonation waves in ho-

mogeneous explosives including liquid nitromethane, molten trinitrotoluene (TNT),

molten diethanolnitramine dinitrate (DINA), and single crystals of PETN.

Whereas the detonation theory for homogeneous explosives is relatively straight-

forward, complications arise for systems containing defect structures, such as cracks,

voids, or interfaces. Needless to say, the problem becomes extremely complex for

plastic-bonded explosives (PBXs), which are heterogeneous consisting of explosive
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crystallites, binders, plasticizers, and often other trace ingredients. Understanding of

the laws governing shock wave propagation in explosives is foundational for under-

standing and predicting detonation phenomena.

Limited by experimental techniques, measurements of the thermo-mechanical prop-

erties of rapidly evolving shock-compressed explosives during the detonation initiation

are not easy. A simple set of equations, known as the Rankine-Hugoniot (jump) con-

ditions, which describe the states of materials ahead of and behind a shock wave,

were developed by Rankine16 and Hugoniot17 for a one-dimensional (1D) system (see

Figure 1.1). With the shock wave treated as a mathematical discontinuity and in a

coordinate system that is moving with the shock front, the jump conditions can be

expressed using the following equations:

Conservation of mass

ρ1u1 = ρ0u0 ≡ m, (1.1)

Conservation of momentum

P1 + ρ1u
2
1 = P0 + ρ0u

2
0, (1.2)

Conservation of energy

ε1 +
P1

ρ1
+

u2
1

2
= ε0 +

P0

ρ0
+

u2
0

2
, (1.3)

where m is the mass flow per unit area per unit time, ρ is the density, u is the shock

velocity, P is the pressure, and ε is the internal energy. The subscript “0” indicates

unshocked material ahead of the shock front and “1” represents compressed material

behind the shock front.

For shock waves in inert materials, the Hugoniot jump conditions are sufficient to
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Figure 1.1: Depiction of a single shock wave in a 1D system. The shock front is
stationary, and material flows from right to left.
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determine the shock velocity u with known P , m, and ρ. The Hugoniot loci define a

collective set of all the possible states of the material that can be reached by a single

shock wave. The Hugoniot locus in a given state-state plane (such as P -ρ or P -u)

can be obtained by combining the Rankine-Hugoniot conditions with an equation of

state for the material.

Taking the conservation of mass and momentum in Eqs. 1.1 and 1.2, one can

obtain

P1 − P0

u1 − u0

= −m. (1.4)

With a constant shock velocity u, Eq. 1.4 defines the Rayleigh line in the P -u

plane. For a non-reactive system, the Rayleigh line intersects with the Hugoniot

locus at (P0, u0) and at the final state (P1, u1) (Figure 1.2(a)). This is not true for

a reactive system. The differences are well illustrated in Figs. 5 and 6 of Ref. 1 and

also in Figure 1.2, where the initial and final states of the system are represented as

intersections of the Hugoniot locus and Rayleigh line. Note that for an explosive, the

Hugoniot locus does not pass through P = 0 (Figure 1.2(b)). Rather, the Rayleigh

line for a high shock velocity (red dotted line) interacts the Hugoniot locus more than

once, resulting in ill-defined final states for the system.

To resolve the ambiguity, Chapman18 and Jouguet19 separately developed the so-

called CJ theory. It assumes that chemical reaction is completed at the shock front

and the reaction zone has zero thickness. For a detonating high explosive, the shock

wave is described as a self-sustained supersonic wave that travels through the material

at a constant speed. An unsupported detonation, they argued, would have a minimum

detonation velocity with non-zero pressure values. This minimum detonation velocity

is given by the Rayleigh line that is tangent to the Hugoniot locus, and the intersection
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Figure 1.2: Hugoniot locus and Rayleigh line shown in the P -u plane for a) NaCl
and b) an explosive. Red dotted line indicates a Rayleigh line with a higher shock
velocity. This figure is taken from Ref. 1.

point, the CJ point, is the final state of the reacted explosives behind the detonation

front.

The assumption of instantaneous completion of reaction in the CJ theory is not

always true, especially for insensitive high explosives that have long reaction times,

such as TATB and FOX-7 (1,1-diamino-2,2-dinitroethene). Zel’dovich,20 von Neu-

mann,21 and Doering22 independently developed a theory (a.k.a. ZND theory) that

describes a detonation wave with a steady reaction zone. The shock wave is still

treated as a discontinuity, but instead of assuming an instantaneous completion of

chemical reactions behind the detonation front, an additional variable α, which de-

scribes the completeness of the chemical reaction, is included in the Rankine-Hugoniot

conditions. This gives rise to multiple Hugoniot loci, each corresponds to a value of

α for 0 ≤ α ≤ 1. The ZND theory predicts that the system is first compressed to
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Figure 1.3: Three Hugoniot loci (black) with a Rayleigh line (blue) for a detonation
predicted using the ZND theory. Zero α represents unreacted explosive, and α = 1 for
chemical reaction completion. Point N represents the von Neumann spike immediately
behind the shock front.

a high pressure state, known as the von Neumann spike,23 by the detonation wave

passage, while the explosive remains unreacted. As chemical reactions begin, pressure

decreases and volume expands; the state of the system follows the Rayleigh line and

eventually reaches the CJ point (see Figure 1.3).

In the real world, the detonation process of explosives is much more complex

than described by either the CJ or ZND theories. The variable α in the ZND theory

implies a one-step chemical reaction with a single reaction rate. In fact, chemical

reactions of explosives are often multi-step, multi-phase processes with many reaction

rates. In addition, the theories focus only on waves propagating along the longitudinal
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direction. The transverse waves are assumed to be planar, and the material is assumed

to be homogeneous. The reality in a PBX is far more complex. Compression of the

material and interactions of shock waves with the inhomogeneities in the explosives

lead to non-uniform distributions of temperature and pressure. The inhomogeneities

and their reaction zones are thought to have a large effect on the chemical reaction

rate and the final state of the system.

1.1.3 Energy localization (hotspots)

The structural inhomogeneity of PBXs is much more complex than pure explosives

mainly due to the presence of explosive crystallites embedded in a continuous binder

phase. This leads to non-uniform distributions of temperature and pressure, which

affect chemical reaction rates, in a coupled fashion, and lead to complex detonation

phenomena. It is thought that the bulk temperature in a solid explosive just above its

shock threshold is not sufficiently high for an initiation; instead, interactions between

the shock wave and the microstructural defects behind the shock lead to energy

localization (generation of “hotspots”), where chemical reactions begin, and ignition

(local burning) in the materials. Initiation takes place if the ignition is strong enough

to form a reaction shock front and lead to detonation. (Here, we use the definitions

of “ignition” and “initiation” defined by Bourne.24) Properties of hotspots, such as

the size, distribution, and formation mechanism and interactions among them, thus

have a significant impact on this ignition-to-initiation process.

Hotspot formation mechanisms then become essential for predicting detonations.

Field25,26 and Davis1 have proposed several hotspot formation mechanisms for shock

initiation in solid high explosives, including adiabatic compression of trapped gases,

cavity collapse, sliding of surfaces, shear, viscous heating, plastic deformation, struc-
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Figure 1.4: A Depiction of hotspot formation mechanisms from Ref. 1.

tural decomposition, and jetting. Several mechanisms mentioned above are captured

in Fig. 25 of Ref. 1 and also in Figure 1.4 in this dissertation. Which one(s) will

predominate in a given scenario will depend on external conditions and initial mate-

rial state (composition, microstructure, damage, etc.). Therefore, understanding of

them and predicting which one(s) apply in a given case help form the basis for both

fundamental and applied studies.
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1.2 Method

1.2.1 Molecular dynamics overview

Ignition-to-initiation is a multiscale process, involving phenomena across a broad spec-

trum of spatial and temporal scales. Precisely monitoring such multiscale processes is

beyond the currently available experimental capabilities, especially at the extremely

small spatial (Å) and temporal (fs) scale. Molecular dynamics (MD) focuses at the

atomistic scale and aims to provide a better understanding of the phenomena by us-

ing (usually) analytical potential functions to solve the classical equations of motion

for each particle in the system. Positions and momenta can be computed with high

fidelity, along with anything else that can be expressed in terms of them; thermome-

chanical properties such as temperature, stress, strain, and so on.27,28 MD simulations

have been widely used in studies of EMs, including but not limited to spectroscopic

analysis,29–35 calculations and analysis of thermodynamic properties,36–46 shock re-

sponses,47–59 and chemical decomposition processes.59–69

A typical MD simulation usually contains three main components: initial condi-

tions, integration of trajectories, and analysis. Initial conditions of the system refers

to the initial phase space coordinates of the particles in the system. Motion of each

particle is governed by the potential function:

F = ma = −∇U (1.5)

where U is the potential energy function. The force F, hence the position and mo-

menta of the particles, at each instance can be calculated from Equation 1.5. The

trajectory of each particle in the system is solved using an integration algorithm and

a time step of interest. Properties including positions, momenta, and energies can be
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outputted directly by the program or computed during post-processing.

Initial conditions of a system must be specified prior to the beginning of a simula-

tion (solving a classical trajectory is an initial-value problem). For molecular crystals,

the desired simulation cell can be constructed by taking the atomic coordinates of the

unit cell and replicating along the crystal axes. Orthorhombic simulation cells are

often preferred in shock simulations due to simplicity for construction and analysis.

However, the low symmetry of molecular crystals makes such generation of simula-

tion cells less straightforward. Kroonblawd et al.70 have developed a Generalized

Crystal-Cutting Method (GCCM), which enables automatic construction of 3D peri-

odic orthorhombic simulation cells of any crystal described by Bravais lattices while

preserving the underlying translational symmetry. The GCCM loop-searches for the

most orthorhombic unit cell with the new crystal axes aligning with the desired di-

rection in the Cartesian frame. This generalized unit cell can be further replicated

into larger ones for simulation purposes. All simulation cells in this dissertation were

constructed using the GCCM.

The primary simulation cell length varies from the order of tens to thousands of

Å. Shorter cell lengths are sufficient for calculating physical properties such as elastic

tensors,71,72 lattice parameters,72 and studies of vibrational mode excitation.31 Cell

lengths on the order of thousands of Å are often needed along the shock direction in

explicit shock simulations to allow evolution of events happening behind the shock

front.50,51,73 However, this scale is still far too small to represent defects and extended

interfaces in real materials. Periodic boundary conditions (PBCs)27 are applied to

reduce the finite-size effect, but even so, the longest wavelength phenomenon that

can be simulated is limited by the size of the primary cell. Care needs to be taken to

prevent artifacts when applying the PBCs. For example, a simulation cell consisting

a liquid with 3D PBCs is essentially a repetitive “crystal structure” of such liquid
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(unit cell).

In addition, well-defined integration algorithms and appropriate choice of time

step, along with many other parameters, are keys to performing meaningful MD

simulations. Among the various available integration algorithms, velocity Verlet74,75

is the most commonly used due to its high accuracy and high efficiency.76 The

integration time step needs to be chosen with care. While a smaller time step can be

computationally expensive, a time step that is too large may fail to provide proper

resolution of the evolution of the system and lead to inaccurate solutions of the

equation of motion.

With proper initial conditions and appropriate parameters, desired simulations

can be performed using various statistical ensembles, such as microcanonical (NVE),

canonical (NVT), and isothermal-isobaric (NPT). N is the number of particles in the

system, V is the volume, P is the pressure, T is the total temperature, and E is

the total energy of the system. Letters inside the parentheses are parameters that

are held constant during the simulation. In this dissertation, thermal equilibration

is performed using the NVT ensemble in order to obtain a representative sample

at a finite temperature. Atomic positions, velocities, and forces are computed us-

ing LAMMPS77,78 with an appropriate frequency of data recording for subsequent

analysis. More details are included in Chapter 2 and Chapter 3.

1.2.2 MD shock simulations

At the atomistic level, shock waves are often studied using molecular dynamics (MD)

simulations.79 The steady profiles of properties in MD simulations are ideal for studies

of the thermo-mechanical shock response of condensed fluids and solids.80 In principle,

there are three major ways to generate a shock wave in a MD simulation of solids:
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(i) inertial flyer-plate, (ii) piston-driven, and (iii) reverse-ballistic.80

Using the first method, a shock wave can be generated by assigning the flyer plate

a velocity of 2up traveling toward a stationary target (Figure 1.5(a)). Upon contact,

shock waves moving in opposite directions can be generated in the two plates. The

magnitude of the particle velocity is equal to up in both samples if the two plates

are identical, as shown in Figure 1.5(b). This method is more similar in spirit to

experimental work than the other two methods. On the other hand, larger sample

sizes may be needed in order to study the shock response of materials well behind the

shock, which can be computationally expensive.

In a piston-driven configuration, the material is compressed by an infinitely mas-

sive piston moving at a constant velocity up. The material and the piston travel in

the same direction. The systems for flyer-plate (Figure 1.5) and piston-driven (Fig-

ure 1.6) configurations are identical. Due to the difference in the ways that shock

waves are generated, the amount of material behind the shock wave is greater in the

piston-driven configuration compared to the flyer-plate configuration. Hence, this

method is more ideal for studies of the long-time shock response of the material (i.e.,

propagation and growth of deformations, and initiation of chemical reactions).

Similar to the piston-driven configuration, in the reverse-ballistic configuration,

an infinitely massive piston is defined prior to the shock simulation. An illustration

is shown in Figure 1.7. The material impacts the stationary piston with a velocity of

−up, generating a shock wave traveling through the material in the opposite direction.

The positions of particles in the lab frame of the piston-driven configuration and the

reverse-ballistic configuration are related by a simple Galilean transformation. In

particular, the relative positions of the atoms as functions of time are the same in

both cases. Though both of the methods are suitable for studies of the shock response

of material, it is easier to study the relaxation of shock-compressed material using
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Figure 1.5: Depiction of a flyer-plate configuration for shock simulations at times
a) before and b) after the flyer-plate hits the stationary sample. Waves with same
particle speed but propagating in opposite directions are generated in two plates if
sample masses are identical.
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Figure 1.6: Depiction of a piston-driven configuration of shock simulations. The
infinitely massive piston compresses the initially stationary sample with a constant
velocity.

the later configuration by allowing the sample to recover to its original shape.

Other methods, including the moving window (MW) MD simulations81 and the

multiscale shock technique (MSST),82 are often used in studies of shock response as

well. In the MW MD simulations, the MW travels at the shock speed. Unshocked

material is fed into the MW from one end and shocked material is removed from

the other end. Shock waves can be simulated for an “infinite” amount of time, thus

decoupling the system length and time scales in the simulations. The multiscale shock

technique combines MD with continuum simulations (Euler’s equations). It enables a

much longer simulation time (ns) than MD does by simulating the shock wave passage

using a continuum description, and the energies (i.e., kinetic and potential) of the

compressed system are obtained from a representative sample of the system in the

MD simulation. No a priori knowledge of the system, such as sound speed or phase

diagram, is required for such approach. This is a step forward in closing the spatial

and temporal gaps between MD and continuum.
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Figure 1.7: Depiction of a reverse-ballistic configuration for shock simulations. The
sample hits the infinitely massive piston (which is held stationary throughout the
simulation) with a constant particle velocity in order to generate a shock wave that
travels in the opposite direction.

1.3 TATB

This dissertation focuses on the thermal and mechanical response of the molecular

crystal 1,3,5-triamino-2,4,6-trinitrobenzene (TATB) under shock compression. De-

spite a large number of studies focusing on TATB under compression, there are still

gaps in understanding the deformation mechanisms of this crystal. Few fundamental

experimental data are available owning to the difficulties to synthesize high-quality

single crystals of desired sizes. Numerical modeling thus becomes essential for study-

ing the response of TATB under loading. Indeed, thermal and mechanical properties

and shock response of single TATB crystals obtained from the atomistic scale MD

simulations have become key components in building mesoscale models.83,84
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Figure 1.8: a) Side and b) top view of a TATB unit cell. Carbon atoms are shown
in cyan, nitrogen atoms are shown in navy blue, oxygen atoms are shown in red, and
hydrogen atoms are shown in white.

1.3.1 Crystal structure

1,3,5-triamino-2,4,6-trinitrobenzene (TATB) is an insensitive high explosive (IHE)

with color ranging from transparent to yellow.85 It is a layered triclinic crystal of P1

space group at standard ambient conditions, with two molecules per unit cell.85 A de-

piction of the TATB unit cell is shown in Figure 1.8. The planar TATB molecule con-

sists a benzene ring bonded with alternating nitro (-NO2) and amine (-NH2) groups.

Molecules within a layer are held together by strong hydrogen bonding, while there

are only van der Waals interactions between the molecular layers. The distinct inter-

actions, the graphitic-like molecular layers, and the low symmetry crystal structure

together contribute to the highly anisotropic thermal and mechanical properties of

TATB single crystal.36,37,86 Previous studies86–96 have shown that the crystal structure

of TATB remains triclinic under high pressures. Recently, Steele et al.97 discovered

a pressure-induced phase transition in TATB, where the crystal structure becomes

monoclinic around 4 GPa. This subtle transition is induced by an in-plane shift of

molecular layers.
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Experimentally synthesized perfect single crystals of TATB are rare and almost

always exhibit large defects and impurities.98–101 Difficulties in obtaining perfect

crystals lead to the absence of experimental data of TATB single crystals. Hence,

numerical modeling such as MD simulations plays a crucial role in understanding its

thermal and mechanical behavior.

1.3.2 TATB force field

As mentioned earlier in Equation 1.5, the motions of particles in a MD simulation

are governed by the potential energy surface of the system. Interactions between

each particle and its neighbors are described with a set of mathematical equations. A

common many-body force field (FF) often includes descriptions for covalent bonds,

three-center angles, dihedral angles, and improper dihedral angles. The chemical

structure of TATB is shown in Figure 1.9. The connectivity between atom C1 and

C2 defines a single covalent bond; atoms C1, C2, and C3 define a three-center angle;

atoms C1, C2, C3, and N9 define a dihedral angle. An improper dihedral angle is

the angle between two planes defined by different groups of atoms, such as the angle

between the plane defined by atoms C1, C2, and C3, and the plane defined by atoms

C2, C3, and C4. Non-bonded terms are also included to describe any interactions

between atoms that do not belong to the categories mentioned above. These are

typically of atoms belonging to the same molecule but separated by more than two

covalent bonds (i.e., 1-4 interaction) and intermolecular interactions between atoms

that do not belong to the same molecule. The total potential energy of an isolated

system is the sum of bonded and non-bonded terms.

Various non-reactive force fields have been developed for TATB.86,102,103 Gee et

al.102 proposed a quantum-based fully-flexible FF based on high-level ab initio single-
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Figure 1.9: 2D chemical structure of a TATB molecule.

point energy calculations. At the opposite extreme, Rai et al.103 treated TATB

molecules as rigid. The Rai et al. FF was constructed via parameterization of the

transferable potentials for phase equilibria (TraPPE104) of nitrobenzene (C6H5NO2)

and aniline (C6H5NH2). An all-atom FF with constrained bonds (both polarizable

and non-polarizable versions) has been developed by Bedrov et al.,86 and later refined

by Kroonblawd et al.36 with flexible bonds. In this force field, all intramolecular

non-bonded interactions are excluded, except the repulsion between O and H atoms.39

This FF has been shown to reproduce the crystal lattice parameters85 and vibrational

spectra.36 Mathew et al.39 obtained the heat of sublimation of TATB using such FF,

and the results are in close agreement with the experiments. This FF has also been

implemented in the studies of thermal conductivity,36,37,41 energy exchange,40 hot-

spot relaxation,43 nanoidentation,42 stacking-fault energy calculation,38 melt curve

prediction,44 dislocation core structure,105 and deformation mechanisms.106

The non-polarizable TATB FF implemented in this dissertation has the following

form
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U(r, θ, φ, χ,R) =
∑
bond

Ubond(r) +
∑
angle

Uangle(θ) +
∑

dihedral

Udihedral(φ)

+
∑

improper

Uimproper(χ) +
∑
atom i

∑
atom j>i

′
UNB(R)

(1.6)

Ubond =
1

2
kbond(r − r0)2 (1.7)

Uangle =
1

2
kangle(θ − θ0)2 (1.8)

Udihedral =
1

2
kdihedral[1− cos(nφ)] (1.9)

Uimproper =
1

2
kimproper(χ− χ0)

2 (1.10)

UNB = Ae−BR − C

R6
+D(

12

BR
)12 +

qiqj
4πε0R

(1.11)

where bonds, angles, and improper dihedrals are described using harmonic func-

tions, dihedrals are modeled using a truncated cosine function, and non-bonded in-

termolecular interactions are described using a Buckingham-plus-Coulomb (exp-6-1)

term. The very-short-range repulsive term (1/R12) described by Bedrov et al.86 is

included to prevent possible ‘overtopping’ due to the Buckingham potential term at

short distances.84 See Appendix I for the implementation of the non-bonded term in

LAMMPS, and Appendix II for a complete list of the LAMMPS coefficients corre-

sponding to Appendix I.
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1.3.3 Thermal properties

Classical MD simulations have been widely used in determining the thermo-mechanical

properties of TATB single crystals. The graphitic-like molecular-layer structure, own-

ing to the strong inter- and intramolecular hydrogen bonding within the layers and

the weak van der Waal interactions between the layers, is believed to be responsible

for the highly anisotropic thermal and mechanical properties of TATB. Thermal con-

ductivity of TATB has been well studied by Kroonblawd and Sewell for single crystals

with37 and without36 defects, and its dependence on pressure and temperature and

sensitivity to intramolecular FF.41 Three independent directions were considered for

the study of thermal conductivity within the perfect (defect-free) single crystals with

a reverse non-equilibrium MD method.107 Using a fully-flexible FF,36 they predicted

that the thermal conduction within the molecular layers is approximately 1.7 times

greater than between the layers. The thermal conductivity of crystalline TATB is

similar to other organic molecular crystals, such as RDX and HMX, but exhibits sig-

nificant anisotropy. In addition, they extended the study to assess the finite-size and

molecular vacancy effects on the anisotropic thermal conductivity.37 The study re-

vealed that thermal conductivity within the molecular layers is invariant with respect

to the supercell length, and conduction between the layers decreases with increasing

system length. This counterintuitive result may be caused by nanoscale structural

transitions along that direction. In addition, they predicted that the thermal conduc-

tivity decreased with increasing vacancy defects density in the sample. Kroonblawd

and Sewell also investigated the effect of pressure (0.0 GPa to 2.5 GPa) and tempera-

ture (200 K to 700 K) on the thermal conductivity, and its sensitivity to intramolecular

FF.41 The thermal conductivity is predicted to increase with increasing pressure and

decrease with increasing temperature. In both cases, the effect is highly anisotropic.

An isotropic reduction in the conduction is observed when the high-frequency N-H
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bond vibrations are removed.

Kroonblawd and Sewell have compared the hotspot relaxation in crystalline TATB

using MD simulations with both analytical and numerical solutions of the diffusive

heat equations at the continuum-level.43 Two conduction directions were consid-

ered based on the results from their previous work: directions nominally within and

between the molecular layers. Energy transfer was found to be primarily diffusive

for both directions. Excellent agreement between MD and analytical solution was

observed for conduction normal to the crystal layers, whereas some discrepancies

for direction nominally within the layers were settled by introducing a temperature-

dependent thermal conductivity in the heat equation.

The rate of energy exchange between inter- and intramolecular degrees of freedom

in crystalline TATB was studied using MD simulations by Kroonblawd et al.40 Com-

parisons on the exchange rates of intermolecular potential energy and translational

kinetic energy between MD simulation and a coarse-grained Dissipative Particle Dy-

namics at constant Energy (DPDE) model were used to parameterize the friction

term in the DPDE model. Two out of the three values of the parameter yielded

“reasonable” results compared to all-atom MD. The effects of the parameter on the

shock response of TATB single crystals were further investigated, and the mechanical

behavior was found to be greatly influenced by the rate of energy exchange.

Melting of TATB single crystals with (100), (010), or (001) face exposed to vacuum

was studied using MD simulations.44 The normal melting temperature of TATB is

predicted to be 851 ± 5 K, which is 17.7% higher than the experimental result of

pressed-powder TATB.108 Melting of the (001) face was incomplete with superheating

above the melting temperature. Molecular vacancies at the crystal-vacuum interface

were observed prior to the complete loss of order of the molecular layers and melting

at the surface.
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1.3.4 Mechanical properties

Due to the difficulties in obtaining perfect single crystals for experimental testing,

many mechanical properties of TATB single crystal have been studied using simu-

lations. The anisotropic crystal structure (extended hydrogen-bonding within the

molecular plane) has been held responsible for the extremely anisotropic mechanical

properties of TATB single crystal.

Knowledge of structural defects and inelastic deformation mechanisms are impor-

tant in understanding the hotspot formation and initiation in energetic materials.

Inelastic deformation mechanisms for similar layered crystals are often due to dislo-

cation glide along planes parallel to the molecular layers (also referred as the basal

plane).109 In addition, dislocations in layered crystals are usually found to dissociate

into partials,109,110 which are governed by the stacking fault energies. To learn more

about these properties of TATB single crystals, Mathew et al.38 calculated the gen-

eralized stacking fault energies curves for the two glide plane types in the (001) basal

plane at 0 K. A low-energy stacking fault and twinning are reported to be stable at

pressures of both 1 atm and 5 GPa. Easy glide of dislocations in the basal plane and

low critical stresses for dislocation motion are predicted at 1 atm. Additionally, slip

along the crystallographic a direction is shown to be preferable over the b or a-b

directions in TATB.

Mathew and Sewell42 further investigated the elastic/plastic deformation mecha-

nisms of TATB through nanoindentation at 77 K and 1 atm. Displacement-controlled

indentations were performed on (100), (010), and (001) planes using a rigid, spherical

indenter. A Hertzian response was observed for indentation on the basal ((001)) plane

with plastic deformation: kinking and delamination of the basal plane with significant

pile-up. A non-Hertzian response was predicted for the (100) and (010) planes with

elastic bending of the molecular layers and much less pile-up compared to that on
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the basal plane. An upper-bound Meyer’s hardness of 1.02± 0.09 GPa was obtained.

Recently, the first mechanical experiment (nanoindentation) on TATB single crystal

was conducted by Taw et al.111 using high-quality crystals. They reported a simi-

lar modulus compared to MD prediction, but a much smaller hardness. Notice the

hardness reported by Mathew and Sewell is the upper-bound hardness. This study

is a major step in experimental work on TATB single crystals and has significantly

shortened the distance between experiments and simulations.

More recently, Lafourcade et al.106 characterized the irreversible deformation

mechanisms of TATB single crystals by applying uniaxial compressions and pure

shear that span all possible orientations using MD simulations. By examining a to-

tal of 84 deformation paths, a 3D deformation contour was obtained including three

distinct zones that correspond to gliding in the transverse (non-basal) planes, (001)

basal plane gliding, and chevron-like deformation. This molecular buckling, micro-

twinning deformation mechanism was described as large stacking fault ribbons105 and

was observed in studies of shock-compressed oriented TATB single crystals, as well.112

1.3.5 MD shock simulations of TATB

The first shock simulation on TATB crystals using MD was reported by Fried and

Tarver back in 1995.113 The two-dimensional system studied consisted of planar

sheets of TATB crystal with various degrees of porosity. A shock Hugoniot (us vs. up

curve) was obtained for systems without pre-existing molecular vacancies. A decrease

in shock velocity and a rise of temperature were observed with an increase of porosity.

Chemical reaction kinetics of TATB crystals were studied by Long and Chen with

ReaxFF68,114 (a force field that includes reactions).115 More than 450 intermediate

molecules were identified, among which some were believed to play a significant role
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in determining the reaction path. A complete description of the detonation wave

structure, from the lead shock wave to the fast reaction zone to the slow reaction

zone behind the shock, was obtained through a combination of integrating both non-

reactive (MD) and reactive (reaxFF) results with Hugoniotstat, JWL equation of

state, and the CJ states (calculated using continuum models).

A very recent conference proceeding showed comparison in shock-induced pore

collapse in TATB single crystal using MD and continuum models.83 The anisotropic

elastic/plastic response of TATB was incorporated by including slip mediated defor-

mation mechanisms in the hydrocode. Quasi-2D systems of three crystal orientations

of TATB were performed using MD simulations. The agreement between the MD

and continuum predictions has shown much improvement due to the implementation

of dislocation-based plasticity.

1.4 Dissertation outline

This dissertation focuses on the study of the thermo-mechanical shock response of

oriented TATB crystals using MD simulations. The rest of the document is organized

as follows: Chapter 2 will focus on the shock-induced pore collapse in oriented TATB

crystals.84 The orientations were selected based on results from our previous work on

shock-compressed oriented TATB single crystals.112,116 The continuum calculation of

pore collapse was part of a collaborative effort performed by Prof. Udaykumar’s group

at University of Iowa. Application of the Strain Functional Analysis to the simulation

results from Chapter 2 will be explored in Chapter 3. Chapter 4 will provide useful

information and helpful tips on performing MD simulations using LAMMPS. Chapter

5 will conclude the current work and discuss possible future directions.
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Chapter 2

Tandem Molecular Dynamics and
Continuum Studies of
Shock-Induced Pore Collapse in
TATB

2.1 Abstract

All-atom molecular dynamics (MD) and Eulerian continuum simulations, performed

using the LAMMPS and SCIMITAR3D codes, respectively, were used to study thermo-

mechanical aspects of the shock-induced collapse of an initially cylindrical 50 nm di-

ameter pore in single crystals of 1,3,5-triamino-2,4,6-trinitrobenzene (TATB). Three

impact speeds, 0.5 km s−1, 1.0 km s−1 and 2.0 km s−1, were used to generate the

shocks. These impact conditions are expected to yield collapse mechanisms ranging

from predominantly visco-plastic to hydrodynamic. For the MD studies, three crys-

tal orientations (relative to shock-propagation direction) were examined that span

the limiting cases with respect to the crystalline anisotropy in TATB. An isotropic
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constitutive model was used for the continuum simulations, thus crystal anisotropy

is absent. The evolution of spatio-temporally resolved quantities during collapse are

reported including local pressure, temperature, pore size and shape, and material

flow. Multiple models for the melting curve and specific heat were studied. Within

the isotropic elastic/perfectly-plastic continuum framework and for the range of im-

pact conditions studied, the specific heat and melting curve sub-models are shown to

have modest effects on the continuum hotspot predictions in the present inert calcu-

lation. Treating the MD predictions as ‘ground truth’, albeit with a classical rather

than quantum-like heat capacity, it is clear that—at a minimum—extension of the

constitutive model to account for crystal plasticity and anisotropic strength will be

required for a high-fidelity continuum description.

2.2 Introduction

Detonation initiation in plastic-bonded explosives (PBXs) is a complex phenomenon

involving the interplay among microstructure, mechanics, and chemistry. PBX mate-

rials are microscopically heterogeneous, highly filled (>90% w/w) polymer compos-

ites. The filler consists of high-explosive (HE) crystallites with irregular shapes and

orientations, and a range of particle sizes that often exceeds three orders of magnitude

from roughly (0.1 mm)3 to 1 µm3 and possibly much smaller. The energetic crystals

are embedded in a continuous-phase polymeric binder matrix that confers mechan-

ical stability and partially mediates the sensitivity. The crystals are elastically soft

but plastically brittle, and often exhibit substantial thermo-mechanical anisotropy

and internal defect structures such as chemical impurities, dislocations and twins,

empty or filled pores, and fracture surfaces. The binder is a visco-elastic/plastic

fluid under standard ambient conditions. The composite is rife with crystal-binder,
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crystal-crystal, and (crystal or binder)-pore interfaces as well as those associated with

the intra-crystalline defect structures. The size of a representative volume element

(RVE) of a PBX material, for purposes of shock initiation, is of the order of a few

mm3. Such an RVE contains a heterogeneous mixture of crystals and binder that,

with appropriate homogenization, can be modeled as a continuum. For point of ref-

erence, using the unit cell of β-HMX as an example, a cube of crystal with a 1 mm

edge length would contain O(1020) atoms.

When a shock wave interacts with a PBX material, complex wave interactions

result due to scattering of the shock at interfaces. This complexity is compounded

by the intrinsic mechanical and failure response of the PBX constituents and the

interfaces among them. Collectively, these processes lead to highly heterogeneous

distributions of local temperature, stress, strain, and strain rate within the PBX

structure. Spatially localized regions of high pressure and temperature, corresponding

to the tails of the distributions, are known as hotspots. For those hotspots with

sufficiently high temperature and pressure, the endothermic primary reactions will

be followed quickly by fast, strongly exothermic ones and local ignition will occur.

Beyond some critical surface in the hotspot size and temperature space,117–120 the

rate of energy release due to chemistry will overcome thermal dissipation, leading to

sustained reactions that yield small-molecule products. This causes emission of stress

and thermal pulses into the surrounding material, enhancing the spread of chemistry.

If the spatial density of such violent hotspot ignition sites is sufficiently high, they will

interact constructively with the shock wave and detonation initiation will commence.

The emergence of a detonation front in a PBX involves a complicated multi-

physics, multiscale interplay among physical and chemical processes at spatial scales

ranging from Ångstroms to O(100 µm) with associated time scales extending from

femtoseconds to microseconds. A robust and reliable capability for predicting deto-
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nation initiation must therefore first identify and then characterize and incorporate

both the salient underlying physics and chemistry as well as the grain-scale composi-

tion and morphology of the material. That is, predictive models for the response of

PBX materials to shocks are intrinsically multiscale and must be both meso-informed

and microstructurally aware.

Multiscale models usually fall into two broad categories: sequential and concur-

rent. In sequential approaches, which are relatively common and practically feasible

to employ, information obtained using simulations at shorter length/time scales are

used to guide the formulation and/or parameterization of physics or chemistry sub-

models required at larger scales. For example, important physical properties—such

as the elastic tensor, specific heat, melting curve, transport coefficients, and chemi-

cal reaction rates—can be calculated as functions of temperature and pressure using

molecular dynamics or electronic structure (“quantum chemistry”) calculations and

used directly to parameterize mesoscale continuum models. Wherever possible, fun-

damental information from experiment is also used. For energetic materials, this

sequential approach is most commonly used for multiscale model development.121–132

In concurrent approaches, multiple methods are applied simultaneously, in real

time and on-the-fly, to ‘seamlessly’ integrate information from a smaller-spatial-scale,

more fundamental method into a larger/more engineering-oriented simulation. An

obvious target for such approaches is to use fundamental methods to simulate the

physics and chemistry in regions of a sample where the state of the system is evolving

quickly and with a high degree of spatial localization, essentially discontinuously on

the scale of a continuum simulation. During detonation initiation, such regions would

likely be closely associated with interfaces, whether between materials or at pore sur-

faces. Clearly, such approaches face severe challenges, due to the numerical stiffness of

the equations that must be solved: The time step in an all-atom MD simulation that
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fully resolves the atomic motions, as would be required for simulations of chemistry,

is set by the vibrational period of the highest frequency oscillators in the system (i.e.,

X-H covalent bonds, where X = C, N, O) and is approximately 10−16 s. By contrast,

the time step in a continuum simulation is set by the Courant-Friedrichs-Lewy (CFL)

condition for transmission of a wave across a cell in the computational domain and,

even in the case of a highly resolved simulation with a cell edge length on the order

of a nanometer, is approximately 10−12 s. In practical engineering simulations, with

a cell edge length of '100 nm, the time step is correspondingly larger, exacerbating

the difficulty of the approach. Although applications of concurrent methods would

seem to be within reach as a means of elucidating the physics, we are unaware of

applications of truly concurrent approaches to energetic materials that can predict

macroscale responses in a multiscale framework. Moreover, given the large volume

fraction corresponding to material interfaces in a PBX, and the fact that the regions

of interest would shift substantially in the sample during the overall physical and

chemical disintegration of the microstructure that accompanies initiation, system-

scale application of concurrent methods to energetic materials is not practical at the

present time.

Multiscale approaches that fall between fully sequential and fully concurrent exist

and appear to be promising if formulated within an agile computational framework.

An example of this is the Local Interpretable Model-agnostic Explanations (LIME)

approach due to Barnes et al.133–135 Those authors combined dissipative particle

dynamics (DPD) with a Lagrangian continuum approach to simulate a Taylor impact

of a sample of RDX onto a stationary platen.136–138 The DPD model is a coarse-grain

particle method that Barnes et al. calibrated separately against atomistic simulations.

Starting from an EOS model that was known over limited intervals of thermodynamic

space, the DPD model was used to calculate new EOS points, on the fly, whenever
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the continuum simulation accessed regions of state space for which information was

unavailable. The new information was then added to the EOS table.136–138 Thus, as

the overall simulation progressed, the amount of computational work associated with

DPD sub-cycling decreased.

Independent of which type of multiscale method is employed, predictive models for

PBXs must include descriptions at the nano, micro, and macro scales that accurately

represent the critical physics at each scale, with appropriate filtering that passes suc-

cessively less detailed information between successively larger scales. Calculations

at each scale with the desired levels of accuracy and precision are computationally

intense. For example, for a truly descriptive MD calculation of energetic crystals,

current state-of-the-art computer hardware restricts the model size and times to the

submicron and nanosecond regime. It is not, at this time, possible to fully resolve

the molecular dynamics of crystals that are commonly seen in PBXs, that is, in the

micron size range. Furthermore, fully three-dimensional (3D) simulations of crys-

tals containing small but realistic defects are only on the verge of being feasible;

accordingly, most MD studies are restricted to very small 3D samples or quasi-2D

calculations in which the sample is ‘large’ in two dimensions but quite small in the

third. On the other hand, at the mesoscale where hotspot initiation and growth must

be modeled, continuum studies have shown139 that pores must be resolved using

several hundred grid points across the diameter to obtain reliable hotspot charac-

teristics. While doable,140,141 3D continuum calculations are sufficiently expensive

that production runs to characterize behavior across a range of loading regimes, pore

sizes, and material morphologies will remain out of reach for the next few years. Fur-

thermore, accurate simulations of fields of pores, anisotropic materials, description of

rate-dependent material response, damage, fracture, and other complex physics that

are inherent in PBXs under shock loading have been explored by various researchers
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but are limited in terms of regime and model fidelity.142–148 Thus, accurate MD and

continuum calculations of hotspot formation are still active areas of research. They

are not yet run-of-the-mill simulations that can be performed routinely as part of a

multiscale calculation. The models are too uncertain, and both fundamental physics

and practical computational challenges remain.

The clearest case where the state-of-the-art has begun to solidify in the past

decade is the treatment of the collapse of a single pore or small array of pores in

an energetic solid. Well-resolved simulations of the dynamics of such systems have

been performed by several groups.119,139,141,149–151 Even for this limited case, however,

benchmarking calculations—even for the relatively benign case of an inert treatment

of the energetic material—is not straightforward. Experiments on isolated pore col-

lapse have yet provided data on important quantitative measures, such as the very

important (from a hotspot-model perspective) post-collapse temperature. An alter-

native approach to establishing the correctness of limitations of continuum models of

pore-collapse induced hotspot formation is to perform MD simulations and to treat

the latter as “ground truth”. Some previous work has attempted such continuum-MD

comparisons. The study most similar in spirit to the present one is due to Wood et

al.,128 who presented side-by-side reactive MD and Eulerian (CTH) simulations of

shock-induced pore collapse and chemistry in hexanitrostilbene (HNS). Their calcu-

lations for HNS showed significant differences in the calculated pore shapes during

collapse as well as the hotspot temperatures.

Using MD as “ground truth” to benchmark mesoscale calculations of pore collapse

is not without its pitfalls. Whereas MD simulations must rely on the best available

interatomic potentials, continuum mesoscale pore-collapse simulations must rely on

best available material models and parameterizations that can be found in the liter-

ature. For a head-to-head comparison between MD and mesoscale simulations, the
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physical domain size studied must be the same (e.g., pore diameters of tens of nm)

and the boundary conditions must be treated in a functionally equivalent fashion.

Anisotropy emerges naturally in MD calculations as a consequence of the molecular

structure and interatomic forces but must be explicitly modeled in the continuum

simulations; such anisotropic continuum models are just now emerging and are ex-

pensive to perform relative to isotropic cases. For large, continuum-compatible pore

sizes—that is, tens of nanometers in diameter—3D simulations in MD are computa-

tionally too burdensome to be routine. Also, critically, it must be understood that

MD simulations, even so-called ‘quantum MD’ simulations wherein the forces are ob-

tained directly from an electronic-structure calculation rather than from a calibrated

empirical-form force field, are inherently classical in nature. Tunneling, delocalization

of light atoms, zero-point energy, and other quantum effects are absent. Of particular

relevance to shock wave simulations, the specific heat in a MD shock simulation is

constant (essentially the classical law of Dulong and Petit) whereas in reality (i.e.,

quantum mechanically) it is a strong function of temperature for molecular materials

over the range of temperatures relevant to detonation initiation—zero at 0 K and

only approaching the classical limit for temperatures in excess of roughly 1000 K. A

consequence is that MD predictions of shock temperature will be lower than it would

be obtained in an ‘equivalent’ quantum-mechanical simulation or in reality. Because

chemical reaction rates increase approximately exponentially with temperature, this

discrepancy between classical and quantum pictures needs to be interpreted carefully.

(Here we partially address it by using a MD force field for which chemistry does not

occur and by not including chemistry in the continuum description. That is, we focus

solely on the thermo-mechanical response.)

For the reasons just discussed, head-to-head comparisons between MD and con-

tinuum mechanics still have to compromise on the fidelity of the material description,
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2D or quasi-2D system size and shape, isotropic assumptions, and so on. A true

head-to-head comparison remains elusive yet highly desirable. The present study

describes a step in that direction. The material chosen for study is 1,3,5-triamino-

2,4,6-trinitrobenzene (TATB), which is among the more challenging molecules in the

context of a direct MD-continuum comparison, for reasons we now explain.

TATB is a remarkably insensitive secondary high explosive.152,153 The TATB

molecule consists of a central benzene ring bonded with alternating amino (-NH2)

and nitro (-NO2) groups. Despite the steric crowding of the pendent -NH2 and -NO2

groups, the molecule is planar due to the combined effects of push-pull electronic

interactions and intramolecular hydrogen bonding between amino and nitro groups on

adjacent carbon atoms.154 In the crystal, individual TATB molecules pack into planar

sheets, with a hexagonal-like arrangement of molecules and extensive intermolecular

hydrogen bonding. These sheets stack into weakly interacting ‘graphitic-like’ layers

that interact mainly through van der Waals forces. The crystal is triclinic with two

molecules per unit cell. The structure of the crystal is strongly anisotropic and this

is reflected in pronounced anisotropy for many of the thermal,36,37,39–41,43,44,155–159

mechanical,38,42,86,91,106,160–164 and optical properties.85

TATB is particularly useful for mesoscale model development. From the MD per-

spective, it is among the most anisotropic organic molecular crystal structures known;

and because the crystal is triclinic—the most general crystal symmetry class—methods

suitable for the simulations and analysis of TATB should be capable of treating other

energetic molecular crystals such as HMX, RDX, and PETN as successively sim-

pler (i.e., higher symmetry) special cases. From the mesoscale perspective, what is

known about the elastic and plastic behavior of the crystal strongly suggests that

accurate simulations of the single-crystal response to dynamic loading will require

the use of thermo-mechanically complete and detailed descriptions of the equation of
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state (EOS) and constitutive behavior, including crystal plasticity. Therefore, TATB

provides a good testbed for assessing the ability of standard continuum treatments

of pore collapse to capture the full range of phenomena that are observed in ‘ground

truth’ MD studies.

Here, we report comparisons between MD and continuum predictions of shock-

induced pore collapse in crystalline TATB. The simulations were performed indepen-

dently but using (almost exactly) same system size, geometry, and impact conditions.

We discuss the differences between the MD and continuum results with the goal of

identifying particular aspects of the continuum models most urgently require im-

provements to bring the continuum predictions into closer agreement with the MD.

All continuum calculations were performed by Prof. Udaykumar’s group at University

of Iowa.

The MD and continuum methods and models used are described in Sec. 2.3.

Results are presented in Sec. 2.4; namely, head-to-head MD/continuum comparisons

in Sec. 2.4.1, an MD study of the effects of crystal orientation in Sec. 2.4.2, and a

study of the sensitivity of the continuum predictions to the models used to treat the

specific heat and the melt curve in Sec. 2.4.3. Additional discussion and suggestions

for future work are provided in Sec. 2.5. Concluding comments are given in Sec. 2.6.

2.3 Methods

The computational setup, shown in Figure 2.1, is a 150 nm × 150 nm 2D or quasi-

2D domain containing a 50 nm diameter pore at the center. The pore and domain

sizes are sufficiently small to make MD calculations feasible while also ensuring that

the continuum description still holds. The impact speeds studied are 0.5 km s−1,

1.0 km s−1, and 2.0 km s−1. These span relatively weak loads for which material
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strength is likely to play a role to strong loads for which inertia overwhelms strength.

Below, MD and continuum simulations will be compared for calculated evolution of

pore shapes, pressure, stress, and temperature fields over this range of flow conditions.

For a head-to-head comparison, postprocessing of the MD and continuum results

is necessary to juxtapose them meaningfully and on an equal footing. To accomplish

this, MD information residing on the particles (atoms) will be converted to field-based

quantities with (essentially) the same spatial resolution as in the continuum simula-

tions. The MD simulations are performed for three different crystal orientations. The

isotropic continuum model is constructed using material descriptions that are based

on MD calculations for TATB40,44 and the resulting pore-collapse predictions will

be evaluated against the MD results. Multiple models for the melting temperature

and specific heat are investigated using the continuum simulations due to expected

sensitivity of the predictions to them and/or large uncertainties among published

fundamental data.

The specifics of the MD and continuum methods are described in Secs. 2.3.1 and

2.3.2, respectively.

2.3.1 Molecular dynamics models

2.3.1.1 Force-field model

The all-atom, nonreactive, fully flexible force field originally due to Bedrov et al.86 and

later refined by Kroonblawd and Sewell36 and Mathew et al.39 was used for the MD

simulations. In the Bedrov et al. force field, terms for covalent bonds, three-center

bends, and improper dihedrals are modeled using harmonic functions and dihedral

interactions are approximated using truncated cosine series. Here, all N-H covalent

bonds were constrained to the equilibrium distance using the RATTLE algorithm.165
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Figure 2.1: Geometric setups for the MD and continuum simulations. For the MD
simulations (panel (a)), a reverse-ballistic configuration was used in which the sample
impacts a rigid, stationary piston at the bottom of the sample. Periodic boundary
conditions (PBCs) are applied in all directions. The thin vertical strip spanning
the pore denotes the region of material studied using time-position (t-z) diagrams
(discussed in Figure 2.3) and temperature time histories at particular locations along
the pore centerline (discussed in Figure 2.12). The outsets at the bottom are zoom-in
views that depict the three crystal orientations studied using MD. For the continuum
simulations (panel (b)), a constant-velocity piston impacts the sample from below.
(The MD and continuum results are relatable by a simple Galilean transformation.)
The continuum domain consists of a horizontal array of three identical sub-samples,
each the same size as the MD domain, designed to minimize reflection effects from
the domain boundary and better emulate the effects of the PBCs used in the MD.
The vertically arranged red dots denote a set of Lagrangian tracer particles embedded
in the sample for the purpose of generating the t-z diagrams and temperature time
histories mentioned above.
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Non-bonded interactions between atoms belonging to different molecules are mod-

eled using the Buckingham-plus-Coulomb form (exp-6-1). Non-bonded interactions

between atoms within a given molecule are neglected, with the exception of a short-

range repulsion introduced by Mathew et al. that acts between O and H atoms on

adjacent pendent groups. The very-short-range non-bonded repulsion described by

Bedrov et al. was used to prevent ‘overtopping’ of the exp-6-1 potential at very short

distances. (The exp-6-1 potential exhibits a maximum for distances of approximately

1 Å then diverges to negative infinity, with concomitant divergence of the forces, for

shorter distances. This non-physical artifact of the functional form is remedied by

inclusion of the very-short-range repulsion.) Non-bonded interactions were computed

in real space up to an 11 Å cutoff using the Wolf summation method.166 Three-

dimensional periodic boundary conditions (PBCs) were applied. The method by

which the short-range non-bonded repulsion was implemented in LAMMPS, includ-

ing an input deck, is described in Appendix I and II. Comparisons of atomic forces

calculated using the PPPM and Wolf method are dicussed in Appendix III.

2.3.1.2 Simulation cell setup and equilibration

Simulation cells for three crystal orientations, spanning the limiting cases that cor-

respond to shocks propagating exactly perpendicular (θ ≡ 0) and exactly parallel

(θ ≡ 90◦) to the surface-normal vector of the layers in the TATB crystal structure,

were constructed using the Generalized Crystal-Cutting Method (GCCM) developed

by Kroonblawd et al.70 The intermediate orientation corresponds to shock orienta-

tion θ = 45◦. The angle θ is defined as that between crystallographic lattice vector

a (which lies within the crystal layers) and the shock direction S. The shock di-

rection was constrained to lie within the plane defined by lattice vector a and the

basal-plane normal vector N(001) = a × b. Generalized unit cells for the three cases
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were constructed under the constraint that they be approximately orthorhombic and

have a simulation-cell-face normal vector parallel to S. These generalized unit cells,

which were constructed based on the (300 K, 1 atm) unit cell lattice parameters for

the crystal as predicted by the force field, were replicated in 3D space to yield pri-

mary simulations cells (samples) with edge lengths of approximately 150 nm along

two directions and ≈3.5 nm in the third (thin) direction; that is, quasi-2D primary

simulation domains.

Figure 2.1(a) depicts the overall MD simulation setup. It also contains zoom-in

views of the three crystal orientations, including a segment of the pore surface in each

case. A cylindrical pore with initial diameter 50 nm is located at the center of the

sample with the cylinder axis of the pore parallel to the thin direction of the primary

simulation cell. The samples contained 303,024, 272,594, and 328,076 molecules for

θ = 0, 45◦, and 90◦, respectively. The samples were rotated such that S is always

parallel to +z in the Cartesian lab frame. In this arrangement shocks propagate

vertically upward. A 10.0 nm vacuum region was introduced along z at the “tops” of

the samples to eliminate electrostatic interactions across the periodic boundaries.

All MD simulations were performed using the LAMMPS code.77,78 System geome-

tries were first energy minimized using the FIRE method167 with a 0.25 fs timestep.

The minimization was performed with 0.0 tolerance for both energy and force, and 200

and 2000 as the maximum numbers of iterations and evaluations. Isochoric-isothermal

(NVT) and isochoric-isoenergetic (NVE) trajectories were calculated using the veloc-

ity Verlet integrator74 with 0.25 fs and 0.20 fs time steps, respectively. Starting from

the three GCCM-generated samples, each system was equilibrated to T = 300 K us-

ing a two-stage process. First, a 1.3 ps NVE simulation was performed during which

temperature was computed every 10 fs and the atomic velocities re-scaled to 300 K

if |T (t) − 300 K| > 10 K, with selection of completely new atomic velocities from
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the Maxwell distribution every 100 fs. This was followed by 5 ps of NVT integration

using the Nosé-Hoover thermostat168,169 with the thermostat coupling parameter set

to 100 fs.

2.3.1.3 MD shock simulations

Shocks were generated using a reverse-ballistic configuration80 in which a fully flex-

ible TATB sample impacts a rigid, infinitely massive piston of the same material.

Specifically, starting from the final phase space point from the end of the NVT equi-

libration, all molecules with center-of-mass positions within 20 Å of the “bottom” of

a given sample (z = 0) were assigned to the piston. Their velocities were set to, and

maintained at, zero for the rest of the simulation. The velocity vectors up = (0, 0,

-0.5 km s−1), (0, 0, -1.0 km s−1), or (0, 0, -2.0 km s−1) were added to the instan-

taneous thermal velocities of atoms in the flexible region for a given sample, thus

completing the specification of initial conditions for the NVE production simulations.

The approach just described results in a supported shock wave traveling with velocity

uw parallel to the z-axis in the lab frame. Because of the inflow of material into the

shock front in the reverse-ballistic configuration, the shock velocity is us = uw + |up|.

The simulation for a given crystal orientation and impact speed was continued at least

until the lead shock wave reached the free surface at the top of the sample (25 ps

– 50 ps, depending on the orientation and impact strength). The atomic Cartesian

positions, velocities, and stress tensor components were recorded every 100 fs during

the NVE production simulations.
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2.3.1.4 Trajectory analysis

Two-dimensional maps of system properties were calculated by subdividing the simu-

lation domain into a set of contiguous bins. The bins, which are stationary in the lab

frame and are Eulerian in the sense that material flows through them as simulation

proceeds, are approximately square (edge length ≈1.25 nm) in the large directions

of the simulation cell and extend all the way through the depth of the material in

the thin direction (≈3.5 nm). A molecular basis was used throughout wherein entire

molecules were assigned to a bin based on their center-of-mass positions, with all

atoms belonging to a given molecule assigned to that same bin.

In addition to calculating 2D property maps across the entire domain at selected

instants of time, time-position (t-z) diagrams were calculated for a thin strip of ma-

terial oriented parallel to the shock direction and centered on the vertical centerline

(diameter) of the initial pore; see Figure 2.1(a). The t-z diagrams depict the time

evolution of material in the strip as a function of location along the length of the

strip. Properties studied using the t-z diagrams include the kinetic temperature T

(i.e., local kinetic energy density expressed in temperature units) and the pressure

tensor component Pzz parallel to the shock direction.

The area (more precisely, volume in quasi-2D) of the pore, Apore, was calculated as

a function of time during collapse as the product of the number of empty Eulerian bins

in the vicinity of the pore and the area (volume) of an individual bin. For simplicity,

the occupancy of a given bin is defined in binary fashion; it is unity if one or more

molecules is present and zero otherwise. The results for this quantity were presented

in dimensionless units Apore(t/t
∗)/A0 vs. t/t∗, where A0 is the initial pore area, t is

physical time, and t∗ = D/us, where D = 50 nm and us is the bulk shock speed for

a given crystal orientation and impact strength. (Table 2.1 lists the calculated shock

speeds for each impact velocity for both the MD and continuum models; the velocities
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Shock load MD (0◦) MD (45◦) MD (90◦) Continuum

2.0 km s−1 6.2316 km s−1 6.3225 km s−1 7.0215 km s−1 6.6589 km s−1

1.0 km s−1 6.0617 km s−1 4.8178 km s−1 5.4656 km s−1 4.9769 km s−1

0.5 km s−1 6.1367 km s−1 4.3917 km s−1 4.3694 km s−1 4.0727 km s−1

Table 2.1: Shock speeds from the MD and continuum simulations.

in the MD model depend on the crystal orientation.) The physical significance of t∗

is that it defines the time required for a shock in bulk crystal to traverse a length of

material equal to the initial pore diameter. As such, it calibrates an internal clock

against which the speed of collapse can be sensibly regarded as relatively fast or slow.

In the case of a strong shock for which pore collapse is dominated by hydrodynamic-

like flow, the scaled time required for pore collapse will be close to unity; whereas, for

weaker shocks for which visco-plastic effects are dominant, the scaled time required for

collapse will be greater than unity and will increase as the shock strength is decreased.

The shock speed required was determined independently for each crystal orientation

and impact speed, for material located between the piston and pore but ‘far’ away

from both, using methods that have been described elsewhere.47,80,112

Specific equations used to compute the various other properties used for the MD

analysis are described elsewhere.47,50,56,112

2.3.2 Continuum models

High-resolution continuum calculations of pore collapse were performed for a compu-

tational setup almost identical to the MD using the SCIMITAR3D code.170–172 The

continuum model is described below.
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2.3.2.1 Governing equations and constitutive relations

The set of hyperbolic conservation laws including the conservation of mass, momen-

tum, and energy are solved:171

∂ρ

∂t
+ div(ρũ) = 0 (2.1)

∂ρ~u

∂t
+div (ρ~u⊗~u−σ) = 0 (2.2)

∂ρe

∂t
+div (ρe~u−σ~u) = 0, (2.3)

where ρ is density, u is particle velocity, and e is internal energy.

The stress tensor is composed of deviatoric term S and hydrostatic pressure P,

σ = S− PI, (2.4)

where I denotes the identity matrix. The deviatoric term is evolved using a Prandtl-

Reuss formulation:

∂ρS

∂t
+div (ρ~uS) +

2

3
ρGtr(D)I− 2ρGD= 0, (2.5)

where D and G denote strain rate and shear modulus, respectively. As described

in previous work,171 the evolution of the deviatoric stress first assumes a pure elastic

deformation (i.e., freezing the plastic flow) as a predictor step followed by a correction

step to remap the predicted stress onto a yield surface by a radial return algorithm.173

The Johnson-Cook flow rule is employed, but perfect plasticity is currently assumed.

The yield surface is defined as
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f = Se−σY (2.6)

and

Se =

√
3

2
S · S, (2.7)

where the yield strength σY is set to a constant174 for TATB. This limits the continuum

calculations to an isotropic elastic-perfectly plastic model.

2.3.2.2 Equations of state

To capture the shock-induced high pressure the present work employs the Mie-Grüneisen

EOS for TATB:175

P =PC (V) +
γ

V
[e− eC (V)] , (2.8)

where γ is the Grüneisen coefficient and V is specific volume. The pressure PC on

the cold curve is fit to a Birch-Murnaghan EOS176

PC(V) =
3

2
K0

[
(V/V0)

−7/3 − (V/V0)
−5/3]{1 +

3

4
(K

′

0 − 4)
[
(V/V0)

−2/3 − 1
]}

,

(2.9)

where the coefficients K0 and K
′
0 are the calibrated isothermal bulk modulus and

its pressure derivative,88,117 respectively, and V0 is a reference volume. The internal

energy corresponding to the isothermal state is obtained from

eC (V) =eo −
∫ V

V0

PC (V) dV, (2.10)
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where eo is a reference internal energy. The Grüneisen coefficient is defined with

respect to density,

γ (V) = a + b (V/Vo) , (2.11)

and the coefficients a and b are calculated from the calibration factor Z177 and zero-

pressure Grüneisen parameter γo:
174

a =γo+Z (2.12)

b = −Z. (2.13)

The temperature is obtained from

T (V, e) =To (V/Vo)
γo +

e−eC (V)

Cv

, (2.14)

where To is the reference temperature (298 K) and Cv is isochoric specific heat. The

constitutive properties used are collected in Table 2.2.

Three different models for the melting curve and two for the specific heat were

taken or adapted from the literature to enable assessment of the effects of these on the

predictions. The melt curve and specific heat models are described in the following

subsection.

2.3.2.3 Models for the melt curve and specific heat

Melting was treated using three different models, to reflect the variation of published

TATB melting-point data. One model is a pressure-dependent melt curve obtained

from recent MD simulations due to Mathew et al.,44 which was obtained using es-
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Parameter Value

Density (ρo) 1900 kg m−3 (174)

Yield strength (σγ) 0.1 GPa174

Shear modulus (G) 7 GPa174

Grüneisen parameter (γo) 0.8168177

Ko 17.1 GPa88

K ′o 8.188

A 1.1261

B 0.3093

Table 2.2: Constitutive properties used in the continuum simulations.

sentially the same force field as employed here. In this case, the melt curve is given

by

Tm(P) =

(
P + 6.4808

1.6276×10−7

)1/2.5892

, (2.15)

where P is the pressure expressed in kbar. The MD-based melt curve was only calcu-

lated up to 2 GPa. Thus, melting temperatures for higher pressures were obtained by

extrapolation of the fitting form. The other two models correspond to constant (i.e.,

pressure-independent), but different, melting points—623 K174 and 735 K173—as de-

termined from independent determinations of the normal melting point. In all cases,

the material strength falls to zero for temperatures above the melting point. These

three models for melting are shown in Figure 2.2(a).

Two qualitatively different specific-heat models were studied. The first is a temperature-

independent, ‘classical’ specific heat corresponding to that in the MD simulations. In

48



Figure 2.2: Models for melting temperature and specific heat used in the continuum
simulations. (a) Melting temperature models. The red and blue lines correspond to
TATB normal melting temperatures taken from the literature. The black curve is a
pressure-dependent melting curve obtained from MD. In the continuum simulations
the material strength goes to zero wherever the temperature exceeds the melting tem-
perature. (b) Specific-heat models used in the continuum simulations. The solid red
line is the classical (temperature-independent) specific heat corresponding to, and
used for comparisons with, the MD simulations. It takes into account the six con-
strained N-H covalent bonds per TATB molecule in the MD. The black curve is a
more realistic, temperature-dependent model based on quantum mechanical princi-
ples. The non-zero specific heat value at T = 0 follows from the assumption that
molecular center-of-mass translations and librations about lattice sites in the crystal
are practically classical at all temperatures. The quantum-based specific heat at high
T is larger than the classical value because it takes into account the N-H oscillators,
which are constrained in the MD simulations and therefore do not contribute to the
classical specific heat.
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this model, which is based on the classical equipartition theorem, each oscillator in the

system contributes kB to the heat capacity, where kB is the Boltzmann constant. For

a fully flexible molecular crystal composed of molecules containing N atoms apiece,

each molecule contributes 3N oscillators and thus, because N = 24 for TATB, the

specific heat per molecule is 72kB, which would correspond to the Dulong and Petit

classical result. However, because in the present MD simulations all six N-H covalent

bonds per molecule are constrained to constant values, those bonds do not contribute

to the oscillator count, and the heat capacity per molecule is reduced from 72NkB

to 66NkB. The horizontal solid line in Figure 2.2(b) depicts this value, expressed

in SI units, which is the one used for the head-to-head MD/continuum comparisons

discussed in Sec. 2.4.1.

The second model for the specific heat takes into account the quantum-mechanical

temperature dependence of that quantity, which is not captured in standard MD sim-

ulations. Based on a quantum chemistry calculation of the vibrational frequencies for

an isolated TATB molecule, Kroonblawd et al.40 calculated the temperature depen-

dence of the specific heat per molecule, neglecting the three-apiece local translations

and rotations of/about the molecular center-of-mass at a lattice site, and modelled it

as a sum to two Einstein oscillators. Under the reasonable assumption that these six

‘external oscillators’ in the crystal would be classically populated (i.e., in the high-

temperature limit of quantum mechanics) even at very low temperatures, the final

form used here for the temperature-dependent specific heat of the crystal is:

Cv (T) =A1

(
θ1
T

)2
e−

θ1
T(

e−
θ1
T − 1

)2 + A2

(
θ2
T

)2
e−

θ2
T(

e−
θ2
T − 1

)2 + B (2.16)

where A1, A2, θ1, and θ2 are fitting coefficients due to Kroonblawd et al. The quantity

B = 6kB is a constant offset that was added per molecule to account for the external
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Parameter Value

A1 6.617481× 10−22 J K−1 mol−1

A2 2.65277× 10−22 J K−1 mol−1

θ1 803.186 K

θ2 3088.48 K

B 8.286× 10−23 J K−1 mol−1

Table 2.3: Parameters for the temperature-dependent specific heat model (Eq. 2.16).

molecular degrees of freedom just discussed. The resulting model for the temperature-

dependent specific heat is shown as the curve in Figure 2.2(b). Note that the classical

and quantum-based results differ asymptotically due to the need to account for the

six constrained N-H bonds per molecule in the MD simulations. The values of all

parameters in Eq. 2.16 are listed in Table 2.3.

2.3.2.4 Numerical implementation and simulation setup

The continuum simulations were performed using a third-order accurate Essentially

Non-Oscillatory (ENO) scheme178 for the spatial derivatives in the governing equa-

tions. Time-stepping was accomplished using a 3rd-order Runge-Kutta time inte-

gration. A modified ghost fluid method178 and narrow-band level set scheme179 were

employed to handle the large deformation of interfaces, including collapse of the pore,

in a sharp manner. Further details and validation exercises pertaining to the numer-

ical schemes in SCIMITAR3D are available in the literature.139,140,170,180

Figure 2.1(b) shows the overall setup for the continuum simulations. To emulate

the periodic boundary conditions used in the MD simulations, the overall compu-
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tational domain consists of three contiguous, pore-containing ‘unit cells’ arranged

side-by-side in the domain. Data were collected and displayed for the central pore

only. A uniform, square Cartesian grid of edge length 0.1 nm was used, leading to 500

points across the diameter of the undeformed pore. The bottom boundary was fixed

so that the shock load Ps emulates planar flyer-plate impact. All other boundaries

were open to flow. To extract data at various instants, 61 observation points were lo-

cated along the vertical centerline of pore as shown in Figure 2.1(b) (red dotted line).

Time histories for pressure and temperature were captured in an Eulerian manner,

that is, at the fixed probe points shown.

Note that whereas the MD simulations were performed using a reverse-ballistic

impact configuration, the continuum simulations were performed using a constant-

velocity flyer plate that impacts the initially stationary sample. In presenting the

results, therefore, appropriate Galilean transformations were applied to the contin-

uum results where required to enable direct MD/continuum comparisons. All other

simulation conditions and corresponding results were designed to minimize, to the

extent possible, differences between the MD and continuum simulations and their

analyses.

2.4 Results

The results are organized as follows. Section 2.4.1 presents comparisons between MD

and continuum predictions for three different shock strengths. The MD results are for

crystal orientation of θ = 45◦, for which the shock direction S forms an angle of 45◦

relative to the surface-normal vector of the molecular layers in the unshocked crystal.

The continuum simulations in Sec. 2.4.1 were performed using (1) the constant specific

heat shown in Figure 2.2 that corresponds exactly to that in the MD simulation and
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(2) the melt curve obtained in a previous MD study by Mathew et al.44

Section 2.4.2 contains a MD study on the sensitivity of the pore collapse mecha-

nism for the three different crystal orientations. Section 2.4.3 contains a sensitivity

study of the continuum predictions with respect to the models used for the specific

heat and the melting curve.

2.4.1 Head-to-head comparisons between MD and contin-
uum predictions

Figures 2.3 – 2.7 contain the results of the head-to-head comparisons between the MD

and continuum predictions. Figure 2.3 shows, for all three impact speeds, t-z diagrams

for the temperature and pressure (longitudinal pressure tensor component Pzz in the

case of MD) for the thin strip of material along the vertical centerline of the pore

as depicted in Figure 2.1. Figures 2.4 – 2.6 contain, for the 2.0 km s−1, 1.0 km s−1,

and 0.5 km s−1 impacts, respectively, 2D maps of temperature and pressure in the

samples at selected instants during pore collapse. Figure 2.7 contains, for all three

impact speeds, plots of scaled pore area vs. scaled time during collapse; and, for

impact speeds of 2.0 km s−1 and 1.0 km s−1, temperature distributions after pore

closure. In all cases except Figure 2.7(a), for which they appear in the same graph,

MD results in Figures 2.3 – 2.7 appear directly above the corresponding continuum

predictions. Abscissa and ordinate ranges are the same for a given MD/continuum

comparison.

The t-z diagrams for all three impact speeds are discussed in Sec. 2.4.1.1. 2D

maps of temperature and pressure are discussed, for successively lower impact speeds,

in Secs. 2.4.1.2, 2.4.1.3, and 2.4.1.4. Pore-collapse time histories and temperature

distributions after pore closure are discussed in Sec. 2.4.1.5.
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Figure 2.3: Time-position (t-z) diagrams for (a)-(f) temperature and (g)-(l) pressure,
calculated for a thin strip of material along the vertical axis of the pore and parallel to
the shock direction; see Figure 2.1. Panels (a)-(c) and (g)-(i) are MD results; panels
(d)-(f) and (j)-(l) are the corresponding continuum results. From left to right, the
columns correspond to impact speeds of 2.0 km s−1, 1.0 km s−1, and 0.5 km s−1. The
time axis and color bars differ from one condition to the next but are consistent for a
given MD/continuum comparison. The MD simulations shown here and in Figures 2.4
– 2.7 were performed for the case θ = 45◦, for which the shock impacts the sample
at an angle of 45◦ relative to the surface-normal vector of the molecular layers in the
unshocked crystal.
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Figure 2.4: 2D spatial maps of (a)-(f) temperature and (g)-(l) pressure at three
instants of time for the 2.0 km s−1 impact. Panels (a)-(c) and (g)-(i) are MD results,
all for the case θ = 45◦; panels (d)-(f) and (j)-(l) are the corresponding continuum
results. From left to right, the columns correspond to t = 15.0 ps, 18.0 ps, and
21.0 ps.
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Figure 2.5: As in Figure 2.4 but for the 1.0 km s−1 impact. From left to right, the
columns correspond to t = 25.5 ps, 28.5 ps, and 31.5 ps.
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Figure 2.6: As in Figures 2.4 and 2.5 but for the 0.5 km s−1 impact. From left to
right, the columns correspond to t = 37.5 ps, 40.5 ps, and 43.5 ps.
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Figure 2.7: (a) Comparisons of scaled pore area Apore(t)/A0 vs. scaled time t/t∗

for the MD and continuum simulations, shown parametrically as functions of impact
speed. Solid and dotted curves are for MD and continuum mechanics, respectively.
Black, blue, and red curves are for impact speeds of 2.0 km s−1, 1.0 km s−1, and
0.5 km s−1, respectively. Panels (b)-(e): 2D snapshots and histogrammatic distribu-
tions of temperature at a time close to pore closure. Panels (b)-(c) and (d)-(e) are for
MD and continuum mechanics, respectively. The left-hand and right-hand columns
are for impact speeds of 2.0 km s−1 (at t = 21.0 ps) and 1.0 km s−1 (at t = 31.5 ps),
respectively. The abscissa scales are different for the two columns but identical within
a column.
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2.4.1.1 t-z diagrams

The first, second, and third columns of Figure 2.3 contain t-z diagrams for impact

speeds of 2.0 km s−1, 1.0 km s−1, and 0.5 km s−1, respectively. The top two rows

contain results for temperature and the bottom two rows for pressure (Pzz in the case

of MD). In all the diagrams, the pore regions are shown as white.

It can be seen from Figure 2.3 that the continuum and MD predictions of the

instants when the shocks reach the upstream pore wall are in close agreement. The

shocks strike the upstream pore wall at times between ≈7 ps and ≈12 ps, depending

on impact speed. Corresponding times for pore closure are between ≈17 and ≈42 ps.

For all three impact speeds, the pore collapse times and pre- and post-collapse char-

acteristics predicted by MD and continuum mechanics along the vertical centerline

are in qualitative-to-good agreement.

In the remainder of Sec. 2.4.1 we compare 2D spatial distributions of temperature

and pressure in the samples at selected instants of time (Secs. 2.4.1.2 – 2.4.1.4), and

the shapes of the pores during collapse (Sec. 2.4.1.5), to obtain a more comprehensive

picture of the impact of anisotropy and the concomitant differences between MD and

the continuum predictions.

2.4.1.2 2D maps of T and P for 2.0 km s−1 impact

Figures 2.4 – 2.6 each depicts, at three evenly spaced instants during and after col-

lapse, the pore contours as well as corresponding 2D maps of temperature and pressure

for the MD and continuum calculations. In each figure time increases from left to

right in 3 ps increments. The first two rows contain temperature results, with contin-

uum predictions positioned directly below the corresponding MD results. The third

and fourth rows are similar but contain results for pressure.
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Figure 2.4 contains results for the 2.0 km s−1 impact at t = 15 ps, 18 ps, and

21 ps. Figure 2.4(a) shows the shape of the pore during the collapse process in the

MD simulation. The pore shape is asymmetric and the pore surface is non-smooth

due to the anisotropy of the TATB crystal. In the corresponding isotropic continuum

model the pore shape is smooth (Figure 2.4(d)) and distinct jet formation is apparent;

the MD calculations do not display a similarly distinct jet. Pore collapse in the MD

case (Figure 2.4(b)) leads to an intense hotspot without secondary pores, whereas

the continuum pore collapse leads to the formation of sidelobes, with secondary pores

that collapse later in time.139 The post-collapse hotspot from MD (Figure 2.4(c))

remains asymmetric, reflecting crystal anisotropy; the mesoscale hotspot displays the

effect of rotational fluid elements seen often in such calculations.151 The vortical

flow ‘rolls up’ the hotspot in the regions of the sidelobes. While this rollup and

concentration of the high temperatures in the vortex cores have been observed in

MD calculations as well,56,60,128 in the present study the strong anisotropy appears to

disrupt the formation of concentrated vortical structures. Despite these differences,

the overall locations of the incident shock wave, the blast wave emanating from the

collapse site, and the location of the Mach stem and triple points all appear to be

in fairly good agreement between the MD and continuum predictions. Figure 6.3 of

Appendix IV contains an alternative approach to comparing the MD and continuum

results, namely, 2D maps of the temperature difference, TCONTINUUM − TMD, at the

instants of pore closure, for both the 2.0 km s−1 and 0.5 km s−1 impacts. Whereas

the MD/continuum comparisons in Figure 2.4 (and analogously in Figures 2.5 – 2.6)

are for identical instants in physical time, the results in Figure 6.3 were obtained by

calculating the temperature differences in the samples at the respective instants of

pore closure in the MD and continuum simulations; thus, a direct comparison between

Figures 2.4 – 2.6 and Figure 6.3 is not possible.
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The overall agreement in wave propagation characteristics between the MD and

continuum predictions is also observed in the pressure contours shown in the bottom

two rows of Figure 2.4. The third row contains the MD results and the fourth row

the continuum results. The pressure fields have different magnitudes, particularly in

the maximum values of pressure at the point of collapse. This is correlated with the

formation of a strong jet in the case of the continuum model and the lack of a similarly

distinct jet in the MD case. However, the relative distribution of the pressure fields

is similar in the two cases. Pore collapse leads to a blast wave centered around the

collapse location in MD (Figure 2.4(h)) as well as continuum (Figure 2.4(k)). This

blast waves expands outward from the collapse site; the envelope of the blast wave is

in general agreement between MD (Figure 2.4(i)) and continuum cases (Figure 2.4(l)).

It is interesting to observe that whereas the 2.0 km s−1 case is expected to cor-

respond to hydrodynamic collapse, distinct shear effects are seen in the MD results;

these “shear bands” manifest most prominently in the shocked regions in the vicinity

of the pore. The shear effect can be visualized by the high-temperature striations

and incipient herring-bone patterns in Figures 2.4(a-c). These patterns arise in the

regions of intense shear that form as the shock bends around the pore. The high

strain rate resulting from the 2.0 km s−1 impact leads to strong shear; inspection of

analogous figures for the lower velocities, that is, 1.0 km s−1 and 0.5 km s−1, exhibit

less distinct shear effects. For the 2.0 km s−1 impact, the shear-induced deformation

of the material in the shocked region leads to a post-collapse hotspot that is sur-

rounded by a region of high temperature. Temperatures in the shear-heated zones

are close to 1000 K while the hotspot due to collapse itself is at more than 2500 K (see

Figure 2.4(c)). Note by way of contrast that the continuum hotspot (Figure 2.4(f))

is more localized than the MD hotspot (Figure 2.4(c)). The implications of these

observations for the growth of the hotspot can be significant and are discussed later
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in this chapter.

Pore collapse for the 2.0 km s−1 impact leads to local transient temperatures in

excess of 2000 K in the vicinity of the pore. Even for TATB, neglect of chemistry under

such conditions is a severe approximation that could lead to significant differences

between predicted results and reality. This concern may be partially mediated by the

very small mass fraction of material that reaches such high temperatures. Reactive

MD or continuum simulations that include chemistry could be used to assess this,

although the computational expense would be quite high in the case of MD for the

system sizes studied here.

2.4.1.3 2D maps of T and P for 1.0 km s−1 impact

The head-to-head comparison for the 1.0 km s−1 shocks, shown in Figure 2.5, is

arranged in the same fashion as for the 2.0 km s−1 case (Figure 2.4). At 1.0 km s−1 the

influence of inertia is still expected to be strong; in the continuum calculations pore

collapse again involves formation of a jet (Figure 2.5(d)). The continuum pore profiles

and hotspot shape display the distinctly inertial (i.e. hydrodynamic jetting) mode

of collapse, with the typical mushroom-shaped post-collapse hotspot and sidelobes

drawn out by strong vortical flow. Comparing the MD and continuum results, while

the magnitude of the temperature in the hotspot as well the concentration of high

temperature in a rather localized zone are similar for this 1.0 km s−1 case, the pore

shapes and resulting hotspot shapes are quite different. These differences were also

noted for the 2.0 km s−1 case. As was the case for the 2.0 km s−1 impact, the spatial

distribution of the high- and low-pressure zones around the collapsing pore for the

1.0 km s−1 impact are similar for the atomistic and continuum models.

In general, for the two higher velocity cases just discussed the overall extent of the

hotspot and the temperature distributions around the hotspot are in fair agreement
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between the atomistic and continuum models. The spatial distribution of pressure,

in terms of the extent of the blast wave around the point of collapse and the location

of the shock/blast wave and the Mach stem are also in good agreement, although

the magnitude of pressure exhibits marked differences owing to the reasons discussed

above. The weakest impact, that is, 0.5 km s−1, approaches the regime where inertia

and deviatoric stresses are both likely to be important.

2.4.1.4 2D maps of T and P for 0.5 km s−1 impact

For the 0.5 km s−1 impact, the effects of plastic dissipation are expected to influence

shock propagation and pore collapse. The t-z plots in Figures 2.3(a-c) and (d-f) reveal

significant differences in the hotspot evolution as the impact velocity is decreased from

2.0 km s−1 to 0.5 km s−1. Although the times of collapse of the pore are in good

agreement, even for the 0.5 km s−1 case (cf. Figures 2.3(c) and 2.3(f)), the agreement

in velocity of advection of the hotspot becomes poorer with decreasing impact velocity.

The effect of the deviatoric stresses for the weak impact is apparent in the contour

plots of temperature and pressure shown in Figure 2.6. First, unlike the high-velocity

cases, there are significant deviations between MD and continuum models. These are

most evident in the pore shapes during the collapse process. The MD pore collapses in

a distinctly asymmetric and uneven manner, with a secondary pore formed in the early

stages. In addition, the temperature and pressure distributions at each time instant

are quite different between the atomistic and continuum situations. Although the

temperatures of the hotspot formed are in a similar range, the shapes of the hotspots

are clearly different. The continuum (perfectly plastic) model does not capture the

strong plastic dissipation effects that arise in the MD calculation. For the continuum

calculation, the pore-shape evolution and associated temperature and pressure fields

are qualitatively similar to those obtained for the 2.0 km s−1 and 1.0 km s−1 cases
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although the magnitudes are diminished. An interesting observation with regard to

the MD results is that whereas a distinct signature of strong shear was seen in the

shocked region upstream of the pore for the 2.0 km s−1 case, such effects are less

apparent for the 0.5 km s−1 impact. Plastic dissipation and the lower values of strain

rate in this weaker impact likely lead to smaller concentrations of shear.

2.4.1.5 Pore area vs. time and temperature distributions during pore
closure

In the previous sections, we compared qualitatively the results obtained from MD

and continuum simulations for three different impact speeds, highlighting the pore

shapes and temperature and pressure fields during collapse. We now compare the

hotspots resulting from the collapse events on a quantitative basis, to shed light

on the implications of the similarities and differences for predictions of sensitivity

of the energetic material. As shown in previous work on multiscale modeling of the

response of a porous energetic material,127,132 the continuum model must yield reliable

estimates of the pore-collapse mechanics and the temperature distribution around the

collapsed pore, thereby defining the hotspot that sets up the ignition and growth of

chemistry. These (mechanical) hotspot data enable the calculation of key hotspot

quantities of interest that inform burn models such as the Lee-Tarver ignition-and-

growth (IG) model181 or the Menikoff-Shaw SURF model.182

Figure 2.7(a) contains, for both the MD and continuum cases, plots of scaled pore

area Apore(t/t
∗)/A0 vs. scaled time t/t∗ (see Sec. 2.3.1.4) for all three impact velocities.

For ease of comparison among the various cases, the zero of time in Figure 2.7(a) is

taken to be that at which a given shock first reaches the upstream pore wall.

Solid and dotted curves in Figure 2.7(a) correspond to MD and continuum results,

respectively. Results for 2.0 km s−1, 1.0 km s−1, and 0.5 km s−1 impacts are shown as
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black, blue, and red curves, respectively. The continuum predictions exhibit slower

closure of the pore (scaled time) relative to MD for all but the lowest impact speed.

Agreement between the MD and continuum results is closer for the 2.0 km s−1 and

1.0 km s−1 cases than for the 0.5 km s−1 case. This is not surprising given the

distinctly different collapse mechanisms for MD vs. continuum mechanics for the

weaker impact case; compare Figure 2.6 to Figures 2.4 – 2.5.

The relative delay in the continuum pore closure for the higher velocities may

be due to the distinct jet that forms in the continuum simulations but which is

not observed in the MD case (see Figures 2.4 and 2.5). The jets are accompanied by

sidelobes that form secondary pores, which close later in time. The difference in pore-

area time histories between MD and continuum mechanics for the 0.5 km s−1 case

is most likely due to the plastic dissipation in MD. Indeed, Figure 2.7(a) shows that

the continuum prediction for the 0.5 km s−1 case is very close to the corresponding

MD prediction at early times, whereas at later times the MD collapse slows compared

to the continuum result. The continuum pore collapses in standard jet-followed-by-

sidelobe collapse mode, while the MD pore collapses via an uneven and asymmetrical

path.

The shape, size and temperature distribution in the hotspot immediately following

pore collapse are all important quantities for predicting hotspot ignition-and-growth

phenomena. Figures 2.4 – 2.6 qualitatively compare the hotspot shapes and sizes

and Figure 2.7(a) provides quantitative comparisons of scaled pore area vs. scaled

time. To further quantify the differences in the hotspots, Figures 2.7(b-e) show the

temperature contours at the end of the collapse, for both MD and continuum cal-

culations, and corresponding histograms for the mass fractions of TATB that are at

different temperatures. The histograms were constructed using bins of 25 K width

and captured all the material in the samples.
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Several insights regarding hotspot predictions from MD and continuum mechan-

ics can be obtained from the snapshots and temperature histograms shown in Fig-

ures 2.7(b-e). First, as noted above, the MD simulation for the 2.0 km s−1 impact

predicts a strong, concentrated hotspot due to the impact of the lower pore surface

onto the upper pore surface (Figures 2.4 and 2.7(b)). Additionally, shear-induced

heating (akin to shear band formation in continuum models143 of pore collapse) also

occurs in this case, concentrated in the post-shock, upstream side of the original pore

region. This is due to the strong shear stresses induced by the curvature of the shock

as it bends around the curved pore surface. The average temperature jump is rather

large (>400 K) and the distribution of local temperature in the sample is rather broad

(Figure 2.7(b)). The peak of the histogram lies at approximately 700 K, in rough

agreement with that of the corresponding continuum case (Figure 2.7(d)). The high-

temperature tail of the distribution is critical for hotspot ignition and growth. For

the 2.0 km s−1 case (Figures 2.7(b) and 2.7(d)), both MD and continuum mechanics

predict significant amplitude in the distribution even for temperatures >1000 K. How-

ever, the distributions also exhibit significant differences, in alignment with the dif-

ferences observed from the temperature contours in Figure 2.4. The continuum-based

histogram is narrower and is concentrated at the peak values; that is, the continuum

hotspot is more localized than the MD-based hotspot. Therefore, for 2.0 km s−1 the

peaks are in good agreement but the distribution, both on the low temperature side

as well as in the high-temperature tail, exhibit sizeable differences. The situation is

qualitatively similar for the 1.0 km s−1 case, as shown in Figures 2.7(c) and 2.7(e) for

MD and continuum mechanics, respectively, although the extent of heating is smaller

in this weaker impact case.
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2.4.2 Crystal-orientation dependence of shock-induced pore
collapse from MD

Figures 2.8 – 2.10 contain MD predictions of pore collapse for all three impact speeds

and all three crystal orientations. Although the simulations are quantitative—they

yield atomic positions, velocities, forces, and stress tensors as functions of time—the

goal in the present study is to draw attention to the qualitative differences in pore

collapse depending on shock strength and direction. This focus is reflected in the

discussion below.

2.4.2.1 Nature of the flow

Figure 2.8 shows, at particular instants of time for all nine simulations, snapshots of

material that was initially (i.e., at t = 0) within 25 nm of the pore wall. The times

chosen are when Apore(t)/A0 = 0.20, 0.15, and 0.10 for the 2.0 km s−1, 1.0 km s−1,

and 0.5 km s−1 impacts, respectively. As a guide for the eye, molecules are colored

according to initial distance from the center of the pore and whether they were initially

above or below the horizontal pore centerline. The initial radial thickness of each

semi-annulus is 5 nm.

The first row of Figure 2.8—panels (a)-(c)—is for θ = 0, for which shock prop-

agation is parallel to the molecular layers in the unshocked crystal; the second row,

panels (d)-(f), for θ = 45◦; and the third row, panels (g)-(i), for θ = 90◦, for which

the shock direction is perpendicular to the molecular layers. From left to right, the

three columns correspond to impact speeds of 2.0 km s−1, 1.0 km s−1, and 0.5 km s−1,

respectively.

Animations analogous to Figure 2.8 but showing the entire collapse, as well as

animations of the full simulation cells—all prepared at the same physical-time frame

rate—are available in Appendix V. They show the evolution of the flows, which are
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Figure 2.8: Snapshots of material flow in the vicinity of the pore at selected instants,
simulated using MD, for all three impact speeds and all three crystal orientations. Top
row: θ = 0; middle row: θ = 45◦; bottom row: θ = 90◦. Columns from left to right:
impact speeds of 2.0 km s−1 (panels (a), (d), and (g)), 1.0 km s−1 (panels (b), (e), and
(h)), and 0.5 km s−1 (panels (c), (f), and (i)). The instants shown correspond to the
times for which Apore(t)/A0 = 0.20, 0.15, and 0.10 for impact speeds of 2.0 km s−1,
1.0 km s−1, and 0.5 km s−1, respectively.
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Figure 2.9: As in Figure 2.8, but for histogrammatic distributions of the relative
probabilities of local (T , Pzz) states in the sample, calculated using MD, at the
instants of complete pore collapse. The abscissa and ordinate ranges vary from one
column (impact speed) to the next but are consistent within a given column.
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Figure 2.10: (a) Comparisons of scaled pore area Apore(t)/A0 vs. scaled time t/t∗ for
the MD simulations, for three different impact speeds 0.5 km s−1 (black), 1.0 km s−1

(blue) and 2.0 km s−1 (red), and three different orientations, θ = 0 (solid curves), 45◦

(dotted curves), and 90◦ (dashed curves). (b) As in panel (a), but plotted against
physical time t.

quite distinct and exhibit interesting patterns of material entrainment in the vicinity

of the collapse. While the panels of Figure 2.8 are evocative, Secs. 2.4.2.1.1 – 2.4.2.1.3

are best read in conjunction with the animations.

2.4.2.1.1 Shock parallel to the molecular layers. The results for θ = 0

are shown in the first row of Figure 2.8. For the 2.0 km s−1 impact, a two-lobed jet is

beginning to form (brown material in panel (a)). Involution is still underway at the

instant shown, but is essentially complete when the jet strikes the downstream pore

wall such that a nascent plug-shaped jet impacts that material. The flow of the brown

material is essentially vertical throughout the collapse. High-shear entrainment of

material above the pore equator into the flow leads to formation of lobes that develop

some amount of vorticity post-closure (green and green-brown interface), though not
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to the extent observed in the continuum simulations. In this high-velocity, inertia-

dominated case, the surface of the pore is relatively smooth and the pore shape

throughout collapse is close to symmetric, for all three crystal orientations (different

rows in the first column), showing the near-hydrodynamic nature of material flow.

For the 1.0 km s−1 impact, material is extruded from the pore wall in regions

at and just below the equator (brown, panel (b)). Flow from the upstream pole

is slower than for the extruded material. At later times the extruded material is

accelerated and forms two ‘proto-jets’ that flow symmetrically toward the downstream

wall (green) at an angle of approximately |45◦| from the horizontal. This material

sweeps along the periphery of the downstream wall and entrains some material from

it. The two flows strike the downstream wall on either side of the centerline and are

deflected horizontally inward such they collide at the pore vertical centerline. The

final remnant of the pore is pinched shut interior to the brown region. Some material

further upstream (yellow and red) from the pore surface is pulled nonuniformly into

the pore-collapse flow. The effects of material mechanics are apparent in these regions,

as the flow is not completely smooth. Note that in this 1.0 km s−1 case the MD

calculations show two proto-jets forming and impinging on the downstream pore

surface for all three crystal orientations. By contrast, in the continuum calculations,

only one central (and better formed) jet is observed as can be seen in panels (d)-(f)

and (j)-(l) of Figure 2.5.

The most distinct differences between MD and continuum results are seen for the

lowest velocity case of 0.5 km s−1. In this case, shown in Figure 2.8(c), the MD pore

collapse is asymmetric and occurs by a pinching mechanism without distinct jets.

Rather, there are deformations in both the upstream and downstream sides of the

pore in contrast to the 2.0 km s−1 case where the downstream regions near the pore

are nearly undeformed until upstream material impinges on the downstream wall.
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These results are consistent with the results of recent MD simulations of con-

trolled uniaxial strain and strain-rate deformation106 and 1.0 km s−1 shock-wave sim-

ulations112 of TATB, both performed for the case of no pre-existing defects and using

essentially the same force field as here.

2.4.2.1.2 Shock at 45◦ relative to the molecular layers. The results for

θ = 45◦ are shown in the second row of Figure 2.8. The result for the 2.0 km s−1

impact (panel (d)) is qualitatively similar to that for θ = 0 at the same impact

speed. At the instant shown, the collapse is less symmetric than for θ = 0, but

a vertically propagating proto-jet forms and by the time it strikes the downstream

wall it is essentially symmetric about the vertical pore centerline, although the shape

of the final ‘mushroom’ formed is less perfect. However, in contrast to the θ = 0

case, here the inflow of material into the pore region is less symmetric and exhibits

strong ‘intrusions’ of material from one semi-annulus into that of another. The lack of

symmetry of the inflow about the vertical pore centerline is due to the differing crystal

surfaces exposed on the left-hand and right-hand surfaces of the pore. For surface

material at polar angles |45◦| below the equator, to the left the maximum shear stress

induced by shock passage acts perpendicular to the molecular layers; whereas to the

right it acts parallel to them. Given that basal plane slip is the most facile plastic

deformation mechanism in TATB,44,119 this asymmetry in mechanical response leads

to different slip, failure, and flow mechanisms to the left and right of the centerline.

At later times, these differences become increasingly apparent in the flow. Finally, for

material initially further from the pore surface, flow in the first and third Cartesian

quadrants is noticeably different from that in the second and fourth quadrants, with

larger and more complicated intrusions in the latter quadrant pair than the former.

For the 1.0 km s−1 impact (panel (e)), the flow is less symmetric compared to the
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2.0 km s−1 case. Material to the right of the vertical centerline strikes the downstream

pore wall slightly sooner than does material to the left and final pore closure occurs

to the left of the centerline. The inflow patterns are more complicated than for the

(45◦, 2.0 km s−1) case and far more so than for any of the θ = 0 cases discussed in

Sec. 2.4.2.1.1.

For the 0.5 km s−1 impact (panel (f)), the flow is less symmetric than for any

of the cases discussed thus far. Collapse clearly occurs over the entire surface of

the pore. The flow is distinct in all four quadrants but generally corresponds to

localized extrusion of material into the pore in the second and fourth quadrants vs.

formation of broader bulge-like flow in the first and third. Final collapse occurs in

the irregularly shaped remnant of the original pore, entirely within the green region

of material (which initially defined the semi-annulus of material at the pore surface

above the equator) with the exception of a tendril-like intrusion of brown material

originally located at the pore surface below the equator. The final flow pattern is

decidedly asymmetric.

2.4.2.1.3 Shock perpendicular to the molecular layers. The results for

θ = 90◦ are shown in the third row of Figure 2.8. Collapse for the 2.0 km s−1 impact

is symmetric about the vertical centerline (panel (g)). From the time the flow reaches

the equator, what is essentially a flat-top plug of material extending across the entire

horizontal diameter of the pore flows vertically upward, closing the pore with left-

right symmetry. The symmetry of the final mushroom formed is intermediate between

those for the other two 2.0 km s−1 impact cases; more so than for θ = 45◦ (panel

(d)) but less so than for θ = 0 (panel (a)). Analogous comments apply regarding the

intrusions.

Collapse for the 1.0 km s−1 impact is also nearly symmetric about the vertical cen-

73



terline and dominated by nearly vertical flow (panel (h)), but in this case, rather than

a flat-topped flow, once material initially at the pore surface near the equator begins

to move upward it does so more rapidly than material initially at the lower pole. As

the collapse proceeds, this initially equatorial material sweeps across the downstream

pore wall and is deflected such that in the final stage of closure this material is es-

sentially flowing horizontally toward the vertical centerline. The two counterflowing

horizontal branches collide almost simultaneously with arrival of material initially at

the lower pole, likely decreasing the strength of the impact of upstream material onto

the downstream wall.

Collapse for the 0.5 km s−1 impact (panel (i)) is both symmetric and relatively

smooth until material in the vicinity of the equator begins to flow. From that time

onward symmetry is broken, though not as drastically as was the case for (45◦,

0.5 km s−1) (panel (f)). Material from both ends of the equator is launched into

the pore region at relatively low angles relative to the equator. Flow from the right

is composed almost entirely of material initially below the equator (brown) whereas

from the left it is composed approximately equally of material from above and below

the equator (green and brown). Both regions of flow skirt the downstream pore wall,

but more closely and with less subsequent entrainment of material from above the

equator for flow from the right compared to from the left. Small, transient sub-pores

are formed and closed. The final cavity is highly irregular in shape and entirely

embedded in material that was originally located near the upstream pore surface

(brown). The complexity of the final flow pattern is arguably similar to that for (45◦,

0.5 km s−1) but the degree of distortion, and abrupt disruption, of the semi-annular

rings is much greater.
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2.4.2.2 Simultaneous probability distributions of temperature and longi-
tudinal stress at the instants of pore closure

Figure 2.9 contains, for all nine simulations, simultaneous normalized probability

distributions of temperature and stress component Pzz at the instants of complete

pore closure (which can be read from Figure 2.10(b)). The arrangement of panels is

the same as in Figure 2.8: θ = 0, 45◦, and 90◦ from top to bottom and impact speeds

2.0 km s−1, 1.0 km s−1, and 0.5 km s−1 from left to right. Ordinate and abscissa scales

are consistent within a given column (i.e., for all three orientations at a given impact

speed) but differ from one column to the next (i.e., for different impact speeds). For

the 2.0 km s−1 impacts (left-hand column), the lead shock has not reached the end

of the sample at the instant of analysis. Although the distributions are for the entire

sample, for presentation purposes we have manually suppressed the intense peak at

(300 K, 0 GPa) that otherwise would dominate the amplitude for the 2.0 km s−1

impacts.

As expected, the general trend is a shift toward increasingly high temperature and

Pzz values with increasing impact speed. Nominal most-probable Pzz values at the

instants of analysis are approximately 10 GPa, 4 GPa, and 1 GPa for successively

slower impact speeds. These values are lower than for corresponding shocks in bulk

crystal (20 GPa, 12 GPa, and 5 GPa). The most likely explanation for this is the

effect of material flow into the pore. [We confirmed that Pzz values in the present

simulations, evaluated just prior to the shock striking the pore for material between

the piston and the pore (but at least 10 nm from either), agree with the bulk shock

speeds.]

Some interesting features are apparent. For example, whereas the 2.0 km s−1

impacts (left-hand column) yield qualitatively similar distributions for θ = 0 and 45◦

(panels (a) and (d)), the result for 90◦ is distinctly different (panel (g)). All three
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distributions exhibit a branch that extends to low T and Pzz, but the distribution

for 90◦ exhibits significant amplitude over a larger temperature interval than do the

other two cases. The distinct peak in temperature for 0◦ and 45◦ is perhaps due to

the proto-jet formation noted in connection with Figures 2.8(a) and 2.8(d) versus the

flatter flow toward the pore surface in Figure 2.8(g).

All three 1.0 km s−1 impacts (center column) yield strongly bimodal distributions

along the temperature axis and horseshoe-shaped distributions in the overall (T , Pzz)

space. The amplitude along the horseshoe is different from one orientation to the

next. The θ = 90◦ distribution (panel (h)) exhibits a flatter ridge along Pzz on the

‘high temperature’ arm of the horseshoe, compared to the other two orientations. The

amplitude along the pressure axis for the 45◦ orientation (panel (e)) does not extend

to as large Pzz values as for the other two orientations at the same impact speed.

For 0.5 km s−1 impacts (right-hand column), the distributions for the three ori-

entations are quite distinct from their counterparts in the 1.0 km s−1 and 2.0 km s−1

cases. The region of high amplitude for θ = 45◦ (panel (f)) is broad and weakly bi-

modal along the Pzz axis compared to that for the 90◦ case (panel (i)), which features

a sharp single peak located at Pzz ≈ 1 GPa.

The aprons of the distributions differ from one case to the next. (Recall that

results in different columns are plotted on different abscissa intervals.) The regions

corresponding to high T and Pzz are of greatest interest with respect to ignition of

chemistry. It is likely that the distributions would shift toward higher temperatures

and pressures at a slightly later post-closure time, but the instant of pore closure is

well-defined for all systems. An analysis designed to capture transient amplitude in

the high-(T , Pzz) regions of the aprons is certainly feasible but would require detailed

analysis of the simulations and is beyond the scope of the present study. We hope to

report on this in the future.
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2.4.2.3 Time scales for pore collapse

Figure 2.10(a) shows scaled pore area Apore(t/t
∗)/A0 vs. scaled time t/t∗. Fig-

ure 2.10(b) shows the same ordinate data as Figure 2.10(a) but plotted against

physical time in picoseconds. Solid, dotted, and dashed curves correspond to shock

directions parallel, at 45◦, and perpendicular to the molecular layers in the unshocked

crystal (θ = 0, 45◦, and 90◦, respectively). Red, blue, and black curves correspond to

impact speeds of 2.0 km s−1, 1.0 km s−1, and 0.5 km s−1, respectively. Because A0 is

the same in all cases, ordinate values in the figure panels can be compared directly.

However, the shock speeds differ from one combination of crystal orientation and im-

pact speed to the next (see Table 2.1) and, thus the scaled times must be interpreted

with care.

Consistent with an expectation of largely hydrodynamic collapse, for the strong

shocks (red) pore closure for all three orientations is complete at scaled time t/t∗ close

to unity (Figure 2.10(a)); t/t∗ ≈ 1.5 for θ = 90◦ and ≈ 1.2 for θ = 0 and 45◦, for which

the profiles are almost indistinguishable. The largest value of t/t∗ at pore closure,

6.2, occurs for (0◦, 0.5 km s−1) for which strength properties are clearly important.

The values of t/t∗ at pore closure for any given impact speed are larger than those

for higher shock strengths. No obvious orientation-dependent trends are evident.

Figure 2.10(b) shows the data just discussed but plotted against physical time.

The weaker the shock the larger the collapse time. There is very little orientation

dependence of either the collapse time or the time history for the 2.0 km s−1 and

1.0 km s−1 impact speeds (red and blue). The situation is different for the 0.5 km s−1

cases (black), for which the range of orientation-dependent collapse times spans nearly

25%, in a way that does not correlate with the bulk shock speeds). For the 0.5 km s−1

impacts, the material properties strongly affect the collapse. For the higher velocity

cases, the collapse process is dominated by inertia; the collapse is nearly hydro-
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dynamic and therefore is less sensitive to the crystalline orientations, even for the

strongly anisotropic TATB crystal.

2.4.3 Continuum sensitivity to models for the melt curve and
specific heat

In Sec. 2.4.1, we compared MD and continuum predictions of pore collapse over a

range of shock strengths. While broad similarities in predicted pore closure histories

and flow fields were demonstrated, important differences between MD and continuum

predictions are apparent. In particular, the tail of the temperature distribution in

the hotspot, the distribution of temperature around the hotspot, and the evolution

of pore shapes during collapse all exhibit differences between the MD and continuum

predictions. In Sec. 2.4.2, we evaluated the variation of MD results due to anisotropy,

which is not modeled in the present isotropic continuum calculations. This provided

insight into the degree of variability in response with respect to crystal orientation

for a given impact speed.

In this subsection, we assess how strongly other modeling assumptions, in par-

ticular thermophysical model functional forms and parameters, affect the continuum

predictions. Two primary inputs to the continuum model are examined, namely the

models for melting temperature and specific heat. Each model is evaluated indepen-

dently for shock speed 1.0 km s−1. Taken together, the studies in this subsection and

Sec. 2.4.2 provide insights into why MD and continuum models yield different results.

2.4.3.1 Effect of the melting-point model

Figure 2.11 shows the comparison of pore shape and temperature, at two instants of

time, for the three different models for melting temperature depicted in Figure 2.2(a).
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Results in the left-hand column of Figure 2.11(panels (a) and (d)) were obtained using

an MD-derived44 pressure-dependent melt curve Tm = Tm(P ). Those in the center

and right-hand columns were obtained using a pressure-independent melting point,

Tm = constant, for two different normal melting points taken from the literature;

Tm = 623 K174 (center, panels (b) and (e)), and Tm = 725 K44 (right, panels (c)

and (f)). The top row (panels (a)-(c)) compares the pore shape and temperature at

time t = 30 ps, close to the time of pore closure; and the bottom (panels (d)-(f)) at

t = 36 ps, which is post-collapse. In all six figure panels, melted regions are shown in

black. The simulations were performed using the constant specific heat corresponding

to the MD simulations. Recall that when the material melts, the strength goes to

zero.

The results in Figure 2.11 are consistent with qualitative expectations: The

temperature-dependent melting model, for which the melting point increases by≈175%

between 0 and 2 GPa, yields the least melting (left-hand column). Comparing re-

sults for the two constant-melting-point models, more extensive melting occurs when

Tm = 623 K (center column) than when Tm = 725 K (right-hand column).

The largest qualitative difference among the results in Figure 2.11 is that the two

constant-melting-point models both predict melting all along the downstream pore

wall stagnation zone and in the regions of vortical roll-up, whereas melting is largely

localized to regions of vortical roll-up when the pressure-dependent melting model is

used. These observations apply at both times studied.

Despite these differences in location and extent of melting obtained using the three

models, the overall temperature fields and wave profiles are quite similar at a given

time, as are the qualitative features of hotspot shape and size. For the 1.0 km s−1

impact studied, the rather restricted zone of melting diminishes the influence of the

melting-point model. The effect is expected to be even smaller for weaker impacts
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Figure 2.11: Effect of melt-curve model in the continuum simulations for the
1.0 km s−1 impact. Top row: pore shape, temperature, and melt regions at time
t = 30 ps, for: (a) Tm = Tm(P ); (b) Tm = 623 K; (c) Tm = 735 K. Bottom row
(panels (d)-(f)): as in the top row, but for t = 36 ps. In all cases, melted regions
are colored black. All six simulations were performed using the constant specific heat
value corresponding to the MD simulations.
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due to decreased melting; whereas for stronger impacts pore collapse will be hydrody-

namic such that strength effects, including the drop of material strength to zero upon

melting, will likely play a minimal role. Therefore, from a purely thermo-mechanical

perspective, the model for melting temperature does not seem to exert a strong in-

fluence on the predictions. The situation might be quite different when chemistry is

included, for example if liquid reaction rates are significantly higher than those in the

crystal at the same temperature and pressure.

2.4.3.2 Effect of the specific-heat model

A second material property that can affect calculated hotspot characteristics is the

specific heat. Various values of the specific heat for TATB have been published.174,177,183

Here, we consider two different models for the specific heat; one using a constant

value Cv = 2126 J kg−1 K−1 corresponding to the present MD simulations and a

temperature-dependent model Cv = Cv(T ) that emulates the quantum-mechanical

temperature dependence. These models are depicted in Figure 2.2(b). Recall that the

quantum-based specific heat approaches the classical value, from below, for tempera-

tures greater than ∼1000 K. Thus, the qualitative expectation is that the quantum-

based specific heat will yield higher temperatures compared to when the classical

specific heat is used. The results discussed below were all obtained for the 1.0 km s−1

impact speed in conjunction with the pressure-dependent melting-point model.

Figures 2.12(a-b) provide comparisons of temperature fields in the sample at a se-

lected instant (t = 24 ps) during pore collapse, for both specific-heat models. Panels

(a) and (b) contain predictions for the classical and quantum-based specific heats, re-

spectively. As expected, use of the temperature-dependent (quantum-based) specific

heat yields higher temperatures overall than when the constant specific-heat (classi-

cal) model is used. Away from the pore the difference is approximately 50 K for the
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impact studied. However, the qualitative features of pore collapse in Figures 2.12(a)

and 2.12(b) are otherwise similar.

Figures 2.12(c-e) contain time histories for local temperature at three different

locations in the sample. Blue and red curves correspond to continuum simulations

performed using the classical and quantum-based specific heats, respectively. Also

shown are the corresponding predictions from MD (θ = 45◦, black curves). The

results were obtained for small test volumes located along the vertical centerline of

the pore (as was done for the t-z diagrams discussed in Sec. 2.4.1.1). Panel (c) is for a

test volume located 40 nm upstream from the location at which pore closure occurs;

this test volume is well-removed from the pore region. Panel (d) corresponds to

the location at which pore closure occurs. Panel (e) is for a region 5 nm downstream

from the location of pore closure. The locations used in panels (c)-(e) were determined

independently for the continuum and MD simulations, based on the t-z data for the

1.0 km s−1 impact in Figure 2.3. The locations in panel (d) serve as reference values

against which the locations used in panels (c) and (e) were specified.

Focusing on the continuum models (blue and red) for the test volume well ahead

of the pore (panel (c)), shock wave arrival at t ≈ 10 ps leads to temperature jumps

of ≈125 K (classical Cv) and ≈175 K (quantum-based Cv). This approximately

50 K difference between temperatures for the two models at this location in the

sample is maintained for the rest of the simulation, despite subsequent heating in

the flow and arrival of a reflected shock from the pore surface at t ≈ 33 ps. For

material located at the point of pore closure (panel (d)), the test volume is initially

located inside the pore such that the temperature is ‘zero’ (i.e., there is no material

in the test volume). When collapse occurs at the test volume location (t ≈ 28 ps), a

transient peak emerges with temperatures between ≈900 K and ≈1000 K depending

on specific-heat model. The temperature jump is very sharp as the sample volume
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Figure 2.12: Effect of specific-heat model in the continuum simulations for the
1.0 km s−1 impact. Top row: 2D maps of temperature at t = 24 ps for: (a)
Cv = 2126 J kg−1 K−1 (corresponding to the MD simulations); (b) Cv = Cv(T )
(quantum-based). Bottom row: Time histories for temperature at three different lo-
cations along the vertical centerline of the pore, obtained from continuum mechanics
with both specific-heat models and from MD (for the case θ = 45◦). Blue: continuum
with Cv = 2126 J kg−1 K−1; red: continuum with Cv = Cv(T ); black: MD. (c) 40 nm
upstream from the location of pore closure; (d) location of pore closure; (e) 5 nm
downstream from the location of pore closure. The locations of pore closure were
extracted from the relevant t-z diagrams in Figure 2.3. Both continuum simulations
were performed using the pressure-dependent melting curve obtained from MD.
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is located precisely at the point where the jet impacts the downstream pore wall.

As with material ahead of the pore, and as expected, the quantum-based specific

heat leads to the larger temperature; and this temperature difference is essentially

maintained for longer times. For material initially 5 nm downstream from the pore

(panel (e)), material flows into the test volume prior to shock arrival, hence the initial

jump from “T = 0” to T = 300 K at t ≈ 22 ps. When the collapse-induced shock

reaches this test volume (t ≈ 28 ps) there is a large temperature jump from 300 K to

≈ 1000 K (classical) and ≈ 1050 K (quantum-based). Whereas shock arrival ahead

of the pore and at the collapse stagnation point is almost instantaneous, in panel (c)

the temperature jump occurs over an interval of ≈ 3 ps. The temperature excursion

relaxes toward ≈500 K – ≈550 K over the subsequent ≈8 ps. As with the other cases,

the classical specific heat leads to lower temperatures than does the quantum-based

model.

Figure 2.12(c) shows that the effect of the different models for Cv on the calculated

temperature value is rather modest. At early stages, prior to pore collapse, this can

be expected from the expression for Cv in Eq. 2.14 as, at lower temperatures, the

effect of temperature on Cv will be overshadowed by the first, adiabatic compression,

term in Eq. 2.14. This situation holds for the first location in Figure 2.12(c), that is,

40 nm upstream of the pore since the temperature rise at that location is mainly due

to bulk shock heating, as can be seen in Figure 2.12(d). It would be expected that

as the temperature rises, for example, at the downstream location (Figure 2.12(d)),

which is collocated with the pore collapse site, the effect of different Cv models would

become stronger, since the second term on the right hand side of Eq. 2.14 will play a

predominant role at such locations. However, at the high temperatures resulting at

the collapse zone, the temperature dependent model for Cv approaches the classical

constant Cv value. Therefore, the differences between the classical and quantum-
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derived specific heat models are small at higher temperatures. This in turn leads to

modest differences in the resulting temperature values at the post-collapse location

as well, as seen in Figure 2.12(e). Thus, the continuum calculations show limited

deviations due to the two different treatments of Cv with regard to the computed

post-collapse temperature fields over the entire duration of pore collapse and hotspot

generation.

Focusing now on comparisons between the continuum and MD results in Fig-

ures 2.12(c-e), one can see from panel (c) that ahead of the pore the temperature

time history from continuum mechanics with the classical Cv model (blue) closely

matches the MD prediction (black), consistent with expectations. Note however that

the peak temperature in panel (c) associated with lead shock arrival (t ≈ 10 ps) is

higher in the continuum simulation than from MD by ≈30 K. The two temperature

peaks relax back to approximately the same temperature over an ≈5 ps interval.

For times greater than ≈25 ps the temperature in the MD simulation increases at a

greater rate than in the continuum simulation. We suspect, but cannot prove as of

this writing, that this is due to plastic flow and heat dissipation mechanisms that are

present in the MD but not accounted for in the continuum model.

The differences between predictions from continuum mechanics and MD are much

larger in Figures 2.12(d-e). In particular, although the shock arrival times and slopes

of the shock-rise profiles at the locations of pore collapse are quite similar (panel (d)),

the magnitudes of both the transient temperature rise and the long-term temperature

from MD are approximately twice as large, referenced to 300 K, as when modeled

using continuum mechanics with either specific-heat model. The situation is similar

in the downstream heating region captured in panel (e) except that, while still large,

the disparity between MD- and continuum-based transient temperature rises is not

as large as was the case at the location of pore closure (panel (d)) and the subsequent
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decrease toward a long-time temperature appears to be slower in the case of MD.

Understanding these differences would be quite attractive as a topic for future study.

2.5 Discussion

2.5.1 MD predictions

It is important to recognize that finite-size effects will exist in the present MD sim-

ulations. Although the numbers of atoms are ‘large’, the quasi-2D simulation cells

are quite thin in one direction. Practically, this dictates that defects which nucleate

and grow to more than approximately two crystallographic unit-cells extent along the

thin direction will either be blocked or fill the sample at an unrealistic density along

the shock direction, due to geometric constraints imposed by the periodic boundary

conditions. However, we think the salient features of the collapse studied here would

be preserved for cylindrical collapse in fully 3D simulation domains: Prior to shock

arrival at the upstream pore surface, the present simulations yield deformation mech-

anisms that are qualitatively similar to those reported for controlled-strain, controlled

strain-rate, rigid-molecule MD simulations of initially defect-free TATB106 as well as

all-atom MD simulations of explicit shocks in oriented, initially defect-free 3D (as

opposed to quasi-2D) samples.112

2.5.2 Continuum predictions

The continuum models in this paper adopted material parameters that are largely de-

rived from MD simulations and therefore closely reflect the material response modeled

in the atomistic calculations. The primary difference and the largest effect that led to

differences between the MD and continuum results is therefore the material strength
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model and the anisotropy of the TATB material. Although the overall collapse behav-

ior of the continuum calculations is in general agreement with the atomistic results,

key features of the hotspot that are relevant to ignition and initiation exhibited im-

portant differences that need to be understood. The features of primary concern are

differences in the tails of the temperature distributions (Figure 2.7) and significantly

different transients and long-time temperatures observed in the time histories shown

in Figures 2.12(d-e). Both of these would surely affect the ignition of hotspots and

the subsequent growth or quenching of the hotspot. For greater confidence in hotspot

ignition and growth in continuum mesoscale simulations, models for material defor-

mation, guided by MD calculations, will need to be improved before they can be

relied upon for extracting hotspot ignition and growth rates. An obvious initial path

forward would be incorporation of dislocation-based plasticity in the continuum simu-

lations with specific parameterization obtained from MD simulations. A forthcoming

conference proceeding83 suggests that this would significantly improve the agreement

between MD and continuum predictions for pore collapse in TATB. Another feature

that will need to be incorporated is anisotropic strength.

2.5.3 Additional thoughts

The MD results for temperatures around the collapsed pore indicate, counterintu-

itively, that for the higher velocity impacts the effects of shear may be significant

because of the formation of shear bands (Figures 2.4 and 2.5). This can affect the en-

vironment for the hotspot that results from pore collapse and can change the hotspot

evolution characteristics. In the case of weaker impacts the effect of shear may not

be as significant as naively expected, as the temperature rise in the shear bands is

rather modest (Figure 2.6). Rather, as mentioned above, for the weaker impacts a
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high-fidelity mechanical description will likely be required to bring the salient fea-

tures of the continuum pore-collapse simulations into better agreement with the MD

predictions.

The impact of anisotropy on the differences between MD- and continuum-based

temperature fields appears to be significant. The effects of material models and

parameters, such as the melting point and specific heat studied here, appear to exert

relatively little effect on the continuum pore-collapse results for the conditions studied.

Nevertheless, the results presented here serve to focus attention on the types of data

and models that need to be improved for reliable mesoscale continuum computations

of hotspot generation due to pore collapse.

Although our strategy is to focus first on the non-reactive response, the need to

incorporate chemistry into the simulations is obvious: For the stronger shocks studied

here, pore collapse leads to local transient temperatures in excess of 2000 K. Ignition

of chemistry is expected to couple to and modify the flow, with the eventual outcome–

i.e., growth of chemistry or quenching—determined by a complicated, indeed complex,

interplay among physical and chemical factors. We hope to investigate this in future

studies.

2.6 Conclusions

We present head-to-head comparisons of MD and continuum pore-collapse simulations

for TATB. As far as possible, material properties for the continuum pore-collapse cal-

culations were drawn from MD data. Crystalline TATB is a good candidate material

for such comparisons due to the extreme structural anisotropy and because the crystal

structure is triclinic, which is the most general crystal symmetry class. The contin-

uum model in the present study is isotropic whereas the MD simulations implicitly
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incorporate the anisotropy of the crystal.

The predicted MD and continuum results are in broad agreement as regards over-

all pore collapse characteristics such as pore volume evolution, shock and blast-wave

propagation, and general aspects of temperature distribution. However, there are

distinct differences in key quantities of importance to hotspot ignition and growth,

including the high-temperature tail of the temperature distribution and the temper-

ature field in the vicinity of the post-collapse hotspot. These differences are mainly

due to the nature of collapse of the pore and, we think, arise from anisotropy and

material deformation patterns that are present in the MD simulations but cannot be

accounted for in the present baseline continuum description.

The sensitivity to thermophysical parameters, specifically the pressure dependence

of the melting temperature and the temperature dependence of the specific heat, are

shown to have noticeable but modest effects on the hotspot temperature following

pore collapse in the continuum calculations, at least for the configuration and impact

conditions studied and in the absence of chemistry. The relative insensitivity to these

models suggests a critical need to account for anisotropic strength and explicit crystal

plasticity in the continuum framework.

Future efforts should focus on obtaining better fundamental material model de-

scriptions, ideally guided by both MD and experiments, so that continuum pore-

collapse-mediated hotspot ignition and growth rates can be predicted accurately.

Once this is achieved, the collective response of fields of pores or other defect struc-

tures can be usefully studied to provide datasets for the construction of homogenized

macroscale continuum models. Further, once the overall approach has been success-

fully developed and demonstrated for one energetic material, it should be readily

adaptable to others.
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Chapter 3

Application of Strain Functional
Analysis to Shock-Compressed
Oriented TATB Crystals

3.1 Abstract

A new approach for characterizing the local configuration of particles in atomistic

simulations, referred to as Strain Functional Descriptors (SFDs), has recently been

developed. In this method, discrete quantities from Molecular Dynamics (MD) sim-

ulations such as number density, velocities, and forces are mapped onto continuous

fields using a Gaussian kernel. The local particle configurations in Cartesian coordi-

nates are derived from the nth order central moments of the local number density and

later transformed to a Solid Harmonics polynomial basis by SO(3) decompositions.

A unique and complete set of rotationally invariant SFDs is obtained by applying

Clebsch-Gordan coupling to terms in the SO(3) decompositions. This set of descrip-

tors contains geometric meaning of the local particle configurations in terms of size,
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shape, and orientation, and uncovers the underlying information on n-fold symme-

try axes and net shapes of the local environment. Here, we present a case study by

applying the SFDs to MD simulations of shock-compressed TATB crystals. Coupled

with machine learning techniques, the SFDs are shown to have successfully identified

the defects and deformations presented in the finite temperature MD simulations of

TATB, which is triclinic, and thus can be applied to materials with any symmetry.

3.2 Introduction

Extracting information on material response from the atomistic scale is important

to the development of fundamental understanding of the macroscopic properties. A

common way to achieve this is by characterizing the local configurations/geometries

of particles. Defect structures and deformation mechanisms can often be identified

using measurements of the local particle environments. Many methods have been de-

veloped for this purpose. Some of them are designed for specific structures (especially

of higher symmetry class systems),184,185 and some of them are limited by the sym-

metry functions used and are not robust under thermal flunctuations.186–190 Methods

that are constructed using information about ‘shape, orientation, and geometries’

have received much success.191–196 One approach, which relies on the power spec-

trum components of the local number density expansion (SOAP descriptors197–201),

has been used to characterize the atomic environments in grain boundaries of metal-

lic systems.202 While this approach seems promising, the SOAP descriptors do not

provide any underlying information about the symmetry of the local particle envi-

ronment. The list of studies here is by no mean exhaustive. Interested readers are

referred to the article by Stukowski for a more complete and comprehensive review

on structural analysis.203
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A more recent approach, known as the Strain Functional Descriptors (SFDs), has

been developed by Mathew et al.204 It provides a complete set of descriptors that

characterizes the local particle configurations and identifies symmetry elements. This

approach relies on moment analysis, which has been commonly used to characterize

three-dimensional (3D) structures.205 In this approach, the moments are directly re-

lated to gradients of local property fields, allowing the SFDs to identify symmetry

elements from group theory. In order to obtain the nth order moments, discrete parti-

cle properties, such as number densities, velocities, and forces from MD simulations,

are first transformed to continuous fields using a Gaussian kernel smoothing function.

This is the least-biased smoothing function and has been used in several studies.206–209

The nth order moments (expressed in the form of rank n Hermite polynomial tensors)

are obtained through the Taylor series expansion of the local number density for each

particle. For convenience, the Cartesian moments are expressed in terms of harmonic

polynomial functions, which transform the moments into an independent frame of

reference. For the SFDs to be general, they have to be orientationally independent.

That is, they must be described using the 3D rotationally invariant group SO(3), and

defects and deformations have to be expressed using the rotationally invariant basis

functions of that group. Incorporation of rotational invariance into moment analysis

has been achieved with techniques from group theory.210–212 The set of rotationally

invariant SFDs are derived by combinations and contractions of the basis functions

using the Clebsch-Gordan coupling coefficients. By trial and error, the unlimited

number of possible descriptors are reduced to form a minimal, complete, orthogonal

set. This set of SFDs is further coupled with machine learning techniques such as

Principal Component Analysis (PCA) and the Gaussian Mixture Model (GMM) to

achieve automated detection of defects and deformations in finite temperature MD

simulations of metals.
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Here, we present a case study of applying SFDs to MD simulations of shock-

compressed oriented 1,3,5-triamino-2,4,6-trinitrobenzene (TATB) crystals. The SF

analysis was applied to the molecular center-of-mass (COM) quantities. It success-

fully highlights defects in the system and classifies molecules associated with different

deformation mechanisms. The triclinic TATB unit cell is comprised of two molecules,

and each molecule consists of a benzene ring bonded to alternating nitro and amino

groups. The molecule is planar due to the push-pull intramolecular interactions be-

tween the nitro and amino groups and the benzene ring.154 The crystal consists of

planar sheets of planar molecules, sometimes referred to as a graphitic-like crystal

packing motif. Molecules within the planar sheets are held together by extensive

intermolecular hydrogen bonding, while there are only van der Waals interactions

between the molecular layers. The triclinic symmetry of the crystal makes TATB the

most general and suitable candidate for studies, as methods applicable for analysis of

TATB should be applicable, in principle, to systems of materials with any symmetry

class. In this study, MD shock simulations of TATB single crystals with different

system dimensions are considered. In one case, the system contains perfect TATB

crystals with no pre-existing defects, and the simulation cell is approximately square

in the transverse directions and 10 times longer in the longitudinal direction.112,116

In the other case, a 50.0 nm diameter pore is introduced in the middle of a quasi-2D

simulation cell, which is approximately square in the transverse directions and ex-

tremely thin in the third direction.84 (See Ch. 2 for more details.) Both studies were

performed using an all-atom fully-flexible force field.36,39,84,86 Calculated molecular

(COM) positions and orientation parameters were used as data for the Strain Func-

tional analysis, which successfully identified the initiation and propagation of defects

and deformations throughout the simulations.

Details of the SFDs approach and brief descriptions of the MD simulation methods
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are described in Sec. 3.3. Results and discussion of the applications of SFDs to MD

simulations are discussed in Sec. 3.4. More precisely, analysis of shock-compressed

oriented TATB single crystal is included in Sec. 3.4.1, and analysis of the shock-

induced pore collapse in oriented TATB crystal is presented in Sec. 3.4.2. Additional

thoughts on directions for future work are given in Sec. 3.5.

3.3 Computational methods

3.3.1 Strain functional descriptors

Strain functional descriptors (SFDs) comprise an exhaustive symmetry-adapted basis

that can be used to characterize the configuration of particles in the system. Initially,

discrete quantities such as positions, forces, and velocities from MD simulations are

mapped onto continuous fields through Gaussian kernels, which have been extensively

applied in SOAP197–201 and the SNAP206,207 and Moment Tensor Potentials.208,209 It

is considered to be the least-biased kernel.213 The normalized isotropic Gaussian

kernel has the following form,

wj(r) =
1

(2π)3/2σ3
exp(−|r− rj|2

2σ2
), (3.1)

where r is the general coordinate of a particle of interest, rj is the position of the jth

neighbor, and σ is the width of the Gaussian distribution and has a unit of length.

This kernel function is used to define the number density N in the continuous field,

N(r) =
∑
j

wj(r) =
1

V0

∑
j

exp(−|r− rj|2

2σ2
) (3.2)
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where

V0 = (2π)3/2σ3. (3.3)

The width σ is assumed to be constant because the systems consist of TATB crystal

only. (SFA is done using molecular properties in this study.) The analogous approach

of mapping discrete properties to continuous fields can be applied to other properties

including velocities and forces.

The number density can be expanded around the neighborhood of atom i (r+ δr)

using the Taylor series expansion:

ni(r) = N(ri + δr) ≈ N(ri) + δr · ∂N
∂r
|ri +

1

2
(δr× δr) · ∂

2N

∂r2
|ri + · · · (3.4)

Note that the general three-dimensional coordinates r, rj, and their products (i.e.

δr× δr) are expressed in tensoral form.

The individual differential terms in Eq. 3.4 can be expressed using Eq. 3.2.

∂N

∂r
|ri =

∑
j

∂wj
∂r
|ri = − 1

σ

∑
j

rij
σ
wij (3.5)

∂2N

∂r2
|ri =

∑
j

∂2wj
∂r2
|ri =

1

σ2

∑
j

(
rij × rij
σ2

− I2)wij (3.6)

∂3N

∂r3
|ri =

∑
j

∂3wj
∂r3
|ri = − 1

σ3

∑
j

(
rij × rij × rij

σ3
− 3

rij
σ
× I2)wij (3.7)

∂4N

∂r4
|ri =

∑
j

∂4wj
∂r4
|ri =

1

σ4

∑
j

(
rij × rij × rij × rij

σ4
− 6

rij × rij
σ2

× I2 + 3I4)wij (3.8)
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Here, wij represents the function wj(r) evaluated at r = ri, and I2 and I4 are the

rank 2 and rank 4 identity matrices. The number density of the ith atom depends on

its distance to other atoms (i.e., rij = ri − rj).

The recursive property of the Gaussian function greatly reduces the complexity of

the derivatives: they can be rewritten in the form of scaled Gaussian-weighted sums

over the particle distances in the system. The Gaussian kernel also makes higher

order derivatives, which cannot be solved analytically with either discrete or low-

order polynomial functions, accessible. In addition, geometric information about the

neighborhood can be extracted from the simplified derivative terms. For example,

the gradient of the number density represents the first-order moment of the spatial

distribution of the neighborhood (Eq. 3.5), and the second-order moment of the spa-

tial distribution measures the uniaxial and shear deformation as shown in Eq. 3.6.

The identity matrix measures the volumetric strain (i.e., change in size), and terms

inside the parentheses together measure the deviatoric strain (i.e., change in shape)

of the local neighborhood. The third-order moments are related to three-fold rota-

tion symmetries, centrosymmetry, and the strain-gradient of the local environment.

The fourth-order moments indicate four-fold rotation symmetries and cubic crystal

symmetries.

The tensor polynomials in Eqs. 3.5-3.8 have the same form as Hermite polynomials.

They can generally be written as:

∂nN

∂rn
|ri =

∑
j

∂nwj
∂rn
|ri =

1

σn

∑
j

wijHn(
rij
σ

), (3.9)

where Hn are the nth order Hermite polynomials that are equivalent to terms inside

of the parentheses in Eqs. 3.5-3.8. These polynormials can be expressed in terms of

individual Cartesian components,
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∂nN

∂xp∂yq∂zs
|ri =

1

σn

∑
j

wij(xi − xj)p(yi − yj)q(zi − zj)s, (3.10)

where p, q, and s are non-negative integers with a sum equals to n.

Generally, information expressed in Cartesian coordinates is less convenient, espe-

cially when the symmetry axes do not align with the coordinate axes. The Hermite

polynomials in Eq. 3.10 can be rewritten using a rotationally invariant format. This

can be achieved by following the method derived from the principles of angular mo-

mentum.210 First, the Cartesian Hermite polynomials need to be transformed to solid

harmonics Rm
l(n),

Rm
l(n) = rn−lrlY m

l , l ≥ 0, l = n, n− 2, . . . ,m = −l,−l + 1, . . . , l − 1, l (3.11)

where r is the magnitude of the distance vector r, l is the overall order of the har-

monic polynomial, and Y m
l is the spherical harmonic function. The solid harmonic

function Rm
l(n) contains both the radial dependence and angular dependence terms.

Transformation between Hn and Rm
l(n) for second, third, and fourth rank tensors has

been demonstrated elsewhere.210,212 Using this, the moments of spatial distribution

about atom i can be written as:

vml(n)(i) =
∑
i

Rm
l(n)(rij) (3.12)

The vml(n) terms that are expressed in terms of angular momentum functions are el-

ements of the Irreducible or Spherical representation of the moment tensors (Spherical

Tensors), which are expressed in terms of the solid harmonics basis. The rotationally

invariant descriptors are then derived from the Spherical Tensors using the Clebsch-

98



Gordan coupling procedure,211 in which a tensor N can be arbitrarily taken as the

product between any two Spherical Tensors using the following equation

N[l1, l2]
k
h =

m=l∑
m=−1

〈l1,m, l2, k −m|l1, l2, j, k〉vml1(n1)
vk−ml2(n2)

, (3.13)

where N is the tensor of rank h and |k| ≤ h. The terms inside the brackets 〈〉 are

the Clebsch-Gordan coefficients which indicate the specific terms that are coupled.

These coefficients only depend on the values of (l,m) and are independent of (n1, n2).

There are infinite numbers of possible combinations of tensors. Mathew et al.204

obtained a minimal, complete, exhaustive orthogonal set of the tensors by trial and

error. They demonstrated that a unique, one-to-one mapping between the Cartesian

moments, Spherical Tensors, and the rotationally invariant terms derived using the

Clebsch-Gordan exists up to the 4th order. Those terms are necessary to describe

the geometries independent of the coordinate frame and are referred to as the Strain

Functional Descriptors (SFDs).

The size of the Gaussian neighborhood σ has been shown to have an effect on

the magnitudes and values of the SFDs.204 A small σ would result in few neighbor

particles being detected and a quick fall of SFDs to zero; on the other hand, more

neighbor particles would be included with a large σ, resulting in an isotropic neigh-

borhood and a rapid fall of SFDs to zero.204 A value of 13 Å is used for σ for analysis

on TATB. This optimal value is selected based on the near-neighbor calculation of

our previous study.112

The dimensionality of the orthogonal set of SFDs is first reduced by using Prin-

cipal Component Analysis (PCA), which converts the correlated data into a linearly

independent orthogonal basis set with fewer components.214 The reduced set of SFDs

is then classified into groups with the Gaussian Mixture Model (GMM), which is an
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unsupervised machine learning classification algorithm.215 The automated detection

of defect structures using GMM, as implemented in Scikit-learn,216 worked well on

metals with higher symmetry class.204 The underlying distribution of the data is

assumed to be a mixture of n Gaussians, where n is a parameter defined by the user.

Between m = 3 to m = 6, the best classification scheme that gives the cleanest classi-

fication of defect structures in the system is given by m = 5 for MD shock simulations

of TATB crystals for θ = 90◦.

3.3.2 Molecular dynamics simulation details

Simulation cells for shock propagate exactly parallel (θ ≡ 90◦) to the normal of

the molecular layer surface in the TATB crystal structure was constructed using the

GCCM.70 The angle θ is defined as the angle between the lattice vector a and the shock

direction S, which is constrained to remain in the a-b plane (N001 = a×b) defined by

the crystallographic lattices. A generalized unit cell was selected with the conditions

that it is approximately orthorhombic and the face normal of the simulation cell is

parallel to S. The cell was rotated so that S is always parallel to +z in the Cartesian

frame. The generalized unit cell is then replicated in three-dimensional space to yield

simulation cells with desired dimensions. Two different systems were considered.

One consists of a TATB single crystal with no pre-existing defects. This system has

dimensions of ≈ 10 nm in the transverse directions and ≈ 100 nm in the longitudinal

(shock) direction. A 5.0 nm vacuum region is introduced along z at one end of the

simulation cell to reduce the long-range electrostatic interactions across the periodic

boundary. For the other system, a 50.0 nm diameter cylindrical pore is positioned

in the center of a quasi-2D simulation cell with dimensions of approximately 150 nm

× 150 nm and ≈3.5 nm in the third (thin) direction. A 10.0 nm vacuum region is
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introduced along z at one end of the simulation cell for the same reason mentioned

earlier in this paragraph. (The first simulation is the θ ≡ 90◦ case described in

Refs. 116 and 112. The second simulation is the θ ≡ 90◦ described in Refs. 84 and

Chapter 2.) The two systems contain 105,792 and 328,076 molecules, respectively.

All simulations were performed using the LAMMPS code77,78 along with the all-atom

fully-flexible non-reactive force field of TATB introduced in Chapter 1.

Isochoric-isothermal (NVT) and isochoric-isoenergetic (NVE) trajectories were

integrated using the velocity Verlet algorithm.74 Both systems were equilibrated at

T = 300 K with NVE dynamics followed by NVT dynamics. Specific parameters

used for the single-crystal system can be found in Refs. 116 and 112, and detailed

descriptions of the quasi-2D simulation setup are included in the method section of

Chapter 2 and Ref. 84. Shocks were generated using a reverse-ballistic configuration

for both simulations. A 20 Å thick piston is defined at the “bottom” (z = 0) of the

cell, and velocities of molecules within the piston are set to and maintained at zero

during the simulations. A particle velocity up = (0, 0, -1.0 km s−1) is added to the

thermal velocities of atoms in the flexible sample. This results in a supported shock

wave that travels with velocity uw = |us| + |up| along the +z direction in the frame

of the stationary piston.

Two orientation parameters (vectors) were calculated for all molecules in the sys-

tem at a given instant. The first parameter was computed, for a given molecule, as

the vector from molecular COM position to a carbon atom of the same molecular

such that the vector is approximately parallel or antiparallel (due to centrosymme-

try) to the lab-frame basis vector Ŷ . The second parameter was simply the TATB

benzene-ring normal vector, which is parallel to the lab-frame basis vector Ẑ for the

θ ≡ 90◦ case.
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3.4 Results and Discussion

3.4.1 Application to shock-compressed oriented TATB single
crystals

The SFDs of the shock simulations were computed using the molecular COM positions

and the orientation parameters. Only the SFDs that describe the size and shape of

the local particle environment (19 descriptors per molecule) were used here. Training

and prediction were performed using the first 9 principal components of the SFDs,

which cover 99.5% of the data. The GMM classifier was trained using snapshots at

three instants from the MD simulations of shock-compressed oriented TATB single

crystal, at the beginning of the shock simulation (t = 0), at the instant of maxi-

mum compression (tmax = 20 ps), and when the shock wave was halfway through the

sample (thalf = 10 ps), to obtain approximately equal numbers of molecules located

behind and ahead of the shock wave. This yielded ≈125,000 molecules in total as

the training data. The parameters of the five Gaussian classes were estimated using

the expectation-maximization algorithm.215 The probability of a given molecule be-

longing to each Gaussian was determined, and molecules were assigned to the most

probable class.

The resulting five classes are shown in Figure 3.1. Two (shown in navy and green)

of the five classes are identified as ‘uncompressed’ TATB molecules with basal plane

sliding. Note the system of TATB single crystals is at thermal equilibrium (T =

300 K) before the shock simulation, and it is known to be prone to basal plane sliding

under standard ambient conditions.38 As the shock passes through the material, some

of the ‘uncompressed’ molecules (shown in navy and green) become compressed and

are classified as two new groups (shown in cyan and yellow, respectively) while the

rest becomes ‘disordered’ (shown in red). This process is better demonstrated in the
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animation (available in Appendix VI). All images and animations are rendered using

the visualization tool OVITO.217

Figure 3.1: Snapshots of the shock simulation of TATB single crystal for θ = 90◦ at
a) t = 0 and b) t = tmax showing only the molecular COM positions. c) Molecules
are colored according to the five Gaussian classes: ‘Uncompressed’ TATB molecules
are shown in navy and green, ‘compressed’ molecules are shown in cyan and yellow,
and ‘disordered’ TATB molecules are shown in red.

We recognize that the raw classification is not perfect. In Figures 3.1(a) and (b),

molecules within the piston are shown in red, which is categorized as ‘disordered’

molecules. In fact, the Gaussian classification is defined based on the status of the

majority of the molecules within that class. The local configuration of molecules

within the piston is distinct from molecules that belong to the other four classes and

thus is classified as ‘disordered’. A value of m = 6 is considered for the GMM, but

it does not separate molecules within the piston from the disordered molecules. In

addition, note that there are a few ‘disordered’ molecules scattered across the sample

at t = 0 (Figure 3.1(a)). This may be due to the thermal noise.

In our previous study of the thermo-mechanical response of the shock-compressed

oriented TATB single crystals, deformation mechanisms of the crystals are inves-
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tigated by monitoring the near-neighbor relative displacement maps (NNRDs) of

molecules in the flexible sample.112 It is defined as the difference in molecular COM

position vectors in the Cartesian frame for selected molecular pairs behind the shock

and the position vectors for the same molecular pairs in the perfect crystal. This

method was first introduced by Zimmerman218 and has been applied in studies of

α-HMX219 and PETN-I.55 As shown in Figures 3.2(a) and (b), there are 14 near-

neighbor molecules for each TATB molecule, including 6 in-plane and 8 out-of-plane

neighbor molecules. Figure 3.2(c) contains three snapshots of a subgroup of the sam-

ple prior to the shock arrival (left), shortly after shock passage (middle), and close to

the time of maximum compression (right); where the shock wave propagates vertically

upward. The molecule with the largest NNRD in the sample and its 5th-generation

of cluster are selected. (See Refs. 116 and 112 for more details.) The deformation

mechanism shown in Figure 3.2(c) corresponds to a stacking fault (middle image) fol-

lowed by a non-basal dislocation (right-hand image). Interested readers are referred

to Ref. 112 and 116 for more details of the analysis.

Figure 3.2 shows the dominant deformation observed for the θ = 90◦ case. How-

ever, the deformations at larger scales are much more complex compared to the “local”

results of Figure 3.2(c). Figure 3.3 contains snapshots of the entire system at the time

of maximum compression analyzed using the Strain Functional analysis (SF, panel

(a)) and the NNRD analysis (panel (b)). Figure 3.3(a) is identical to Figure 3.1(b)).

Molecules near the piston and the free surface were excluded in the NNRD analysis

(panel (b)). Molecules in the NNRD analysis were colored according to the magnitude

of the largest NNRD among the 14 near-neighbor molecules. To focus on regions with

significant changes, only molecules with maximum NNRD greater than a threshold

value (3 Å) are presented.

As shown in Figure 3.3, results using the two methods are in good agreement
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Figure 3.2: a) Top view and b) side view of a central TATB molecule (large red) with
its six in-plane (navy) and eight out-of-plane (shades of brown and red) near-neighbor
molecules. c) Snapshots of a selected molecule and its 670 near-neighbor molecules at
time t for θ = 90◦ case. Molecular layers are colored according to distances away from
the central molecular layer. The crystal lattice frame corresponding to the snapshots
is shown on the lower left.

Figure 3.3: Snapshots of the system at the time of maximum compression for θ = 90◦

analyzed using a) Strain Functional analysis and b) NNRD analysis. The red line in
b) indicates the position of the free surface at that instant. Molecules close to the
piston and the free surface are excluded from the NNRD calculation.
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qualitatively: molecules with NNRD values above the threshold shown in panel (b)

are classified as ‘disordered’ by the GMM (shown in red in panel (a)). However, the

two types of compressed molecules that are shown in cyan and yellow using the SFDs

(panel (a)) are not distinguished by the NNRD analysis due to their small NNRD val-

ues. While the NNRD analysis is useful in determining deformations associated with

large molecular displacements, it fails to provide information about the specific defor-

mation mechanism. As a result, it becomes difficult to distinguish among molecular

displacements due to thermal fluctuations; deformations with small NNRD such as

basal-plane layer sliding, twinning, and buckling; and deformations with large NNRD

such as shearing and dislocations. In part, this is because the NNRD threshold values

are arbitrary. Prior knowledge about the ranges of NNRD values that correspond to

different kinds of deformation is required to properly interpret the results. Whereas

the NNRD analysis only focuses on defined near-neighbor molecule displacements,

the SF analysis takes the entire local neighborhood into consideration, including

information on both number density and geometry of the environment. When an

unsupervised machine learning method, the GMM, is applied to the set of SFDs, the

result is a more comprehensive and interpretable classification of the molecules. Com-

pared with the NNRD analysis, the SF analysis allows classification without a priori

knowledge of the initial structure of the neighbor environment and can be readily

applied to materials with any symmetry class.

3.4.2 Application to shock-induced pore collapse in oriented
TATB

To further test the SF analysis, we apply it to results of shock-induced pore col-

lapse in oriented TATB crystals. The GMM is trained using the data from the shock

simulations of the 90◦-oriented crystal as discussed in Section 3.4.1, and the same
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classification with five classes has been applied here. In both cases, the crystal orien-

tation is for shock propagating parallel to the surface-normal vector of the molecular

layers. Snapshots of the system prior to the shock (panel (a)) and at the time of

maximum compression (panel (b)) are shown in Figure 3.4. Molecules near the free

surfaces (both ends of the simulation cell and at the pore surface) are identified as

‘disordered’ molecules. The system is at thermal equilibrium (T = 300 K) before the

initiation of shock, and the basal plane sliding mentioned earlier and in Ref. 38 is

likely the cause of the two distinct groups (shown in navy and green). After shock

wave passage, molecules behind the shock front are classified into three groups: ‘com-

pressed’ molecules (shown in cyan and yellow) and ‘disordered’ molecules (shown in

red). Figure 3.4(b) is a depiction of the system at the time of maximum compression.

The pore has completely collapsed, and the shock wave generated with the closure

of the pore has reached the upper end of the simulation cell. The shock front, which

has a curved shape, is clearly shown as the boundary between the ‘compressed (cyan

and yellow)’ and ‘uncompressed (navy and green)’ molecules.

The shock wave profile is rather complex and is better viewed in conjunction with

the animation in Appendix VI. The shock wave initially propagates vertically up and

becomes bend around the curved pore surface. Waves on either side of the pore travel

at a greater speed than in the center of the simulation cell, forming a shock wave front

with a ‘v-shape’. Reflected waves are generated from the top surface when the shock

waves on either side of the pore reach that end of the simulation cell, leading to a

rarefaction that propagates back into what was originally compressed material on

the downstream side of the pore, causing it to relax. Meanwhile, the pore collapses

and sends out a blasting wave that propagates outward away from the pore. The

blasting wave meets and overtakes the reflected waves half-way above the equator.

The snapshot shown in Figure 3.4(b) is captured at the instant of the blasting wave

107



Figure 3.4: States of the system during shock-induced pore collapse in TATB crystals
with an orientation of θ = 90◦ at a) t = 0 and b) t = tmax. Here, tmax is the instant
when the shock wave generated by pore collapse has just reached the top end of
the simulation cell. Molecular COM positions are rendered using the unwrapped
coordinates in the lab frame. The color scheme is the same as in Figure 3.1.

that is generated by the pore closure has reached the top end of the simulation cell.

The ‘disordered’ molecules can be, intuitively, divided mainly into two categories:

‘disordering’ due to pore collapse and ‘disordering’ due to dislocations. Molecules

belonging to the first category are concentrated between the piston and upstream of

the original pore (bright red region in Figure 3.4(b)), and this ‘disordering’ is mainly

caused by the collapse of the pore. The later type of ‘disordered’ molecules, which are

further away from the location of pore closure and have a pattern that is reminiscent

of tree branches, are probably results of propagation of dislocations across multiple

molecular layers. Note ‘disordered’ molecules in the unloading regions (red regions

in the upper corners in Figure 3.4(b)) are unlikely to fall into either of the categories

mentioned above. It is difficult to categorize the ‘disordered’ molecules near the

location of pore closure; various numbers of classifications of the GMM have been

tested with limited improvement of the results.
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3.5 Conclusions

The Strain Functional Descriptors (SFDs) developed by Mathew et al.204 is a set of

formally complete and rotationally invariant descriptors that can be used to charac-

terize particle geometries from MD simulations. Discrete quantities associated with

the particles (here, molecular COMs) such as number density are mapped onto con-

tinuous fields using a Gaussian kernel. Local particle configurations are derived from

nth order central moments of the local number density. Initial moments in Carte-

sian coordinates are transformed into the Solid Harmonics polynomial basis using

SO(3) decompositions. The rotationally invariant SFDs are constructed through the

Clebsch-Gordan coupling. These descriptors characterize the particle environment in

terms of size, shape, and orientation of the neighborhood and can be used to identify

crystal symmetries, defect structures, and phase transformations. With the appli-

cation of unsupervised machine learning algorithms, the SFDs can be used as an

automated tool for analysis of deformation mechanisms and defect structures in MD

simulations.204

In this work, an existing SF analysis code was modified to incorporate periodic

boundary conditions and enable it to handle triclinic (non-orthogonal) simulation

boxes. We have demonstrated its ability to successfully characterize and predict

deformations and defects in both uncompressed and shock-compressed samples of

the triclinic molecular crystal TATB. Classifications results from the unsupervised

learning algorithm GMM have shone light on the mechanical shock response of the

crystal and provided data for further analyses of deformation mechanisms. Unlike

many of the structural analysis methods that are limited to high-symmetry crystals,

the SFDs can be applied to materials with any symmetry class.

We notice that random noise exists in both simulations considered in this study.
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Several measures can be taken to improve on this. The GMM is trained using results

from the MD simulations at three time instants. The random noise in classification

might be reduced by training the GMM with time-averaged MD results. In addition,

we note that only the size and shape descriptors were included in the PCA performed

in this study. While this may be sufficient for systems with high symmetry, a more

inclusive set of descriptors which also includes orientation perhaps will yield better

classifications, especially for materials with lower symmetries. With the GMM, the

distribution of the principal components is assumed to be Gaussian. Application of

other machine learning algorithms such as (unsupervised) k-means clustering220,221 or

(supervised) K-Nearest Neighbor (KNN)222 may provide insight on choosing the best

clustering algorithm for low-symmetry crystal system. The SF analysis can also be

applied to systems of TATB crystals with other orientations, and further studies to

interpret the classification are much needed.
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Chapter 4

Lessons Learned and Helpful Tips

4.1 Introduction

As a young graduate student who knew little about the topic of theoretical chemistry,

let alone molecular dynamics simulations, I was lost for quite some time. It took me

a very long time before I began to gain any understanding of the complex theories

of molecular dynamics and the complicated programming commands of LAMMPS.

What I did not know was that obtaining an understanding of these concepts was only

the bare minimum to perform an MD simulation correctly. There are myriad ways

to fail, and each of them is unique. While some of the mistakes are easy to catch and

fix, some are easy to miss, especially for beginners.

Mistakes are inevitable during any learning process. In fact, it is one of the nec-

essary components of the human learning process. Though usually not reported in

the literature, many mistakes are valuable learning sources for forthcoming graduate

students. Whereas students may learn better when they make these mistakes them-

selves, similar (learning) experiences (through failures) can be obtained by reading
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about others’. Here, I include a few lessons that I have learned during my professional

life, hoping these can be of a little help for anyone who is reading this.

4.2 Buck/coul/long never ends

I still remember that when I first started my graduate study, my advisor had warned

me repeatedly that I must understand every single command line before I started run

any simulations, and I must admit that I did not at the beginning. Being a student

with no prior experiences in programming or running MD simulations, learning to

drive a complex program such as LAMMPS was difficult enough for me. As I be-

came more familiar with LAMMPS and started to gain a better understanding of

the program and the command lines, I started to realize the difficulties in performing

a simulation with the correct setup and parameters. Some of the mistakes I made

could probably have been prevented if I had understood the exact meaning of each

command line specified in simulations.

The example that strikes me the most is the effect of the non-bonded long-range

interaction terms of the force field on the angular momentum of the system. The

objectives of the project were to understand the concept of normal-mode analysis,

learn and implement it, and become familiar with performing MD simulations using

LAMMPS. The system contained a single molecule of a hexahydro-1,3,5-trinitro-1,3,5-

s-triazine (RDX) bonded with a phenyl group, which is referred to as phenyl-RDX for

the rest of this chapter. The chemical structure of the phenyl-RDX molecule is shown

in Figure 4.1. The goal was to simulate the dynamics of an isolated molecule. The

simulation box had a cubic shape with an edge length of 120 Å, and the phenyl-RDX

molecule was placed at the origin of the simulation cell; that is, with the molecular

COM position located at (0, 0, 0). To conduct the normal-mode analysis, a 60 ps
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NVT dynamics was first performed at a final temperature of 298 K, followed by a

100 ps long NVE dynamics equilibration. The initial kinetic energies were randomly

selected from a Maxwell (Gaussian) distribution and adjusted to yield zero net linear

and angular momentum. The total energy, linear momentum, and angular momentum

of the system were calculated and monitored during the simulations. Conservations of

fundamental classical mechanical quantities needed to be confirmed before performing

any analyses.

Figure 4.1: a) 2D and b) 3D diagrams of the phenyl-RDX molecule. The benzene
and the RDX molecules are connected via a C-C single bond. Carbon atoms are
shown in cyan, hydrogen atoms are shown in white, oxygen atoms are shown in red,
and nitrogen atoms are shown in navy.

During the NVT and NVE dynamics, the phenyl-RDX molecule was found to start

rotating (gain angular momentum) shortly after the beginning of the simulation. The
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calculated angular momentum of the system initially started at zero and increased

steadily for the rest of the simulation, despite the fact that it was defined to be zero

at the beginning of the simulation and should have remained at zero throughout the

entire simulation because it is a constant of the motion for an isolated system. The

cause of this (surprising) result was investigated and was found to be a single com-

mand line in the LAMMPS input script. Among the multiple command lines which

define the force field of this molecule, one of them describes the non-bonded long-

range interaction calculations. This command line and its corresponding evaluation

method are circled in Figure 4.2. The Buckingham and Coulombic potential terms

defined in the ‘buck/coul/long’ pair style have the following form

E = Ae−r/ρ − C

r6
(4.1)

E =
Cqiqj
εr

(4.2)

where r stands for the effective interatomic distance for the potential calculations, q

is the ionic charge of atoms, and ρ, ε, A, and C are parameters. Here, r < rc, and

the cutoff distance rc is set to be 40.0 Å for both the Buckingham and Coulombic

potential terms (shown as the two numbers after the ‘buck/coul/long’ command line).

Intuitively, with a cutoff radius that is less than half of the simulation box edge

length, the long-range non-bonded interactions should not introduce any artificial

effects. However, the option ‘long’ means that no hard cutoff is applied for the

Buckingham or the Coulombic potential energy calculations. Instead, rc denotes the

distance which long-range interactions calculated in real space within the cutoff radius

are replaced by calculation in reciprocal space (i.e., K-space). With the periodic

boundary conditions in conjunction with long, the original phenyl-RDX molecule is
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Figure 4.2: Snapshot of part of the input script for NVT and NVE dynamics per-
formed using LAMMPS. Command lines relevant to non-bonded long-range interac-
tion calculations are circled.
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interacting slightly with its periodic images, resulting in weak forces that cause the

rotational acceleration of the molecule.

The solution to this problem was straightforward. The angular-momentum prob-

lem was removed by switching from the evaluation option ‘long’ to ‘cut’, indicating a

hard cutoff is applied for the potential energy and force calculations. In Figure 4.3,

the angular momentum of the system calculated with a hard cutoff for the long-range

interactions remains at zero throughout both the NVT and NVE dynamics.

Figure 4.3: Angular momentum |L| of the system evaluated with (denoted as ‘PPPM
OFF’) and without (denoted as ‘PPPM ON’) a hard cutoff. The increasing |L| of the
system with infinite long-range interactions is shown in orange, and |L| of the system
with a hard cutoff of the long-range interactions is shown in blue. Note that for the
case without a hard cutoff (orange), the noisy portion is due to NVT dynamics, and
the smooth (but increasing) portion is for NVE dynamics.
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This simple example has clearly illustrated the effect of long-range interactions

on the system properties calculations. It has also demonstrated the importance of

a complete understanding of the simulation setup. As shown in the previous para-

graphs, the meaning of the cutoff radius rc can change with the calculation options,

and a change in a calculation option could eventually lead to possible failure of the

simulation. The importance of a complete understanding of the simulation setup de-

tails cannot be stressed enough. To perform an MD simulation correctly, one has to

be extremely careful with the simulation design as well as the setup details.

4.3 In shock simulations the thickness of the pis-

ton matters

One tricky aspect of running MD simulations is that successfully running the simula-

tions without “segmentation faults” does not guarantee the correctness of the results.

This is similar to computer programming: A code that “runs” is not guaranteed to

yield results. A comprehensive understanding of the simulation setup and careful

selections of parameters are keys to a successful and accurate simulation. In addition

to a complete understanding of the simulation setup, details of simulation design also

play an essential role in performing a valid, high-quality simulation. Here, we present

a (failed) case study of MD shock simulations of TATB single crystals with a very

thin piston as an example to demonstrate the importance of simulation design details.

In my MD shock simulations, a small region of the sample material is often defined

as the rigid piston for the generation of shock waves in the system. In a reverse-

ballistic configuration, the flexible sample impacts the piston and a shock wave that

propagates through the flexible sample is generated. In a piston-driven configuration,

the rigid piston (in which the molecules are completely frozen) compresses the flexible
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sample at a constant velocity. In both cases, the thickness of the piston is an impor-

tant element of simulation design. If the piston is too thick, then less data (sample

material) is available for post analyses; if the piston is too thin, then material will

pass through the rigid piston upon impact. Therefore, the optimal thickness of the

piston should be the minimum width that is able to prevent molecules from passing

through. In MD shock simulations of molecular crystals, many factors, such as the

crystal orientations, molecular geometry, unit cell lengths, and impact speeds, need to

be considered when determining the piston thickness. In general, a piston commonly

has the thickness that equals to a couple of unit cell lengths, approximately 20 Å to

30 Å.

Figure 4.4 shows three MD shock simulations of oriented TATB single crystals

using a reverse-ballistic configuration with a piston thickness of 10 Å. In this (failed)

study, seven crystal orientations, ranging from 0◦ to 90◦ with increments of 15◦, are

considered. Simulation details for this study can be found in Refs. 112 and 116.

(The piston thickness is changed to 20 Å in Refs. 112 and 116 while keeping other

procedures the same.) Shortly after the simulation started, molecules from the flexible

sample that are in contact with the piston are pressed strongly against it and some

are pushed through the “empty spaces” in the rigid piston (regions of lower atomic

density), resulting in individual TATB molecules “flying” into the vacuum region at

the other end of the simulation cell due to the periodic boundary conditions. Results

have indicated that a 10 Å thick piston is sufficient for shock simulations of crystal

orientations θ ≥ 60◦ (not shown here), while for θ < 60◦, molecules are extruded

through the piston.

Questions may be raised such as “Have you not used one orientation as the study

case for such a thin piston before applying it to other orientations?” As a matter of

fact, the shock simulation of θ = 90◦ was used as a test case for such piston thickness,
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Figure 4.4: Extrusion of TATB molecules due to the extremely thin piston for a)
θ = 0, b) θ = 15◦, and c) θ = 30◦. Molecules are represented as particles using the
molecular COM positions.

and in this case 10 Å worked well. Unfortunately, this was only true for orientations

with large values of θ. As a young graduate student, I was naive to think that if

it can be applied to one case, it can be applied to all. As demonstrated using the

case study, simulation details play a crucial role in performing the correct simulations

correctly. There are infinite ways to introduce mistakes in a simulation. Although

many of them could possibly be avoided based on previous experiences, some of them

are difficult to detect especially for inexperienced graduate students. Details make a

huge difference in terms of correctness and performance of the simulations.

4.4 Optimal choice of the summation method

In computer programming, the utmost important thing is to verify and validate a

code, ensuring the correctness of both the code itself and its results. The next step

is to improve its efficiency. Earlier in this chapter, we have discussed two key aspects

of performing a correct MD simulation correctly. We shall now shift our focus to the

efficiency improvement on MD simulations.

The massively parallel computer program LAMMPS offers a variety of options for
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a simulation. As seen in the first example, several computing methods, each with

multiple options, are available for a single MD simulation. Those options can have

an effect on the correctness and the performance of the simulations. The user needs

to select the options that are most appropriate for their simulation.

The effect of the different computing options on the efficiency of a simulation

sometimes can be very intuitive. Using the calculation of Coulombic interactions as

an example, it is obvious that a longer cutoff radius, which means more computations,

will take a longer wall time to complete. Sometimes such effect on efficiency cannot

be easily predicted without tests and comparisons. Here, we present a case study of

the effects of the summation methods on both the efficiency and the accuracy of the

potential energy and force calculations in a MD simulation.

There are three independent variables in this study: numbers of atoms in the

system, the value of cutoff radius rc, and the summation method for long-range in-

teractions. One of the variables is varied while keeping the others the same. Four

system sizes, five cutoff radius lengths, and three summation methods are considered,

yielding a total of 60 simulations. The four systems contain 10,000 atoms, 100,000

atoms, 1 million atoms, and 10 million atoms, respectively. The value of the cutoff

radius ranges from 11 Å to 15 Å with increments of 1 Å. And the three summation

methods applied are the Particle-Particle Particle-Mesh (PPPM) solver,223 the Wolf

summation method,166 and the Damped Shifted Force (DSF) method.224 The equa-

tion for the pairwise Coulombic energy is shown in Eq. 4.2. In the PPPM solver,

the atomic charges are first mapped onto a 3D mesh, the electric fields are evaluated

using a 3D fast Fourier transform (FFT), and charges are interpolated on the mesh

and mapped back onto the atoms. The evaluation method proposed by Wolf et al.

has the following form
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Ei =
1

2

∑
j 6=i

qiqjerfc(αrij)

rij
+

1

2

∑
j 6=i

qiqjerf(αrij)

rij
(4.3)

where the pairwise Coulombic energy is damped via the complementary error func-

tion. This method uses a charge-neutralized sphere when evaluating the potential

energy, and the cutoff radius rc is defined by the user. The DSF method is an ex-

tension of the Wolf summation and aims at resolving the issue of force discontinuity

at the cutoff radius. An additional force term, which is derived from the standard

shifted potential, is incorporated into the potential energy equation proposed by Wolf

et al.

Ei = qiqj[
erfc(αrij)

rij
− erfc(αrc)

rc
+ (

erfc(αrc)

r2c
+

2α√
π

exp(−α2r2c )

rc
)(rij − rc)] (4.4)

An energy-drift issue in the Wolf method has been improved by including the shifted

force term in the DSF method.

Note the option ‘coul/long’ is applied in conjunction with the PPPM solver, and

the cutoff radius indicates in which subspace (real or reciprocal) the energy calculation

is carried out. In each simulation, 200 steps of NVT dynamics at 300 K was performed

with the initial atomic velocities selected from a Maxwell (Gaussian) distribution. The

accuracy (of potential energy and force calculations) and efficiency (the wall time)

of the simulations are examined across all simulations to identify the optimal choice

of summation method and parameters that yields the most accurate results with the

highest efficiency. Here, all simulations were performed on systems of perfect β-HMX

crystal, which is monoclinic with two molecules per unit cell. Simulation cells were

generated as replications of β-HMX unit cell under standard ambient condition, of

which the lattice parameters were predicted using the force field developed by Smith
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and Bharadwaj225,226 and later refined by Kroonblawd et al.70

First, we examine the effect of cutoff radius on the accuracy of potential energy and

forces calculations. Simulations of a given size were performed starting from identical

initial atomic configurations. The potential energy and forces were evaluated for the

same atomic configurations using various cutoff radius and summation methods of a

given simulation cell size. The results computed using the PPPM solver are treated

as “ground truth” for this comparison. The shortest cutoff radius rc that gives the

best accuracy is selected for further analyses in order to obtain that accuracy with

the highest efficiency. The effects of the simulation size and the summation method

on computing efficiency are studied to provide a base for determining the optimal rc

value for different simulation sizes and summation methods.

The accuracy of potential-energy calculations was evaluated using the percentage

difference between the values computed using either the Wolf or DSF method and the

values computed using the PPPM solver. The cutoff radius exhibits minimal effect on

the potential-energy calculations. The percentage difference of potential energy calcu-

lated using the Wolf method increases from 0.003% to 0.05% with an increasing cutoff

radius regardless of the system size. Although the relative increase of the percentage

difference is almost a factor of 20, the absolute change of the percentage difference

is negligible. For practical purposes, the potential energy differences between the

Wolf summation method and the PPPM solver can be treated as zero. On the other

hand, the percentage difference of potential energy calculated using the DSF method

shows a large deviation, ranging from 0.04% to -8.67%. This range is mainly due to

variation in simulation sizes, and the effect of cutoff radius is negligible. (For system

sizes smaller than 10 million atoms, the percentage difference in potential energy be-

tween DSF and PPPM is approximately -8.7% regardless of the cutoff radius; for the

system containing 10 million atoms, the percentage difference ranges from 0.04% to
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0.08% with no obvious correlation with the cutoff radius.) The percentage difference

in calculated forces was evaluated for the three Cartesian components individually

using the following equation

%difference =
FDSF
i − F PPPM

i

|FPPPM|
× 100% (4.5)

where i, j, k are the Cartesian force components. For forces computed using the Wolf

method, the percentage differences are in the hundredths decimal place. The maxi-

mum percentage difference in forces calculation using the DSF method is around 2%

in magnitude. In conclusion, the simulation size has a large impact on the percentage

differences in the potential-energy and force calculations, and the effect of the cutoff

radius is minimal for a given simulation size. Because the computational efficiency

decreases as the cutoff radius increases, a cutoff radius of 11 Å is selected as the

optimal value for future MD simulations.

The computational efficiency of the four simulation sizes using three summation

methods is evaluated with a cutoff radius of 11 Å only. It is computed as the percent-

age difference of wall-clock time between the DSF or Wolf method and the PPPM

solver. The same number of computing cores were used for a given simulation size.

The wall time for running 200 steps of NVT dynamics is shown in Table 4.1.

The computational efficiency increases by 4% to 25% (with an increasing system

size) compared with the PPPM solver when using the DSF method, and it decreases

by 70% to 120% (with an decreasing system size) when using the Wolf summation

method. (The lower efficiency of the Wolf method was not expected based on its high

efficiency compared to PPPM method for systems of TATB crystals (Appendix III)

discussed in Chapter 2. This might be due to the large skewness of simulation cells

of β-HMX crystals, whereas simulation cells of TATB crystals were approximately
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Table 4.1: Wall-clock time for running 200 steps of NVT dynamics at 300 K with
various summation methods and system sizes.

Method Number of Atoms Wall Time (s)

PPPM 10,000 2.41
DSF 10,000 2.23
Wolf 10,000 5.21

PPPM 100,000 18.63
DSF 100,000 17.82
Wolf 100,000 40.40

PPPM 1,000,000 215.28
DSF 1,000,000 193.38
Wolf 1,000,000 412.37

PPPM 10,000,000 2241.46
DSF 10,000,000 1679.05
Wolf 10,000,000 3758.98

orthorhombic.) The DSF method provides a better “efficiency”, but its potential-

energy and force calculations are less accurate than when using the Wolf method. We

realize the potential-energy value depends on its reference state, which may explain

the deviations in the potential energy calculations. However, the 2% deviation in the

force calculations is less desirable.

In addition to the comparisons discussed above, the efficiency of different ways

to implement the ‘buck/coul/long’ pairwise style is examined for the four simulation

sizes. The Buckingham and Coulombic potentials can be evaluated using a single

option (pairwise style ‘buck/coul/long’) or two separate options (pairwise style ‘buck’

in conjunction with ‘coul/long’). The later implementation has been applied in the

comparisons shown up to this point. The wall time using both implementations is

shown in Table 4.2.

The computational efficiency is increased by approximately 20% regardless of the

simulation size when using a single pairwise option compared to using two separate
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Table 4.2: Similar to Table 4.1 but performed using various pairwise styles and sim-
ulation sizes.

Pairwise Style Number of Atoms Wall Time (s)

Buck, coul/long 10,000 2.41
Buck/coul/long 10,000 1.97

Buck, coul/long 100,000 18.63
Buck/coul/long 100,000 14.70

Buck, coul/long 1,000,000 215.28
Buck/coul/long 1,000,000 161.78

Buck, coul/long 10,000,000 2241.46
Buck/coul/long 10,000,000 1871.10

options. The potential energy and forces evaluated using the two implementations

are identical. We conclude, based on the results discussed above, that the optimal

choice for the long-range interaction evaluations in our MD simulations is the pairwise

style ‘buck/coul/long’ with an 11 Å cutoff radius. This choice of cutoff radius and

summation method will be applied in our future MD simulations.

4.5 Conclusion

Failed simulations are often as valuable for learning as “successful” ones. In this

chapter, I aimed to provide a few tips for performing MD simulations that I learned

from personal experiences. The key to successfully perform MD simulations involves

mindful simulation design, detailed simulation planning, careful parameter selections,

and a complete understanding of the simulation setup. In addition, in the last exam-

ple, the accuracy and efficiency of multiple summation methods are examined over

different cutoff radius distances and simulation sizes. The optimal cutoff radius and

summation method were determined and will be applied in our future MD simula-

tions.
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Instead of making an exhaustive list of all the mistakes and lessons that I learned

from the past, my goal was only to provide a few ideas on simulation design and

setup. There is more value in making mistakes than a new student might realize,

and they should be recorded and passed down to the forthcoming graduate students.

By sharing some of my past experiences in running MD simulations, I want to use

them as the “bricks to attract jades” (to encourage others to come forward with their

valuable contributions by providing an example first). Hopefully these experiences

can be helpful for future graduate students in their research.
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Chapter 5

Conclusions and Future Work

In this dissertation, the anisotropic thermal and mechanical shock response of the

energetic organic crystal 1,3,5-triamino-2,4,6-trinitrobenzene (TATB) is investigated

using molecular dynamics (MD) simulations with a non-reactive fully-flexible force

field. Due to the difficulties in synthesizing perfect TATB single crystals, fundamental

experimental data for TATB single crystals is lacking. Results from MD simulations

play an important role in providing insights into the physical and mechanical prop-

erties of TATB single crystals at the microscopic scale. In addition, MD simulation

results also serve as the foundation for building and improving the constitutive laws

used at the mesoscopic level.

The thermal and mechanical response of shock-induced pore collapse in oriented

TATB crystals was studied using the classical MD simulations in Chapter 2. Three

crystal orientations, bracketed by the limiting cases in which the shock wave propa-

gates parallel and perpendicular to the molecular layers, were considered. Quasi-2D

systems of different crystal orientations were constructed with a 50.0 nm diameter

pore positioned in the center of the simulation cell. The shock-induced pore collapse
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of TATB crystals was explored for three impact speeds, 0.5 km s−1, 1.0 km s−1, and

2.0 km s−1, yielding collapse mechanisms ranging from visco-plastic to hydrodynamic.

The results indicate that for higher impact speeds, hydrodynamic-like collapse and

the formation of shear bands may be the major cause of hotspot formation; for lower

impacts, the crystal anisotropy and mechanical deformations may have a significant

effect on hotspot generation.

A head-to-head comparison of MD and continuum pore-collapse simulations was

also conducted. While the force field used in the MD simulations accounts for the

anisotropy of the crystal, the continuum model used in this study is isotropic. Re-

sults from the MD and continuum simulations were in good agreements in broad

aspects such as shock waves propagations, temperature distributions, pore-collapse

mechanism, and evolution of pore areas. Differences were observed in quantities that

are important in the hotspot ignition and growth, including the distributions of high

temperatures. These differences are believed to result from anisotropy and defor-

mations that are present in the MD simulations only. Treating the results from the

MD simulations as ‘ground truth’, the discrepancy between the MD and continuum

simulations suggests a pressing need to incorporate crystal plasticity and anisotropy

in the continuum model.

To automate the analysis of deformations of TATB crystals, the Strain Func-

tional analysis, coupled with the machine learning techniques Principal Component

Analysis and the Gaussian Mixture Model, was applied to MD simulation results of

shock-compressed TATB crystals. Strain Functional Descriptors comprise an exhaus-

tive set of rotationally invariant descriptors that can be used to characterize the local

geometries. Discrete molecular quantities such as number density and orientation pa-

rameters were mapped onto continuous fields via a Gaussian kernel. The rotationally

invariant descriptors were obtained from the nth order central moments expressed
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using the Solid Harmonics polynomial basis. These descriptors contain geometric

meanings of the local configurations in terms of size, shape, and orientation.

In conjunction with the unsupervised machine learning algorithms, the SFD suc-

cessfully identified the basal plane sliding prior to and after the passage of shock

waves in TATB in addition to the dislocations and shearing in the systems without

and with the presence of a pore. The classification results may be improved in several

ways, such as training the ML models with time-averaged data to reduce thermal

noise, including the orientation descriptors in the SF analysis as part of the training

data set, using a different dimensionality reduction technique, and applying a differ-

ent clustering scheme. The structure of TATB crystal belongs to the most general

(lowest, triclinic) symmetry class, and thus is a good candidate for a case study of the

SF analysis. With the success for TATB crystals, the SF analysis should be readily

applicable to materials with any symmetry class.

In Chapter 4, a couple of lessons of running MD simulations that I have learned

from past experiences were included, hoping to provide a few helpful tips for new

graduate students. Mistakes in running MD simulations can often be beneficial learn-

ing experiences. To successfully perform MD simulations requires careful simulation

design and planning, a comprehensive understanding of the simulation setup, and

mindful parameter selections. Preliminary tests are often necessary to determine the

optimal simulation parameter values and setup. Hopefully those examples can be

helpful and inspiring for the readers.

Understanding the hotspot ignition and growth process requires insights from all

scales, ranging from the nanoscale to the macroscale. Simulations at the mesoscale

can serve as the bridge between the two extremes. Therefore, it is essential to de-

velop constitutive laws, guided by results of MD simulations and experiments, that

accurately describe the material behaviors. The triclinic crystal TATB is an ideal
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candidate for model development and testing due to its low symmetry and highly

anisotropic thermal and mechanical response to external perturbation. Incorporation

of plasticity in the mesoscale model is much in need to account for the anisotropic

material behaviors presented in simulations and experiments and leads to challenging

yet interesting studies in the future.
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Chapter 6

APPENDICES

6.1 Appendix I: LAMMPS Implementation of the

Short-Range R−12 Repulsion Term into the

Buckingham-plus-Coulomb Non-Bonded Poten-

tial Energy

The intermolecular non-bonded potential energy UNB(R) consists of the sum of two-

body repulsion and dispersion terms URD(R) and Coulomb electrostatic interactions

U coul(R):

UNB(R) = URD(R) + U coul(R)

=
∑
i>j

[
Aαβexp(−BαβRij)− CαβR−6ij +D(

12

BαβRij

)12
]

+
∑
i>j

(
qiqj

4πε0Rij

).

(6.1)

However, the pair style buck available in LAMMPS does not include the repulsion

term.
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UBuck = Ae−R/ρ − CR−6, R < Rcut. (6.2)

We incorporated the R−12 repulsion term without modifying the LAMMPS source

code by adding a Lennard-Jones 12-6 term,

ULj = 4ε
[
(
σ

R
)12 − (

σ

R
)6
]
, R < Rcut. (6.3)

This was accomplished by using the hybrid/overlay command with the pair styles

buck and lj. The Coulomb potential is unaffected by this procedure and thus is not

mentioned further in what follows.

The combination of the pair styles buck and lj must satisfy the following require-

ments:

� The sum of the coefficients of the two R−6 terms in Eqs. 6.2 and 6.3 must equal

the coefficient Cαβ in the original force field (Eq. 6.1).

� The coefficient of the R−12 term in Eq. 6.3 must be equal to the value D( 12
Bαβ

)12

that appears in the original force field (Eq. 6.1).

There exists an infinite number of combinations for parameters C, ε, and σ that

satisfy these two requirements. We chose to set ε = D
4

and σ = 12
Bαβ

for the pair style

lj (Eq. 6.3). For pair style buck, the parameters A and ρ in Eq. 6.2 are set to the same

values as Aαβ and 1/Bαβ, respectively, in Eq. 6.1. With these choices, the parameter

C is given by:

C = Cαβ − 4εσ6 = Cαβ −D(
12

Bαβ

)6. (6.4)
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6.2 Appendix II: LAMMPS Input Syntax and Co-

efficient Values for Implementing Eq. 6.1 in

terms of Eqs. 6.2 and 6.3

Figure 6.1 depicts the structure of a TATB molecule and identifies the six atoms types

used. Following the figure, LAMMPS input file syntax is provided that implements

Eq. 6.1 in terms of Eqs. 6.2 and 6.3.

Figure 6.1: TATB atom types.

pair style hybrid/overlay buck 11.0 lj/cut 11.0 coul/wolf 0.2 11.0

pair coeff 1 1 buck 107023.9 0.27469 553.95

pair coeff 1 1 lj/cut 0.0000125 3.2963

pair coeff 1 2 buck 107023.9 0.27469 553.95

pair coeff 1 2 lj/cut 0.0000125 3.2963

pair coeff 1 3 buck 37103.2 0.28873 484.21

pair coeff 1 3 lj/cut 0.0000125 3.4647

pair coeff 1 4 buck 62222.2 0.28969 679.44
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pair coeff 1 4 lj/cut 0.0000125 3.4763

pair coeff 1 5 buck 41281.1 0.27453 363.87

pair coeff 1 5 lj/cut 0.0000125 3.2944

pair coeff 1 6 buck 16829.5 0.24890 67.49

pair coeff 1 6 lj/cut 0.0000125 2.9867

pair coeff 2 2 buck 107023.9 0.27469 553.95

pair coeff 2 2 lj/cut 0.0000125 3.2963

pair coeff 2 3 buck 37103.2 0.28873 484.21

pair coeff 2 3 lj/cut 0.0000125 3.4647

pair coeff 2 4 buck 62222.2 0.28969 679.44

pair coeff 2 4 lj/cut 0.0000125 3.4763

pair coeff 2 5 buck 41281.1 0.27453 363.87

pair coeff 2 5 lj/cut 0.0000125 3.2944

pair coeff 2 6 buck 16829.5 0.24890 67.49

pair coeff 2 6 lj/cut 0.0000125 2.9867

pair coeff 3 3 buck 13783.9 0.30000 423.25

pair coeff 3 3 lj/cut 0.0000125 3.6000

pair coeff 3 4 buck 23210.0 0.30080 593.91

pair coeff 3 4 lj/cut 0.0000125 3.6096

pair coeff 3 5 buck 14298.9 0.28861 318.05

pair coeff 3 5 lj/cut 0.0000125 3.4633

pair coeff 3 6 buck 4827.6 0.27001 58.97

pair coeff 3 6 lj/cut 0.0000125 3.2401

pair coeff 4 4 buck 39091.8 0.30159 833.37

pair coeff 4 4 lj/cut 0.0000125 3.6190

pair coeff 4 5 buck 23978.2 0.28957 446.30

135



pair coeff 4 5 lj/cut 0.0000125 3.4748

pair coeff 4 6 buck 8017.4 0.27135 82.76

pair coeff 4 6 lj/cut 0.0000125 3.2562

pair coeff 5 5 buck 15923.1 0.27438 239.01

pair coeff 5 5 lj/cut 0.0000125 3.2925

pair coeff 5 6 buck 6509.2 0.24864 44.32

pair coeff 5 6 lj/cut 0.0000125 2.9837

pair coeff 6 6 buck 7584.2 0.18923 8.22

pair coeff 6 6 lj/cut 0.0000125 2.2707

pair coeff * * coul/wolf
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6.3 Appendix III: Wolf vs. PPPM

For the exactly same system of TATB crystals, NVE dynamics was performed for a

single step with a time step of 0.1 fs, where the potential energy of the system was

computed using the Particle-Particle-Particle Mesh (PPPM) method and the Wolf

summation available in LAMMPS. A comparison of the components of selected atomic

forces in the lab frame (Cartesian coordinates) computed using the two methods is

shown in Figure 6.2. Atomic forces for the two cases are almost identical. However,

the computational time is reduced by a factor of 10 using the Wolf summation for

systems discussed in Chapter 2.

Figure 6.2: Components of atomic forces computed using both the PPPM and Wolf
methods.
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6.4 Appendix IV: 2D Temperature-Difference Maps

at Instants of Complete Pore Collapse

Figure 6.3: 2D maps of the difference between temperatures computed using MD and
continuum mechanics, at the instants of complete pore closure, for impact speeds of
(a) 2.0 km s−1 and (b) 0.5 km s−1. Red indicates higher temperature from continuum
mechanics than from MD and blue the opposite situation. White corresponds to zero
difference. The color scales for the two panels differ.

Figure 6.3 contains representative 2-D maps of the difference TCONTINUUM −

TMD at the respective instants of complete pore closure, for impact speeds of (a)

2.0 km s−1 and (b) 0.5 km s−1. Red corresponds to regions where the temperature

from continuum mechanics is higher than that from MD. Blue indicates the opposite

situation. A temperature difference of zero appears in white. Note that the color

scales for the two panels differ. The continuum simulations used the classical specific

heat and the melt curve from MD. The MD simulations are for the crystal orientation

θ = 45◦. A 1 nm × 1 nm grid resolution was used for the comparison.

The instants of complete pore closure were chosen as well-defined times for com-

parison in the frame of the pore collapse, despite that the physical times for the

continuum and MD simulations differ somewhat due to differing shock speeds and

pore-collapse rates and mechanisms. The specific instants for the 2.0 km s−1 impact
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(panel (a)) are tCONTINUUM = 19.83 ps and tMD = 17.9 ps. Those for the 0.5 km s−1

impact (panel (b)) are tCONTINUUM = 43.29 ps and tMD = 45.6 ps.

The figure suggests that, overall, MD predicts somewhat higher temperatures than

continuum mechanics in the vicinity of the collapse, especially for the weaker shock.

It also highlights the complicated material mechanics and flow in the MD that is not

captured by the isotropic model used in the continuum simulations.

Care is required for the interpretation of the plots for material away from the

collapse region, due to effects both of calculating differences at different physical

times and because of the Galilean transformation used to bring the two simulations

into a common reverse-ballistic frame. For example, focusing on panel (a), the bright

red region above the pore, with an essentially white region above it, arises because

the lead shock in the continuum simulation has advanced further than for the MD

simulation at the respective instants of analysis; the horizontal red-white boundary,

and the height of the red region below it, indicates this difference in propagation

distance. The white region above the boundary corresponds to a region for which

the shock has not arrived in either simulation, thus both the continuum and MD

temperatures are 300 K to within statistical fluctuations in the MD. The red strip

at the bottom of the panel is due to the piston in the MD. The light blue strip

near the top of the panel is an artifact of the Galilean transformation applied to the

continuum data: After the transformation, there are no cells in the continuum in that

part of the domain. Defining the continuum temperature in such regions to be zero,

TCONTINUUM − TMD = −300 K.
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6.5 Appendix V: Animations of TATB Pore Col-

lapse Simulated Using Molecular Dynamics

Animations of the molecular dynamics simulations of pore collapse are provided in

two sets of movie files named as TATBPoreCollapseRing∗deg#kms.mov and

TATBPoreCollapseMovie∗deg#kms.mov, where ∗ represents the crystal orientation

and # represents the impact speed. The first set contains all-atom animations of the

collapse for concentric, color-coded semi-annuli of material initially in the vicinity

of the pore for all nine simulations. The second set contains animations of those

same nine simulations, but showing molecular centers of mass for all molecules in the

samples. All animations of a given type were prepared with the same physical-time

frame rate to facilitate even-handed comparisons when viewed simultaneously. The

animations are intended to be viewed in connection with the discussion in Sec. 2.1.2

of the main article.
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6.6 Appendix VI: Animations of Strain Functional

Analysis on Shock-Compressed TATB Crys-

tals

Animations of the molecular dynamics shock simulations of TATB crystals are pro-

vided in movie files named as SFD TATBSingleCrystal.mov (for the 90◦-oriented

single crystal) and SFD TATBPoreCollapse.mov (for the pore collapse of TATB).

Molecules are represented using their COM positions and are classified (colored) us-

ing the Strain Functional Analysis. The animations are intended to be viewed in

connection with the discussion in Sec. 3.4.1 and Sec. 3.4.2 of the main article.
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[136] J. K. Brennan, M. Ĺısal, J. D. Moore, S. Izvekov, I. V. Schweigert, and J. P.

Larentzos. Coarse-grain model simulations of nonequilibrium dynamics in het-

erogeneous materials. J. Phys. Chem. Lett., 5:2144, 2014.

[137] B. C. Barnes, C. E. Spear, K. W. Leiter, R. Becker, J. Knap, M. Ĺısal, and J. K.
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ity of Gaussian approximation potential models for tungsten. Phys. Rev. B,

90:104108, 2014.
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