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ABSTRACT

Stories are a powerful medium through which the human community has ex-
changed information since the dawn of the information age. They have taken multiple
forms like articles, movies, books, plays, short films, magazines, mythologies, etc. With
the ever-growing complexity of information representation, exchange, and interaction, it
became highly important to find ways that convey the stories more effectively. With a
world that is diverging more and more, it is harder to draw parallels and connect the in-
formation from all around the globe. Even though there have been efforts to consolidate
the information on a large scale like Wikipedia, Wiki Data, etc, they are devoid of any
real-time happenings. With the recent advances in Natural Language Processing (NLP),
we propose a framework to connect these stories together making it easier to find the links
between them thereby helping us understand and explore the links between the stories and
possibilities that revolve around them.

Our framework is based on the 5SW + 1H (What, Who, Where, When, Why, and

il



How) format that represents stories in a format that is both easily understandable by hu-
mans and accurately generated by the deep learning models. We have used 311 calls and
cyber security datasets as case studies for which a few NLP techniques like classification,
Topic Modelling, Question Answering, and Question Generation were used along with
the SW1H framework to segregate the stories into clusters. This is a generic framework
and can be used to apply to any field. We have evaluated two approaches for generating re-
sults - training-based and rule-based. For the rule-based approach, we used Stanford NLP
parsers to identify patterns for the SW + 1H terms, and for the training based approach,
BERT embeddings were used and both were compared using an ensemble score (aver-
age of CoLA, SST-2, MRPC, QQP, STS-B, MNLI, QNLI, and RTE) along with BLEU
and ROUGE scores. A few approaches are studied for training-based analysis - using
BERT, Roberta, XLLNet, ALBERT, ELECTRA, and AllenNLP Transformer QA with the
datasets - CVE, NVD, SQuAD vl.1, and SQuAD v2.0, and compared them with custom
annotations for identifying SW + 1H. We’ve presented the performance and accuracy of
both approaches in the results section. Our method gave a boost in the score from 30%

(baseline) to 91% when trained on the SW+1H annotations.
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CHAPTER 1

INTRODUCTION

1.1 Overview

In this thesis, we present a framework based on SWIH (Who, What, When,
Where, Why and How), to connect stories from multiple times, domains, and sources
together on common features among those stories using techniques in Natural Language
Processing like Question Answering, Topic Modelling, and Text embeddings.

In [7], Y. Bar-Yam has illustrated the evolution of information exchange and the
interactions among humans from the early days of the hunter-gatherer era to the current
state of civilization as shown in Figure 1. In the early days, we didn’t have as many
connections because we didn’t need to exchange as much data. There were not as many
sources or possibilities for long-distance communication. But as we grew in population
and started making more connections, we formed new networks and exchanged informa-
tion locally. As the networks started growing in number and size, they started coming
together and became bigger networks with intertwined causes and effects on a bigger
scale; as we can see today, something that happens in one part of the world can affect
many other parts of the world.

All the networks that are connected may not be grouped together spatially or tem-
porally. The study also shows the increase in diversity and variety of the information

exchanged through time. More domains and specializations have developed giving rise



to diversity in the information grouping and connecting, making it more complex to rep-
resent a phenomenon or an idea within just one group or network. For example, initially,
health care and travel may not be entirely different in a domain, but now there are more
and more lines that are being drawn between such different domains. There is a relation
or connection between almost all the stories that are shared some way or the other. Even
though they are connected on a similar thread, they can not be often identified together,
i.e., in the same source, or the same geography or the same time.

This means that some story that happens today in some part of the world may have
an effect on another story in another part of the world or another point in time. This may
not be evident right away until we look at them at once and connect the dots. For exam-
ple, this would help a CEO of a multi-national, multi-disciplined company who needs to
be knowledgeable across teams with cross discipline insights in the company. Another
example would be a medical researcher who wants to have the information available at
hand that he/she can navigate through to predict the next pandemic.

This thesis proposes a framework with a connected graph that let’s us navigate
through the stories fluidly and also answer questions based on the data. It features a
Question Answering engine that makes use of a re-trained BERT model to extract the
answers for the SW1H components. These components are connected together using a
semantic matching algorithm on the graph, which is explained in the later sections.

SWIH is used as the representation for the framework that is being proposed. It
is one of the most universally used tools for information gathering, analysis, organization

and presentation. This method is used across a range of professions, from process analysts
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Who Who was involved?
What What happened?
When | When did it happen?
Where | Where did it happen?

Why Why did it happen?

How How did it happen?

Table 1: SW1H Questions

to quality engineers to journalists, to understand and explain virtually any problem or
issue. The same method can be used to organize the writing of reports, articles, white

papers, and even whole books.

1.1.1 The Basic Approach

This approach seeks to answer six basic questions in gathering information about
nearly any subject: Who, What, When, Where, Why, and How. The concept of SW1H
was first introduced by Griffin Et al. [34], and is widely used in journalism. In journalism,
a news article or a story is considered to be complete and correct only when the SW1H are
present. The SW1H provide the facts about a news article or a story being written such
as:

In journalism, news story writing requires that these questions are answered to
take a basic form. Applying the SW1H framework to other types of writing or inves-
tigation takes some interpretation. The order in which the answers to the questions is

presented may vary, but the “what” is usually addressed first.

What: In journalism, the “what” identifies an event and is often stated in the “lead (or

lede),” the opening sentence or paragraph of a news article, summarizing the most



important aspects of the story. The “what” is the primary subject, the reason the
information is being gathered and presented. Apart from journalism, it may be
stated in a title and in a purpose statement. The “what” may need to be defined, a

process that may comprise the remainder of a document.

Example: What, specifically,...?

Who: A news story identifies who an event involves. The “who” may be part of the
lede, and could be the reason the story is news worthy. In other contexts, the “who”
identifies the persons or groups the “what” concerns. It might describe the audience

of a document, or those who are affected by a policy, process or procedure.
Example: Who benefits?

When: A key part of a news story is describing when an event happened. Answering
the “when” indicates any time sensitivity related to the “what.” It may be part of an

instruction regarding the proper point at which a action should be taken. Sometimes

it may be part of an “If...then” scenario of conditional action.
Example: When will it start/end?
Where: A news story reports the location at which an event took place. The “where”

describes a geographical or physical location of importance to the “what.” At times,

the where may be less important than other factors.

Example: Where are you?

Why: The “why” is usually the most neglected of the questions in the framework. News



How:

stories often lack information from authoritative sources to explain the “why.” In
other contexts, the “why” may be considered irrelevant, particularly when describ-
ing a policy or procedure decreed by an organizational authority. Efforts to ascertain
and explain the “why”” may help those affected be more accepting of any change the

“what” requires.

Example: Why does that happen?

For journalists, determining how an event took place may be nearly as challenging
as explaining the “why,” although more effort is usually put to satisfying the ques-
tion. When describing policies, processes or procedures, the how may be the most
important part of the effort. A considerable appetite for understanding how to do
something can be found across audiences. Sometimes effort focuses on the “what”

when more work should be devoted to explaining the “how.”

Example: How much?

The SW1H framework can be applied to any topic at any level of granularity to gather,

analyze and present information from the simplest to the most complex. Attributed to a

Rudyard Kipling poem, SW1H is the place to start and may be enough to take you to the

finish. For SW1H annotation, we adopted a Question and Answer (QA) based approach

similar to [37] and [105] to extract the answers to the SW1H questions. Let us consider

the event of the recent US elections.

Example: Joe Biden won the elections in 2020 with 53% majority for US administration.



Who Joe Biden
What | won the elections

When 2020
Where UsS
Why administration

How 53% majority

Table 2: SW1H Answers

In the above example, the answers to SW1H questions are shown in Table 1.1.1 and are

represented as SW1H components of the story in a graph in Figure 2.

This segmentation step of our framework requires the identification and classifi-
cation of SW1H components. We, therefore, used [34] as the framework for our attention
based deep neural network system for SW1H component identification and classification
task. There is one more example illustrated in Figure 3 with a few missing components.

The solution to this missing components will be addressed in Chapter 3’s Model Section.
1.2 Objectives

In this thesis, we have addressed three objectives.
Objective 1: SW1H Component Detection
Objective 2: Building StoryNet
Objective 3: StoryNet Application

Objective 1. SW1H component detection: The first objective is to detect the SW1H

components by using automatic annotation. A BERT based deep learning model
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The Basic News Lead

A 16-year-old was « Who: A 16-year-old
arrested in the « What: Was arrested
robbery and beating <« When: ??

death of an 88-year- . where: Spokane,

old veteran from Wash.

Sp0k3”93 Wash._, « Why: robbing and
wounded in World old veteran to death
War Il 29

Figure 3: Example: SW1H Components in a Story

is used to train for SW1H detection using manual and automatic annotations. Au-
tomatic annotations are the answers to the SW and 1H questions provided by the
deep learning models based on BERT. The classification models provide the an-
swers to “who” and “where” questions, modeling model provides the answers to
“what” question and the time series model provides the answer to the “when” ques-
tion. The answers to the “how” and “why” questions are provided by the question

answering model.

These answers are then used to mark the annotations in the original paragraph or
text and then are used to train the SW1H model. This reduces the amount of time

and human effort that is needed for annotation which is considered as one of the



biggest bottlenecks in training a deep learning model. Automatic annotations help
us to reduce the amount of time it takes for the annotation part and allows us to get

the results faster while not compromising on the accuracy.

Objective 2. Building StoryNet The extracted find SW1H components are connected
together in a graph using a graph matching algorithm which makes use of the se-
mantic similarity score. Neo4;j is used to store the SW1H component and the graph
algorithm is run using the programming language Cypher which is used as the pri-
mary language to interact with the Neo4; graph database. This is a knowledge
graph that lets the user to navigate easily between the stories showing their com-
mon components and helps to identify and draw parallels between the stories using

the connected SW1H components.

Objective 3. StoryNet Application The final objective is the application of storing it too
if you use cases like 311 calls, Cyber security news articles, OCEL.AI articles. We
have evaluated the performance of the model based upon an ensemble of multiple
scores used in the natural language processing domain. The advantage of this pro-
cess is the ease of adaptation to a domain using automatic annotation and it has

outperformed the other models which make use of genetic domain knowledge.

1.3 Motivation

Scale of information: There has been an incredible growth in the number of stories that
have been published lately. Research from NSF (National Science Foundation)

shows that the worldwide S&E publication output volume continues to grow on an

10



average at nearly 4% an year. Just from 2008 to 2018 the output grew from 1.8

million to 2.6 million articles [109].

Time to analyze: According to [28], it takes weeks if not months, for content analysis
on just on research paper. So analyzing a ton of research papers and connecting
the dots between them and putting them together is a seemingly very time taking
and strenuous task to be performed by any human being. Making use of the natural
language processing techniques for this task would save a ton of time for analysis

and also provide the information that is important in a time critical situation.

Lack of whole picture: More often than not, we have the information presented in mul-
tiple studies, that can be grouped together instead of a single resource. This is
the reason why we have aggregations of research papers, news articles, and any
other sources grouped together in certain places like papers with code (paperswith-
code.com), connected papers (connectedpapers.com), etc. Connecting the stories
together makes it easier to find and grow the stories that are similar to each other

which have a common component among them.

Scattered Sources: All of the information related to a particular story needs to be gath-
ered by someone from multiple sources and put together to understand it holisti-
cally. This task is currently being performed by agencies that have people who hunt
for news and related articles and put them together as documentaries or news re-
ports. There are 1761 commercial television stations in 2018, which grew from a

mere 98 in 1950, 1279 daily newspapers and 1.7 billion websites only in the USA

11



according to Statista [94]. It would be a great help to automate this process and put

the information together using natural language processing techniques.

Comprehensibility: Comprehending the information is one of the biggest researches
that has triggered a lot of applications in the field of natural language process-
ing. For example research in paraphrasing, summarization and question answering
has helped to create new architectures and models with better performance in those
tasks. Graph is one of many ways to comprehend a seemingly large amount of

information.

1.4 Challenges

These are a few technical challenges that we came across for which we had to
come up with solutions, some of which are simple choices that need to be made among

all the available ones and others that needed to come up with an algorithm.

Representation of a Story: A story can be represented in many ways - using techniques
like comprehension, summarization, question answering (frequently asked ques-

tions), etc. We chose to represent it using SW1H framework.

Annotations: Manual annotations are the bottleneck for any deep-learning training based
application. We improvised the time it takes, using automatic annotation with clas-

sification, topic modeling and time series analysis models.

Connecting Stories: We need a common thread to connect two stories. In our solution,

SWI1H components serve the purpose of connecting the stories. We proposed a

12



novel graph connecting algorithm that makes use of a semantic similarity score.

Graph Search: Searching a graph that is huge, takes a lot of compute power and time.
We addressed the problem by making use of a dictionary and mapping it the nodes
of the graph and using the dictionary to perform the search, which makes it much

faster and less complicated.

1.5 Problem Statement

The problem statement of this thesis is to add structure (SW1H) to unstructured
data. The unstructured data can be any text preferably a news article, research paper,
description of a cyber attack, 311 call / report, or just a piece of text. The proposed SW1H
framework represents the text or a story as a graph and also connects it to other stories
based on the similarities between them.

The steps of annotation, component identification and connection are automated
by making use of natural language processing techniques. The final output graph helps
anyone to easily navigate and understand the unstructured data with a minimal effort. And

overall idea of the process is illustrated in Figure 4.

1.6 Proposed Model: StoryNet

1.6.1 Formal Definition of Knowledge Graphs

Applying the domain-in-the-loop approach, we now define the concept of domain

StoryNet (StoryNet). StoryNet is composed of real-world entities, their relations and

13
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domain knowledge. For example, in Cybersecurity, three main parties are involved: cy-
bersecurity experts, cyber attackers, and victims. StoryNetwork will be designed for real-
world problems and solutions for social bots attacks. Complex scenarios of social bots
involve 1) human attackers conspiring with Al to inflict harms, 2) human cybersecurity
agents working with Al to monitor and predict vulnerabilities, fend off attacks, and repair
damages, and 3) the targeted human victims to take precautionary measures or to report
suspicious/actual attack events.

Each story will be organized around these main characters: (a) Who are 1) the
human cybersecurity agent (the learner) and Al (the machine), 2) the targeted victims,
and 3) the attackers. (b) What includes 1) vulnerabilities of the targeted victims and
the trained deep learning (DL) models, and 2) the best practices that guard against those
vulnerabilities. This includes not only what the human cybersecurity agent should do, but
also what the targeted victims should be doing to avoid harms.

The structure of the storytelling approach features a network of stories, each of
which contains three prongs: 1) various vulnerabilities, 2) possible social bots attacks,
and 3) best practices to deal with potential and actual threats. An example is phishing
emails sent to university employees: The first prong is about those who may be targeted,
including those who may be impersonated or those who may receive the phishing mes-
sages. The second prong is about the attackers’ strategies and techniques to execute the
attacks. As the cyberattacks get more personalized and targeted, we will use public infor-
mation with the consent from the users, to simulate personalized and targeted attacks and

create interactive storytelling.

15



The third prong is about the cybersecurity agent and Al, including hands-on exam-
ples of the best human-Al practices for cybersecurity. Each mini-story contains a com-
plete three-prong narrative, accompanied by student learning outcomes and assessment
tools. Mini stories are semantically connected with each other using Natural Language
Processing, to allow dynamic interaction with the network of stories.

StoryNet also specifies connections among entities, and describes the relations
between the nodes in StoryNet. In a domain-in-the-loop scenario, the communications
and interactions that have been conducted by the team through news media or social
networks (e.g., sharing news). The StoryNet network represents instances of stories and
their relations to the domain. The SW1H relationships will be discovered through the
partnership with humans and machines. We will represent the discovered relations as
a form of knowledge graphs using the well-known story frame “SW+1H.” The reason
for the use of the story frame is to make it more intuitive and accessible for real-world
applications, question answering or recommendation, and chatbots.

Thus, StoryNet is more than information network or transaction networks but this
is core to understand the problems in the domain or analyze their impacts to the domain
from the reasoning withe the StoryNet network. More interestingly, this StoryNet net-
works will be built through the domain-in-the-loop approach. The StoryNet network can
be built for different domains such as neighborhoods, business, education, healthcare. In

this thesis, we will present the StoryNet in cybersecurity domain domain.
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1.7 Summary of Contributions

In summary, there are three main contributions that are a part of this thesis are:

Identifying and generating automatic annotations for the SW1H components in the

unstructured data using deep learning models.

Segmentation and representation of the unstructured data as SW1H component

graph.

Algorithm to index and connect the identified SW1H components for all the stories

in the unstructured dataset.

Application of the StoryNet itself on a dataset and evaluate the result.
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CHAPTER 2

RELATED WORK

2.1 Overview

Analyzing unstructured text data came to light in the recent years due to the ad-
vancements in natural language processing techniques like attention mechanism, trans-
formers and other related fields of study - like information extraction, topic modelling,
question answering, language modelling and multi-modal representations. The authors
[101] started a revolution in the domain. It gave birth to transformers, which became the
norm for a plethora of architectures in topic modelling and question answering. Described
below are the works that led to the development in text analytics which made StoryNet

possible.

2.2 5WI1H Component Detection

Identifying the SW1H components are critical to the creation of StoryNet as they
are the building blocks for an application. The existing approaches for detecting SW1H
mostly solve the problems using a rule based approach as showin in Figure 5. Kunal
Chakma et al., proposed a semantic role labelling (SRL) approach in [14], which makes
use of several lexical resources available for SRL such as PropBank [72], FrameNet [88],
VerbNet [5] to identify the predicate and manual question answering to identify candidates

for SW1H components. They have segmented sentence into different parts where, action
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Figure 5: Rule Based SW1H Extraction

corresponds to a verb, and the rest of answers depend on the parts of the grammar tree.

Shi et al. [91] discussed about using LSTM for extending BERT and training the
custom model can be adapted to relation extraction and semantic role labeling without
syntactic features and human-designed constraints. This idea is extended in this study to
make use of a faster custom fully connected layer instead of LSTM which is slower. Long
short-term memory (LSTM) is an artificial recurrent neural network (RNN) architecture
[58] used in the field of deep learning. Unlike standard feed-forward neural networks,
LSTM has feedback connections. It can process not only single data points (such as
images), but also entire sequences of data (such as speech or video).

Recently, significant advances have been made in Natural Language Processing
and Deep Learning, such as ELMO [74], GPT family [13,78,79], BERT [24], RoBERTa
[53], XLNet [115] and ELECTRA [21]. In particular, BERT has been extensively ex-
plored in conjunction with various NLP models to achieve state-of-the-art performance.
The pretrained uncased BERT is introduced in Devlin et al. [24]. It generates represen-
tations from unlabelled text data by jointly conditioning on both left and right contexts
(bi-directional) in all layers. It can be fine-tuned with just one additional output layer for
various tasks.

Peinelt et al. [73]’s topic-informed BERT-based model (tBERT) combined topic

representation of a sentence from LDA topic models with the sentence pair vector C
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(C = BERT(Sy, S3) € R% of BERT gas. Si is a sentence with length N, and S,
is another sentence with length M. Both are the uncased version of BERT g5k, which
does not differentiate between english and English. Employing BE RT' p4sg, Peinelt et
al. [73]’s iBERT with LDA topics produced accurate and stable performance across a
range of benchmark datasets of semantic similarity prediction. The pretrained uncased
BERT is introduced in Devlin et al. [24]. It generates representations from unlabelled text
data by jointly conditioning on both left and right contexts (bi-directional) in all layers. It
can be fine-tuned with just one additional output layer for various tasks.

In contrast to Peinelt et al. [73]’s model-driven approach, Venkataram et al. [102]’s
experimentation with LDA and BERT was largely data-driven. Answering the call from
the White House, they aimed at exploiting the COVID-19 Open Research Dataset con-
sisting of more than 29,000 machine-readable articles on COVID. Their TopiQAL was
an “interpretable, unsupervised, generic and fused” ML and DL architecture for COVID-
related question-answering.

They used LDA and BioBERT, and their unique contribution was the hierarchical
inference that matches user query sentences with LDA topic distribution of abstracts with
a probability threshold = 0.2, followed by the same process on paragraphs in body text.
Two levels of topic model filtering supplied chosen topics to BERT extractive summarizer
for Q&A. BioBERT was BERT adapted for the biomedical domain [49].

The existing studies showed that applying the BERT model can generally improve
the performance of NLP tasks with appropriate adaptation and fine-tuning. The current

study will experiment with topic models with BERT in the domain of 311 calls. Using the
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BERT pre-trained model, many NLP applications have been developed through transfer
learning from the pre-trained model to the target domain by fine-tuning. e.g., Transformer
[100], which add new layers for solving specific NLP tasks. BERT is an effective way
to build a new model by selecting suitable parameters. However, there is a lack of well-
assessed best practices to achieve high accuracy on real-world data. This study aims
to investigate NLP and Deep Learning technologies in the classification and time-based
prediction tasks to bring the communities into the loop.

A recurrent neural network (RNN) [58] is a class of artificial neural networks
where connections between nodes form a directed graph along a temporal sequence. This
allows it to exhibit temporal dynamic behavior. Derived from feed-forward neural net-
works, RNNs can use their internal state (memory) to process variable length sequences
of inputs. This makes them applicable to tasks such as unsegmented, connected handwrit-
ing recognition or speech recognition.

Twevent [51] proposed a segmentation-based event detection system from news
articles. Tweets were segmented using a segment score of “stickiness” in their approach,
and bursty segments were selected based on segment prior probability distribution, and
user diversity. They finally clustered the news articles into events. SEDTWik [62] is an
extension of Twevent [51] with more features. SEDTWik used hashtags, retweet count,
user popularity, and follower count as the key features. They achieved better results by
giving more weightage to hashtags. Dabiri and Heaslip [90] presented a deep learning-

based system for traffic event detection from the Twitter stream. They used both Recurrent
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Neural Networks (RNN) [90] and Convolutional Neural Networks (CNN) [112] architec-
tures on top of word embeddings. TwitterNews+ [36] is a system for event detection from
the Twitter stream in real-time which integrates inverted indexes and incremental clus-
ters to detect major as well as minor events considered to be newsworthy. They utilized
several parameters such as M (number of most recent news articles), tSi (expiry time for
an event cluster), tsr (cosine similarity threshold) and fine-tuned them to achieve the best
performance.

Event trigger-based classification uses deep learning models based upon feature
engineering that selects event trigger words [46]. Recent studies also investigated methods
of combing event trigger words with contextual words to enhance the performance [66].
However, the event trigger-based classification often uses supervised machine learning,
which causes difficulty in performing classification on unseen classes [46]. Recogniz-
ing the limitation of even trigger-based classification, Ngo et al. [66] applied few-shot
learning event detection.

Above two methods focus mainly on data in the form of Twitter tweets and are
not genetic enough to be applied on any kind of unstructured text data. In [68], Keith et
al, used a inverted pyramid score to evaluate the SW1H sections of a text as illustrated
in Figure 6. But they focused on the data mainly containing a very specific structure
with the headline followed by the body with the content in an inverted pyramid structure.
So it cannot be applied on data in any format which truly does not solve the problem of
handling unstructured data.

These existing approaches of Event Determination are not immediately applicable
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Figure 6: Inverted Pyramid Technique [68]

to our case. Mound and reconnect to be applied on data, and also they could not report
accuracy or any other metrics because their rule-based instead of training-based. It is nec-
essary to combine the supervised classification approach with the unsupervised automatic
annotation, topic modeling and question answering approaches.

Unlike Twevent [51] and SEDTWik [62] where a segment of a tweet is an n-
gram with no semantic structure, our SW1H segmentation approach provides a highly
semantically rich structure which helps in better clustering of the events. Though we
modelled the events similar to SWTAG [118], the two approaches are different in terms of
their use. The primary emphasis of SWTAG is to construct a candidate hashtag from the
S5W segments whereas, our SW1H based segmentation is oriented towards establishing
the relationship between the predicates and the corresponding arguments and using this

relationship for clustering the events.
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2.3 Topic Modeling

We have proposed a topic prediction model by building the contextual topic ap-
proach based on the integration of LDA [10] and BERT [24]. This model aims to identify
the topic that the model would develop and plot a corresponding word cloud for each of
the K unique categories where the number of issues K was determined by the optimal
topic model based on KL-divergence. The dominant topic for each description is iden-
tified by matching the probability of each topic with the description. These plots can be
mapped to the 311 categories in our domain.

Latent Dirichlet allocation (LDA) [10] is a generative probabilistic model based
on the three primary structures, including word, topic, and document. A distribution
over topics is determined with the documents while a distribution over words with each
topic. Given an input corpus D with V' unique words and M documents, each doc-
ument containing a sequence of words dwy,ws, ..., wyg. Given an appropriate topic
number [, the generative process for a document d is as following: Sample a K-vector
dq from the Dirichlet distribution p(J|c), where d, is the topic mixture proportion of
document d. For ¢ = 1... Ny, sample word w; in the document d from the document-
special multinomial distribution p(w,|d4, 5), where « is a k-vector of Dirichlet param-
eters, and the Dirichlet distribution p(é|a) § is a K x V matrix of word probabilities,
where f_ij = p(wj=1|z4i=1),i=0,1,...,K;57=0,1,..., V.

In LDA, the topic proportions are randomly drawn from a Dirichlet distribu-
tion, which implies the independence between topics. However, these correlations are

widespread in real-world data. Interestingly, the association or correlation of topics can
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be modeled with LDA. The topic “311 services” is often correlated with “crimes” while
unlikely co-occurs with “business.” There would be an inconsistency between the assump-
tion and input documents so that the predefined parameter A may not be able to reflect
the real topics of the domain. To overcome the limitation, the NLP embeddings, such as
BERT, could be significantly contributed to determining relevant or non-related topics in

the 311 call domain.

2.4 Time Series Forecasting

The traditional univariate forecasting techniques predict future values of time se-
ries based on its historical values [39]. However, amid the criticism on the black-box na-
ture of the artificial neural network, recent successes of recurrent neural network (RNN)
models have shown great potential [39]. For example, Long short-term memory (LSTM),
which is an artificial recurrent neural network (RNN), was trained and tested on datasets
of COVID transmission in Canada and Italy to predict future outbreaks [20].

Time series forecasting is focused on modeling the predictors of future values of
time series given their past. As in many cases, the relationship between past and future
observations is not deterministic; this amounts to expressing the conditional probability
distribution as a function of the past observations: p(X;;—X;, Xi—1, ...) = (X, Xi—1,
...). (1) This forecasting problem has been approached almost independently by econo-
metrics and machine learning communities.

Some studies found that deep learning models like LSTM produced more accurate

and clear patterns and predictions than mathematical and statistical models [20]. They can
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learn to identify non-linear patterns and explore latent relationships without any prior [93].
Smyl [93] mixed an exponential smoothing (ES) model with LSTM into one common
framework that combines the strength of statistic models, and neural networks [93]. This
hybrid forecasting method used exponential smoothing for deseasonalizing and normal-
izing the series and LSTM for extrapolating the series [93]. Livieris et al. [54] created
a CNN-LSTM model to predict the price of gold. This approach uses CNN to prepro-
cess data and screen out noises, and an LSTM layer is stacked on top of it to perform
forecasting. Their first CNN-LSTM model without a fully connected layer performs well
on regression tasks, like predicting prices. Their second CNN-LSTM model with a fully
connected layer performs well on classification tasks like predicting the gold movement.
Niu et al. [67] combined two-stage feature selection, convolutional LSTM, GRU, and an
error correction model to predict the financial market.

Sirignano et al. [92] proposed a time series price prediction with a 4-layer percep-
tron model for price changes in Limit Order Books. Neil et al. [65] proposed an LSTM
architecture for asynchronous series detection by tacking learning dependencies of vari-
ous frequencies in the time series. Borovykh et al. [11] proposed a predictive model with
convolutional neural networks for conditional time-series as these related studies show
that real-world data often require a different combination of techniques. Assessing mod-
els on real-world data is needed to find out the best practices of performing time-series

forecasting.
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Borovykh et al. [11] proposed a predictive model with convolutional neural net-
works for conditional time-series, a WaveNet architecture with short univariate and bi-
variate time-series. This is a more recent WaveNet architecture [71] to several short uni-
variate and bivariate time-series (including financial ones). Despite the claim of applying
deep learning, Heaton et al. (2016) use autoencoders with a single hidden layer to com-
press multivariate financial data. Neil et al. (2016) present the augmentation of LSTM
architecture suitable for asynchronous series, which stimulates learning dependencies of
different frequencies through the time gate. In this thesis, we investigate the capabilities
of several architectures (CNN, Residual Network, multi-layer LSTM, and Phased LSTM)
on AR-like artificial asynchronous and noisy time series, household electricity consump-
tion dataset, and on real financial data from the credit default swap market where some
inefficiencies may exist, i.e., time series may not be totally random.

In this thesis, we will model the time series forecasting by expending the prophet
[98], which is used in practical forecasting of business time series, for predicting response
times for a specific 311 service by analyzing the time series of 311 service progress.
The relationship between past and future observations of 311 service response times is

modeled based on the conditional probability distribution.

2.5 Question Answering

Question Answering systems in information retrieval are tasks that automatically
answer the questions asked by humans in natural language using either a pre-structured

database or a collection of natural language documents (Chali et al. [15], Dwivedi and
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Singh [26], Ansari et al. [3], Lende and Raghuwanshi [50]). In other words, QA systems
enable asking questions and retrieving answers using natural language queries (Abdi et
al. [1]). Yu [116] considered QA systems an advanced form of information retrieval.
The demand for this kind of system increases on a daily basis since it delivers short,
precise and question-specific answers [76]. With the efforts from academic research, the
QA subject has attracts growing interest around the world ( [103], [107]) and the main
evidence of this is the IBM Watson [30].

This Systematic Literature Review (SLR) was based on guidelines provides by
Okoli and Schabram [70], Keele [44]. The review tasks are based on their eight steps,
and here we will describe: Purpose of the Literature Review, Searching the Literature,
Practical Screen, Quality Appraisal and Data Extraction.

A exponential growth in written digital information led us to the need for increas-
ingly sophisticated search tools (Bhoir and Potey [9], Pinto et al. [75]). The amount of
unstructured data is increasing and it has been collected and stored at unprecedented rates
(Chali et al. [15], Bakshi [6], Malik et al. [55]). The challenge is to create ways to con-
sume this data, extract information and knowledge having an interesting experience in
the process. In this context the Question Answering systems emerge, providing a natu-
ral language interaction between humans and computers to answer as many questions as

possible and enabling the retrieval of these answers from unstructured data sets.
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CHAPTER 3

THE 5SW1H FRAMEWORK AND THE MODELS INCLUDED

3.1 Model Design

In case of the StoryNet’s SW1H model, the raw unstructured text is first annotated
using automatic annotation as shown in Figure 7. Automatic annotation is achieved by
the use of a few other models (classification, time series, topic modelling and question
answering) that provide the answers for SW1H questions. After identifying the answers,
they are marked in the paragraph using an annotation tool or script. Automatic annotation
is done to reduce the amount of time it takes to create the model thereby helping us to get
faster results.

The annotated text is then pre-processed by passing through the pre-trained BERT
[89] model which is a transformer-based [56] text embedding technique that makes use
of attention [100]. This step generates text and meetings which are efficient to be used to
train the custom deep learning model along with the annotation embeddings. An example
of the annotated text is illustrated in Figure 8.

Attention techniques aim at having different embeddings to understand the sen-
tences and their contexts within the sentences. This can be demonstrated by a simple
example using an input sentence as follows: “The animal didn’t cross the street because
it was too tired.” Instead of focusing on the whole input in the sentence, the attention

mechanism abstracts the input embeddings into vectors as queries, keys, and values. The
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Figure 7: Architecture of StoryNet 5SW1H Model
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Hawaii group wants to defend licenses for

foreign fishermen

'HONOLULU (AP) — A group representing commercial
fishermen has filed a court motion| to defend the state’s practice of

giving fishing licenses to foreign workers.

The Hawaii Longline Association sought court permission last week
to argue its side after/'a Maui resident asked a judge to declare that
only those lawfully admitted to the United States should receive
commercial fishing licenses.

Resident Malama Chun went to court after an Associated Press

investigation found hundreds of foreign workers in the Hawaii fleet
were confined to boats and some were living in subpar conditions.

[-..] Whe What | When Where Why [ How |

Figure 8: Annotated Text

vectors could be understood as search text, content text, and query text in the traditional

searching mechanism.

* A few kinds of popular embeddings are described below:

Input embedding: This embedding aims to represent each word with a unique

token and represent that into the model for attention technique to perform
context parsing.

Segment embedding: This embedding aims to provide information about the words
belonging to each sentence. So traditionally, two sentences are provided as in-
put, where the segment embeddings for all the tokens in the first sentence are

represented as one. The next sentence is represented as 2nd segment.
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Figure 9: Transformer Model

Positional embedding: Positional embedding helps to understand the position of
the tokens within the segments. So the positions would be tokenized with val-
ues starting 1 through the number of tokens in each sentence. So the positional

embedding restarts from value 1 when starting a new sentence.

In the attention model, every input is evaluated into three vectors queries, keys,

show in Figure 9.

3.1.1 “Who” and “Where” Model: BERT-based SW1H Classification

There are two four different tasks where are carried out for each record of the data
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and values. The vectors represented as K, Q, and V have learned weights. The model built

with an attention mechanism is called a transformer [56]. A transformer is represented as

set to come up with the answers to each of the SW1H questions. The answers to Who and

Where questions are provided by the classification model, the answers to When question



is provided by the time series model, the answer to the What question is provided by the
topic model, and the answer to How and Why will be provided by the question answering
model. As we intended to use models from this study to create a StoryNet using questions
answering system, we considered SW1H classification as a natural language understand-
ing (NLU) problem and designed BERT models of classification [117] to answer Who
and Where questions.

We could also have use the question answering model for this category, but be-
cause we know the domain, we are using classification model which proved to improve
the accuracy better than the question answering model. In case of a new domain we can
still use the question answering model for all the questions to get the answers instead
of using different models for different questions. Just for the sake of demonstrating the
possibilities, we decided to show the best possible case / scenario that can be achieved by
using this framework.

BERT is Bidirectional Encoder Representation from Transformers that relies en-
tirely on self-attention instead of sequence-aligned recurrent neural networks (RNNs) or
convolutions. It consists of multiple bidirectional transformer encoder layers [100]. Each
layer, surrounded by a residual connection, has a multi-head self-attention mechanism,
followed by a position-wise fully connected feed-forward network. An attention function
can map a query and a set of key-value pairs to an output.

The output is a weighted sum of the values, and the weight assigned to each value
is a compatibility function of the query with the corresponding key. The attention weights

are calculated by Equation 3.1: the three inputs are () queries, K keys, and V' values;
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and the output is the softmax of standard dot-product attention, QK* of ) and K (KT
represents the transpose of matrix &) with a scaling factor of \/1d;, where d;, is the

dimension of the key, ensuring the value of the dot product does not grow too large.

: QK"
Attention(Q, K, V) = softmaa:(ﬁ)\/ 3.1
k

The attention scores e;; are calculated by Equations (1), and (2). d. is the output dimen-

sion, and Wy (query), Wi (keys), and Wy, (values) are the parameter matrices.

h; hiWi )t
ei; i (3.3)

-~ N
D K—1 €D ik

The output is calculated using Equation (3). It is the weighted sum of the previous outputs

h and h;.

N
0; = hl + Z 6@'(th\/) (34)

j=1
Our classification model includes two parts: a BERT encoder that encodes 311

records/descriptions and a classification decoder that classifies a 311 call record into a
311 category (BERT-C) or a service department (BERT-D). The two classification tasks
in problem and solution domains are trained separately.

We used the BERT encoder transformer with an added layer of classification de-
coder, similar to Next Sentence classification. The encoding of a text description is de-
scribed in Equation 3.5. x; is the representation of each token; and, h; is the contextual
semantic representation embedding of a token. Thus, H = (hy,...,hr), the encoder

outputs are the semantic representations of each record.

H = BERT(z1, ..., 27) (3.5)
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Given an input token sequence X = (z1, ... xr), the output of the BERT encoder is H =
(hi,...,hr), and h; is the averaged output from the multi-headed transformer blocks
given as token’s contextual semantic representation embedding.

The hidden representation /' € RI*I" is obtained by H = BERT(X), where | X| is
the length of the input sequence X = (x1,...x7) and h is the size of the hidden dimen-
sion. Then, H is passed to a dense layer W € R"V!, followed by softmax, as described
in Equation 3.6. The classification decoder uses sentence semantic representation [ to
predict the class label y*:

y© = softmax(WH +b) (3.6)

y¢ gives the prediction to the answers for Who and Where questions. Softmax is an
activation function that converts a vector of numbers into probabilities within the range
of [0, 1]:

e*

o(2), = —— 3.7)
ij'(:l e

Z is input vectors. e* is the standard exponential function for input vectors. K is the
number of classes. e* is the standard exponential function for output vectors.

Given an input token sequence x = (x1, ... x7), the output of the BERT encoder
is H = (hq,...,hr). The SWIH decoder uses sentence semantic representation H’ to
predict the class label yitent: yintent — go ftmaz (W H' + bnt).

Second, the input tokens to the slot filling decoder is h;, which joins the BERT
encoder and the classification decoder with the slot filling decoder. Specifically h; is the
concatenation of the BERT output token embeddings /;, and the classification decoder

token embedding %’". The slot filling decoder inputs the hidden states to a softmax layer
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to predict the slot tags: ¥’ = softmax (W= hs + bslot),

Using BERT for a specific task is relatively straightforward: BERT can be used
for a wide variety of language tasks while only adding a small layer to the core model as
shown in Figure 10. In the training process, the pairs of sentences as input are processed
and learns to predict if the second sentence in the pair is the subsequent sentence in the
original document.

During training, 50% of the inputs are a pair in which the second sentence is the
following sentence in the original document, while in the other 50% a random sentence
from the corpus is chosen as the second sentence. The assumption is that the random
sentence will be disconnected from the first sentence. To help the model distinguish
between the two sentences in training, the input is processed in the following way before
entering the model.

A [CLS] token is inserted at the beginning of the first sentence, and a [SEP] token
is inserted at the end of each sentence. A sentence embedding indicating Sentence A
or Sentence B is added to each token. Sentence embeddings are similar in concept to
token embeddings with a vocabulary of 2. A positional embedding is added to each
token to indicate its position in the sequence. The idea and implementation of positional
embedding are presented in the Transformer paper [56].

Classification tasks are done similarly to Next Sentence classification by adding a
classification layer on top of the Transformer output for the token. In Question Answering
tasks (e.g., SQuAD vl1.1), the software receives a question regarding a text sequence and

is required to mark the answer in the series. Using BERT, a Q&A model can be trained
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Figure 10: BERT - Fine Tuning

by learning two different vectors that mark the beginning and the end of the solution. In
Named Entity Recognition (NER), the software receives a text sequence and is required
to mark the various types of entities (Person, Organization, Date, etc) that appear in the
text. Using BERT, a NER model can be trained by feeding each token’s output vector into
a classification layer that predicts the NER label.

Using this question answer model for getting answers to SW1H questions allows
us to train the model using Electra. The architecture of the model is presented in Figure
11. Annotations generated from the aforementioned models and the models discussed
in the latest sections, are used as input for this model which encompasses all the SW1H

questions.

3.2 “What” Model: LDA+BERT Custom Topic Model

As stated in the second problem, we need a model to categorize residents’ com-

plaints inductively and connect them with the internal-facing 311 service categories. The
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Figure 11: SW1H-StoryNet Model

internal-facing 311 service categories are sometimes semantically arbitrary and thus hard
for the external audience to understand.

“why” & “how.” Unsupervised method is more appropriate than supervised method
to explore “why” & “how” as these two aspects of the SWI1H frame is highly idiosyn-
cratic, depending upon each record and domain knowledge. The unsupervised inductive
clustering creates opportunities for classification without any prior, and thus allows in-
finite classifications in real-world event classification. We’ll discuss more about this in
question answering section.

Topic modeling has been widely used for analyzing domain-specific perspectives.
Latent Dirichlet Allocation (LDA) [10] is one of the most popular approaches.To solve
this problem, we make use of a custom topic modeling, with LDA+BERT Clustering, by
combining LDA [10] and BERT [24]: LDA [10] is first used to detect topic per docu-

ment probabilities, which is then combined with BERT [24] sentence embedding through
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Figure 12: Architecture of LDA+BERT Clustering

an autoencoder. Finally, the latent representations from the encoder are entered into a
clustering algorithm to categorically cluster documents. The pre-trained uncased BERT
is used to generate document representation /7. The LDA document vector I/ and the
BERT document vector H are entered into an autoencoder.

Our custom topic model is different from the existing LDA+BERT model, since it
balances the LDA topic and BERT document vectors. We came to this design via exper-
imenting a few different structures, including direct concatenation before auto encoder,
imbalanced LDA topic vector and BERT vector, different length of LDA topic vectors,
and different number of clusters. The details of the experimentation are included in Case
Study. Please refer to Figure 12 for the overview of architectural components.

We first employ uncased BERT, a pre-trained language model, to obtain the doc-
ument representation A (Equation 3.1 and Equation 3.5). This model aims to identify

the topic that the model would develop and plot a corresponding word cloud for each of
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the K unique categories where the number of issues K was determined by the optimal
topic model based on KL-divergence which signifies the coherence score of the topics
as shown in Figure 13. The dominant topic for each description is determined by com-
paring the probabilities that the description belongs to the topics and is identified in the
dataframe as shown in Figure 14.

Pre-trained language models: As our model is based on pre-trained BERT, we briefly
describe the BERT model here. The BERT document vector H is generated using Equa-
tion 3.1 and Equation 3.5. The self-attention mechanism is described in Equation 3.1.
Given an input document D, the uncased BERT model outputs the semantic representa-
tions of the document H, as described in Equation 3.5.

We intend to combine the strengths of LDA and BERT. The performance of the
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LDA topic model could be influenced by the number of documents, the length of docu-
ments, and the number of topics [96]. Shorter texts, like 311 call records, may suffer from
poor performance due to their length. This can be attributed to the LDA model’s random
drawing of the document-topic, and topic-word proportion vectors [96].

While the length of 311 call records may undermine the performance of LDA, the
coherence flow between sentences with each document may introduce opportunities to
improve the performance of the topic model. Unlike tweets and short texts from social
media, 311 call records are short. Still, each document may have a more coherent sen-
tence flow since they are human-generated records of calls from residents about a specific
instance. Here is an example of a 311 call record:

“Citizen reports improper parking space striping. Codes state that spaces are 8.5
Jt wide, but the spaces are only 8ft wide. The handicapped spaces are only 7.5 ft wide but
are supposed to be 8.5 ft wide. The problem is likely to be present throughout the parking
garage. Additionally, there should be handicapped parking signage in front of each stall,
but there are none, just the logo on the ground.”

We can see from this record that there is a clear semantic connection from sentence
to sentence, and the entire record, due to high sentence-level coherence, is semantically
focused. The same observation was made by Li et al. [52] on texts from Wikipedia. They
proposed a bi-Directional Recurrent Attentional Topic Model (bi-RATM) for document
embedding to capture sentence-to-sentence flow, and their model achieved state-of-the-art
performance [52]. In the same spirit, our topic model uses BERT sentence level embed-

ding to overcome the possible less-than-optimal performance of LDA on shorter texts (see
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Figure 12).

LDA topic vectors: The LDA document vector is generated by Latent Dirichlet Allo-
cation (LDA). It is a generative probabilistic model based on three primary structures,
including words, topics, and documents [10]. The documents are represented as a ran-
dom mixture over latent topics, and each topic is characterized by a distribution over
words.

The generative process for each document w in a corpus D first choose N to be
a Poisson distribution. Then, choose € to be a Dirichlet distribution. For each of the NV
words w,, the generative process will choose a topic z, for it from Multinominal(6), and
then choose a word w,, from p(w,|zn, #), a multinomial probability given the topic z,. A
distribution over topics is determined by the documents over a distribution of words with
each topic.

To generate a document, LDA firstly samples a document-specific multinomial
distribution over topics from a Dirichlet distribution. Then it repeatedly samples the
words from these topics. Given an input corpus D (d € D) with V unique words and M
documents, each document d contains a sequence of N words d = {Wy, Ws, ..., Wy},
n € {1,2,...,N}. Given a topic number K, k € {1,2,..., K}, the generative process
will generate documents based upon per-document topic distribution and per-topic word
distribution and optimize probabilities. « is the per-document topic distribution. It is a
matrix where each row is a document, and each column is a topic.

It indicates the likelihood that a document contains topic Zj. [ is the per-topic

word distribution. This matrix has rows to represent topics and columns words, indicating
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how likely a topic Z, k contains word W,,. 8, is a multinomial distribution of documents
drawn from a Dirichlet distribution with the parameter «. @y, k is a multinomial distribu-
tion of words in a topic drawn from a Dirichlet distribution with the parameter (5. For each
word position n, select a hidden topic Z,, from the multinomial distribution parameterized
by 4. And, then select W, from ¢, . If w is a document, consisting of a sequence of N
words: w=(wy, ws, ..., wy). D is a corpus of a collection of M documents.

Given a topic number K, the generative process first chooses 6 Dir(«) (Dirichlet
distribution). « is the per-document topic distribution. It is a matrix where each row
is a document and each column is a topic, representing the likelihood that document d;
contains topic ;. Then, for each of the N words w,,, choose a topic z, multinomial(¢).
Then, choose a word w, from p(w,|Z,, ). choose a word w, from p(wl|d, ). [ is
the per-topic word distribution. This matrix has rows to represent topics and columns
words, indicating how likely the topic K; contains word w;. This process defines the
marginal distribution of a document as a continuous mixture distribution. Thus, the word

distribution is:
p(w,|0, Zp w6, B)p(z]0) (3.8)

z is the topic for the n-th word, meaning w,, in document

N

p(wla, f) = / p(0]a) ([ Plwnlo, 5)do) (3.9)

n=1
« 1s the per-document topic distribution. It is a matrix where each row is a document and

each column is a topic, representing the likelihood that document d; contains topic K.
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M K N
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j=1 i=1 t=1

The probability that a document will be generated is determined by Given an ap-
propriate topic number K, the generative process for a document d is as following: Sam-
ple a K-vector ¢, from the Dirichlet distribution p(J|a), where J, is the topic mixture
proportion of document d. Fori = 1... Ny, a sample word w; in the document d from the
document-special multinomial distribution p(w,|d4, 5), Where « is a k-vector of Dirichlet
parameters, and the Dirichlet distribution p(§|«) 5 is a K x V matrix of word probabili-
ties, where f3;; = p(wj=1|zi=1),i =0,1,..., K;7=0,1,..., V.

Autoencoder: The LDA document vector W is defined below:
W; = TopicModel([Ty, ..., Ty])€R’ (3.11)

Where, T; is the probability of the document belonging to the i-th topic. /V is the number
of topics. W is Input 1 of the encoder £. A full-connected neural networks (NN) is
employed to learn W', vector representations of V. W’ has the same dimension d as H'.

Let W = ¢z, , w; is the weights, and b, is the bias. The output is W".
W'= RELU(wy X W + b) (3.12)

The BERT document vector H has a dimension of d’ = 768. It is entered into the
encoder F as Input 2. A full-connected NN learns H’, vector representations of H. H’

has the same dimension d as W’. wy is the weights, and b, is the bias:

H' = RELU(ws x H + by) (3.13)
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W’ and H' are concatenated into a single document vector 7'.

T=WH (3.14)

A full-connected NN learns latent vector representations of 7'. ws is the weights, and b3
is the bias:

TopicVectors(T) = softmax(wst + bs) (3.15)

The decoder D mirrors the dimensions and layers of the encoder E.
Clustering: The vector representations of each document is the hidden state of the au-

toencoder. F is the encoder, and D is a document:

ti = E(D;) (3.16)

Clusters of the documents, where each cluster indicates a topic category, are generated
using a clustering algorithm like K-means. The map of the clusters is made using UMAP
projection as shown in Figure 15.

The LDA document vector W is generated by Latent Dirichlet Allocation (LDA).
It is a generative probabilistic model based on three primary structures, including words,
topics, and documents [10]. The documents are represented as random mixture over
latent topics, and each topic is characterized by a distribution over words. Given an input
corpus D (d € D) with V unique words and M documents, each document d contains a
sequence of N words d = {Wy, W, ..., Wy}, n € {1,2,..., N}. Given a topic number
K, k € {1,2,..., K}, the generative process will generate documents based upon per-

document topic distribution and per-topic word distribution, and optimize probabilities.
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Figure 15: Topic Clusters - UMAP

« is the per-document topic distribution. It is a matrix where each row is a document
and each column is a topic. It indicates the likelihood that a document contains topic
Zy. » k€ {1,2,...,K}. [ is the per-topic word distribution. This matrix has rows to
represent topics and columns words, indicating how likely a topic Zj, k contains word
W,. 6, is a multinomial distribution of documents drawn from a Dirichlet distribution
with the parameter . @, k is a multinomial distribution of words in a topic drawn from
a Dirichlet distribution with the parameter (. For each word position n, € {1,2,... N},
select a hidden topic Z_n from the multinomial distribution parameterized by 6;. And,
then select W _n from ¢p_Z__n. A visual representation of the topics in each document is

shown in Figure 16.
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3.3 Objective 1. SW1H component detection

Let us examine the process of detecting SW1H components using the auto an-
notation scheme as shown in Figure 17. The BERT encoder transformer in “Who” and
“Where” Model is used to create semantic representation of H = (hy, ..., hy), which
X = {x1,...,z7p} is a collective word vector of word embedding, segment embedding,
and position embedding of each token in the 311 record. We used the uncased pre-trained
sentence BERT [89]. The preprocessing of LDA topic modeling includes text cleaning,
tokenization, stop-word removal, and lemmatization. Then, coherence score analysis is
used to determine the optimal number of topics. The LDA model then generates topic per
document probabilities, i.e., the LDA document vector WW. The preprocessing of BERT
document embedding is text cleaning. Then, the pre-trained uncased BERT is used to
generate document representation H.

The LDA document vector W and the BERT document vector A are entered into
an autoencoder. The LDA document vector 11 is entered as Input 1 and the dimension is
increased to 32 via a full-connected NN. The output is W’. The BERT document vector
H has a dimension of 768. It is entered as Input 2, and the dimension is reduced to 32
via a full-connected NN. The output is H’. W’ and H' are concatenated into a single
document vector 7°, and reduced to 32 via a dense layer to get t. H is concatenated with
the LDA document vector V.

All token in a 311 call record, X = {x1,..., 27}, are passed to the LDA topic

model using delta (0) hyper-parameter to add relative importance to infer topic distribution
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per token (W;):
W; = TopicModel([Tt, . .., Tx])€R'TopicVectors(T) = Wt + H (3.17)

Then, the combined vectors ¢ are entered into a simple autoencoder with a dense layer,
where the latent vector space utilizes dimensionality reduction and noise to determine the
topic clusters. Finally, clusters of the documents, where each cluster indicates a topic
category, are generated using a clustering algorithm like s (see Figure 12). This design is
different from the existing LDA+BERT model, since it balances the LDA topic and BERT
document vectors. We came to this design via experimenting a few different structures,
including direct concatenation before auto encoder, imbalanced LDA topic vector and
BERT vector, different length of LDA topic vectors, and different number of clusters.
The details are included in Case Study.

In order to obtain the contextual topics, the topic vectors (w) of LDA model are
merged with a collective contextual word embedding vectors (H) from Sentence-BERT
model using a gamma (y) hyper-parameter to add relative importance to both vectors as
shown in (2). H = BERT(x1, ..., xT ) Contextual Topic Vectors(t) = wy + H (2) where x1,
..., XT 1s a collective word vector of word embedding, segment embedding, and position
embedding of each tweet token; Trm stands for Transformer encoder unit; H= (w1, ..., wT
), and wi the averaged output from 12 multi-headed transformer blocks given as token’s
contextual embedding vector representation.

The combined vectors(t) are passed into a deep learning auto-encoder latent vector
space to ensure dimensionality reduction and noise to arrive at the best topic clusters. The

output of the auto-encoder is a cluster of keywords, each falling into a specific unique
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Figure 17: Auto Annotation

topic category using a clustering algorithm are labeled manually with unique topics. This
approach is expected to provide more accurate topic semantic information for simulation
on short tweet texts.

In LDA, the topic proportions are randomly drawn from a Dirichlet distribu-
tion, which implies the independence between topics. However, these correlations are
widespread in real-world data. Interestingly, the association or correlation of topics can
be modeled with LDA. The topic “311 services” is often correlated with “crimes” while
unlikely co-occurs with “business.” There would be an inconsistency between the assump-
tion and input documents so that the predefined parameter A may not be able to reflect
the real topics of the domain. To overcome the limitation, the NLP embeddings, such as
BERT, could be significantly contributed to determining relevant or non-related topics in
the 311 call domain.

Following this, LDA+BERT embedding is used to inductively explore event-specific
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frame elements, namely “why” & “how.” Unsupervised method is more appropriate than
supervised method to explore “why” & “how” as these two aspects of the SW1H frame is
highly idiosyncratic, depending upon each call and caller’s knowledge about the situation.
The unsupervised inductive clustering creates opportunities for classification without any
prior, and thus allows infinite classifications in real-world event classification.

Topic modeling has been widely used for analyzing domain-specific perspectives.
Latent Dirichlet Allocation (LDA) [10] is one of the most popular approaches. Advanced
LDA-based topic modeling approaches [59, 99] were proposed for the question and an-
swering community. JAIST [99] combined multiple features for question-answering com-
munity websites like Yahoo ( [77], [99], [59], [111]).

And, topic modeling has been incorporated with contextual language modelling
[32] and machine translation [18], summarization [64, 106]. In this thesis, we are inter-
ested in exploring the perspectives of the topics based on the contextual topic embedding

(LDA + BERT). The word clouds for the identified topics have been given in Chapter 4.

3.4 ‘““When” Model: Time Series Forecasting

The Prophet model was used to predict the estimated responding time for a specific
311 service call using the 311 service data from the past ten years. The Prophet model is
a Generalized Additive Model (GAM) [98]. The aspect of “when” is handled by our time
series forecast model. The predictions from the classification models for departments and
311 service categories were used to train time-series prediction.

The Prophet model was built to predict the estimated responding time for a specific
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311 service call using the 311 service data from the past ten years. The major components
of Prophet model included growth forecasting, a model to understand how the population
has grown and will be continuously growing. The Prophet model includes three major
components: g(t) is the trend, s(¢) is seasonality, h(¢) is holidays, and ¢; is the error term.

They are summed up to perform forecast:
y(t) = g(t) + s(t) + h(t) + & (3.18)

g(t) is modeled using the piece-wise logistic growth model as follows: The trend
changes in the growth model have been adjusted by explicitly defining change points,
where the growth rate is allowed to change. For the given S change points at times
sj,7 =1,...,5, avector of rate adjustments is defined as 0 € R%, where 9, is the change
in rate that occurs at time s;.

The rate at any time ¢ is then the base rate k, plus all of the adjustments up to that
point: k + Pj : t > s;6;. A vector is defined as a(t) € {0,1}° and the rate at time ¢
is then k + a(t)T6. When the rate k is adjusted, the offset parameter m is also adjusted
to connect the endpoints of the segments. The correct adjustment v at change point j is

defined as follows:

C(t)

= 15 cap((k + a(0T0)(t — (m + a(T)) (3.19)

g9(t)

with C'(t) is time-varying capacity, k the growth rate, and m an offset parameter. Also,
in order to fit and forecast these effects, seasonality models have been defined as periodic

functions of ¢ using Fourier series considering periodic effects.
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Figure 18: Time Series Analysis

We have also explored several deep learning models, including LSTM and CNN
models, for the time series forecasting. Surprisingly, our case study showed the Prophet
forecasting model had superior prediction compared to the deep learning models to be
discussed later, suggesting city service delivery is influenced by seasonality and holidays.
Data: The time series forecasting was conducted on all the data available from 2015 to
the current time. The results are shown in Figure 18. It shows a steadily decreasing trend
overtimes, which suggests an improvement in the performance of the resolution team.
The cases that were used to take around 80 days of resolution time in 2015 have been
found to be solved in under 20 hours in 2020.

Training: To further drill down upon the trends of the case resolution, we have analyzed

the same data based upon the category of the 311 service requests. The category-wise

54



Animals Capital Projects City Facilities Dangerous Building Government Lights
. a0 < 3000 T .

40 200
&0
. .
]D 100
500 .
@ @ @ £ g 0
S w0 < S0 ) S
7 300 o @ i iy
Y 2 2 b 2 2 o 5
3 0 & 8 L 8 8
s 20
o 0
o
2014 2015 2016 2017 2018 2019 2020 2015 2016 2017 2018 2019 2020 2016 2017 2018 2019 2020 200820092010 2011201220132014 2015 2010 2012 2014 2016 2018 2020 2016 2017 2018 2019 2020
Time Time Time Time Time Time
Mowing Parks & Recreation Property Violations Public Health Public Safety Sidewalks
. 400 5 . .
350 300

Days to close
g 8

Days to close
Days to close

wes..
’, ’
gj @ o
3

e

(s

-500 -50
2010 2012 2014 2016 2018 2020 2008 2010 2012 2014 2016 2018 2020 20072008200920102011201 2201320142015 2016 2017 2018 2019 2020 2015 2016 2017 2018 2019 2020 2016 2017 2018 2019 2020
Time: Time Time Time Time Time
Signs Street Trash Trees Vehicles Water
800 . . . 3500 .
. 70 200 150 50,
& . 3000
&0 0 15 200
0 ., i 2500
¥ 3 B 2 Y100 e ¥
g 2 . 2 g 8 150
g " A T, i 27 et ~,:‘ § 100 100
o A & u gk 3 & w g w0 oot d & 00
& o B
, 0 P 500
0 0
0 o [

-10 500 50
2015 2016 2017 2018 2019 2020 2007 2009 2011 2013 2015 2017 2019 2007 2009 2011 2013 2015 2017 2019 2007 2009 2011 2013 2015 2017 2019 2010 2012 2014 2016 2018 2020 2007 2009 2011 2013 2015 2017 2019
Time Time Time Time Time Time

Figure 19: 311 Service Category Wise Time Prediction

trends have been shown in Figure 19.

Evaluation: Table 20 shows the evaluation of time series results on a 70-30 split of data.
In conjunction with the overall trend, many of the categories exhibit the steady decrease
of the resolution time (in days) over time from the beginning of the data availability, with
Public Health being an exception. The issues related to Trash have been observed to rise
during four years of 2014-2018, but have subsided after that. The issues related to Lights,
Animals, Capital Projects, Sidewalks, Trees, Animals and Property Violations have been
showing a steady trend. The steep decreasing trend for Vehicles, Mowing, Government,
and Water issues shows that there have been very effective responses to the requests in

Kansas City.
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TIME SERIES PREDICTION PER 311 CATEGORY
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Figure 20: 311 Call Time Series Validation



The time series model for the 311 service data, which is a nonlinear regression
based model for 311 call response times, was evaluated: (1) MAE (Mean Average Error)
(defined in Eq. 3.20) is the measure of the difference of predicted versus observed, (2)
MAPE (Mean Average Percentage Error) (defined in Eq. 3.21) is a measure of prediction

accuracy of the forecasting (loss function for regression in machine learning).

MAE — >ic1 |y — @il _ > iz el (3.20)
n n
1A —F
MAPE = — 3.21
- Z y (3.21)

t=1

Figure 20 shows the MAE and MAPE scores as the performance of the 311 time
series model. The best classes of the response time prediction are Animal and Tracy with
1.23% and 6.27% of its MAE. The worst class accuracy is City Facility with 29.3% of
MAE. In terms of MAPE, the best class is Lights with 7.45% of MAPE, and the worst type
is Tracy, with 46.93% of MAPE. The overall accuracy for the response time estimation is
about 70%. The Prophet forecasting model showed superior performance when compared

to the deep learning models (Table 3).

3.5 “Why” & “How” Model: ELECTRA BERT / ALBERT / RoBERTa /TS

Question answering: StoryNet is a great way to share existing stories and create new
accounts. Itis an effective instrument for co-creation and co-teaching in STEM education.
The StoryNet is designed as a knowledge graph so that the underlying representations of

the stories are W3C standard Resource Description Framework (RDF) and RDF Schema.
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Table 3: 311 Time Series Predictive Model Accuracy

Model Name MAE MAPE
LSTM 9.71 105.63
LSTM + Window 7.81 79.33
LSTM + Time Steps 5.70 65.87
LSTM + Memory 7.44 84.50
Stacked LSTM + Mem- | 7.84 93.62
ory

DCNN (SeriesNet) 14.20 210.32
Prophet (Ours) 3.45 14.38

The similarities of stories are determined by NLP and topic modeling techniques based
on their common contexts.

The SW+H questions will be mapped to NLP-based question, and the answer
embedding and the story embedding will be mapped to SPARQL and Shapes Constraint
Language (SHACL), which allows for a semantic query for retrieving and manipulating
data stored in Resource Description Framework format. For the 311 Q/A model, we used
ALBERT [47] in which the backbone is similar to the transformer encoder [100] with
GELU nonlinearities [38] built in BERT. We follow the BERT notation conventions and
denote the vocabulary embedding size as E, the number of encoder layers as L, and the
hidden size as H.

Following [25], we set the feed-forward/filter size to be 4H and the number of
attention heads to be H/64. Our innovation is to use the predictive models such as BERT-
311, the time series forecasting model, and the topic identification model to build the Al-
Community 311 Q&A framework based on the ALBERT question answering. Our design

of the Q&A follows the story framework presented earlier. We applied story framework
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to the design thinking of answering each incoming 311 call.

Since one of BERT’s applications is in QA, different variations of BERT [16, 48,
53, 85] have been used. For the competition, many teams used BERT to develop QA
systems [84, 113]. For instance, [113] used BERT to find relevant answers to keywords
extracted from a question. The found solutions were ranked by Universal Sentence En-
coder Semantic Similarity or USESS then Bayesian Additive Regression Trees or BART
summarized the top results. Another team employed BERT as a semantic search engine
to find answers.

The QA system produced semantically meaningful sentence embedding on the
paragraph extracted from the CORD-19 dataset and found five paragraphs and their cor-
responding papers’ titles and abstracts. In [84], the QA systems were based on A little
BERT or ALBERT [48] to find answers for questions related to COVID-19. Based on
the above works, we develop QA systems using Transformers. To do so, we examined
the performance of well-known transformers such as ALBERT. BERT, TS5 Model. The
next section explains the architectures and the results obtained by employing them on two

datasets.

3.6 Transformer-Based QA Systems

For the competition, we aimed to develop a QA system using a high performance
Transformer. To do so, we developed three QA systems using BERT-large, ALBERT-
base and Text-to-text transfer transformer or (T5)-large, pre-trained them on various QA

datasets and evaluated them on two labeled questions answers datasets —as described
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below. To create answers to a query, we use three different transformer-based models

pre-trained on various QA datasets, as described below.

3.6.1 Datasets for Pre-training Transformers

* We use various datasets to pre-train our QA systems:

SQuAD vl1.1 [81] —the Stanford Question Answering Dataset containing 100k

question-answer pairs on more than 500 articles;

SNLI [12] —the Stanford Natural Language Inference corpus containing 570k
human-written English sentence pairs manually labeled for balance classifica-

tion with the labels entailment, contradiction and neutral;

MultiNLI [110] —the Multi-Genre Natural Language Inference corpus contain-
ing 433k crowd-sourced sentence pairs with the same format as SNLI except
it includes a more diverse range of text and a test set for cross-genre transfer

evaluation;

STS —the Semantic Textual Similarity benchmark is a careful selection of data
from English STS shared tasks (2012-2017) comprising of 8.6k annotated ex-

amples of text from image captions, news headlines, and user forums; and

Yahoo —the question-answering dataset consists of questions with “exact” and
“ideal” answers. We specifically use Yahoo factoid QA pairs, excluding yes/no
or list QA pairs, because the factoid dataset has a similar structure as SQuAD

vl.1[81].

60



3.6.2 BERT-based

3.6.2.1 BERT-large

Our BERT-large QA system is developed using a pre-trained QA BERT-large-
uncased model with whole word masking fune-tuned on SQuAD v1.1 [81]. The model
contains 24 Transformer blocks, 1024 hidden layers, 16 self-attention heads adding up to

340M parameters in total.

3.6.2.2 ALBERT-base

The ALBERT-base QA system is formed using a pre-trained QA ALBERT-base-
uncased model fine-tuned on SQuAD vl1.1 [81]. The model contains 12 Transformer

blocks, 768 hidden layers, 12 self-attention heads, adding up to 12M parameters in total.

3.6.3 T5-large

The T5-large QA system is based on the TS5 model that is a modern, massive mul-
titask model trained by uniting many NLP tasks in a unified text-to-text framework [80].
By leveraging extensive pre-training and transfer learning, it has achieved state-of-the-art
performance on a variety of NLP benchmark tasks, including the GLUE benchmark [104].
Following work by [82], which explores the task of generative closed-book question an-
swering, we explore the efficacy of generating (rather than extracting) COVID-19 answers

directly from an input question, without context.
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Unlike our preceding two approaches, the TS model explores generation of an-
swers to questions, without context. Using the pre-trained TS model with 770M param-
eters released by [80], we fine-tune for 25000 steps on an equal-proportions mixture of
three QA tasks using the Natural Questions dataset, Trivia QA dataset and the train split
of the COVID-19 QA dataset [42,45]. Only the queries are given as input and answers are
generated using simple greedy decoding. Evaluation is then performed on the test split of
the dataset.

We emphasize that these results are not directly comparable to the other frame-
works, as the model is faced with the challenging task of jointly localizing relevant in-
formation and then generating a coherent answer. The advantage of such a framework
is that it is context-free, meaning that it requires the least data preparation and human

intervention.

3.6.4 RoBERTa

Introduced at Facebook, Robustly optimized BERT approach RoBERTa, is a re-
training of BERT with improved training methodology, 1000% more data and compute
power. To improve the training procedure, ROBERTa removes the Next Sentence Predic-
tion (NSP) task from BERT’s pre-training and introduces dynamic masking so that the
masked token changes during the training epochs. Larger batch-training sizes were also
found to be more useful in the training procedure.

Importantly, RoOBERTa uses 160 GB of text for pre-training, including 16GB of
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Books Corpus and English Wikipedia used in BERT. The additional data included Com-
monCrawl News dataset (63 million articles, 76 GB), Web text corpus (38 GB) and Stories
from Common Crawl (31 GB). This coupled with whopping 1024 V100 Tesla GPU’s run-
ning for a day, led to pre-training of ROBERTa. As a result, ROBERTa outperforms both
BERT and XLNet on GLUE benchmark results.

On the other hand, to reduce the computational (training, prediction) times of
BERT or related models, a natural choice is to use a smaller network to approximate the
performance. There are many approaches that can be used to do this, including pruning,

distillation and quantization, however, all of these result in lower prediction metrics.

3.6.5 ELECTRA

Efficiently Learning an Encoder that Classifies Token Replacements Accurately
(ELECTRA) - is a novel pre-training method that outperforms existing techniques given
the same compute budget. For example, ELECTRA matches the performance of RoOBERTa
and XLNet on the GLUE natural language understanding benchmark when using less than
ith of their compute and achieves state-of-the-art results on the SQuUAD question answer-
ing benchmark.

ELECTRA’s excellent efficiency means it works well even at small scale. So, it
can be trained in a few days on a single GPU to better accuracy than GPT, a model that
uses over 30x more compute. ELECTRA is being released as an open-source model on
top of TensorFlow and includes a number of ready-to-use pre-trained language represen-

tation models.
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Figure 21: ELECTRA Architecture

The architecture of ELECTRA is specified in Figure 21. ELECTRA uses a new
pre-training task, called replaced token detection (RTD), that trains a bidirectional model
(like a MLM) while learning from all input positions (like a LM). Inspired by generative
adversarial networks (GANs), ELECTRA trains the model to distinguish between “real”
and “fake” input data. Instead of corrupting the input by replacing tokens with “[MASK]”
as in BERT, our approach corrupts the input by replacing some input tokens with incor-
rect, but somewhat plausible, fakes. For example, the word “cooked” could be replaced
with “ate”. While this makes a bit of sense, it doesn’t fit as well with the entire context.

The pre-training task requires the model (i.e., the discriminator) to then determine
which tokens from the original input have been replaced or kept the same. Crucially, this
binary classification task is applied to every input token, instead of only a small number of
masked tokens (15% in the case of BERT-style models), making RTD more efficient than
MLM - ELECTRA needs to see fewer examples to achieve the same performance because
it receives mode training signal per example. At the same time, RTD results in powerful
representation learning, because the model must learn an accurate representation of the

data distribution in order to solve the task.
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Figure 22: 311 StoryNet

Replaced token detection trains a bidirectional model while learning from all input
positions. The replacement tokens come from another neural network called the generator.
While the generator can be any model that produces an output distribution over tokens,
we use a small masked language model (i.e., a BERT model with small hidden size) that is
trained jointly with the discriminator. Although the structure of the generator feeding into
the discriminator is similar to a GAN, we train the generator with maximum likelihood to
predict masked words, rather than adversarially, due to the difficulty of applying GANs
to text. The generator and discriminator share the same input word embeddings. After
pre-training, the generator is dropped and the discriminator (the ELECTRA model) is
fine-tuned on downstream tasks. It uses the transformer neural architecture. A qualitative

analysis of the performance of the above models on different use cases / case studies are
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Figure 23: Performance Comparison - Models

provided in Chapter 4.

3.6.6 Performance Comparison

A consolidated comparison of the results for the studied models is shown in Figure
23. From the figure it can be inferred that our model has outperformed the ALBERT, Pre-
trained BERT and the rule based models by a significant margin in terms of the ensemble
score obtained using the metrics presented before.

Especially, when compared to the pretrained model, there is a significant jump
from 39.6% to 91.4%. Thus the efficiency of the SW1H layer, is very much key to the
improvement of the StoryNet model. A more detailed analysis and breakdown of the

scores is presented in Chapter 4.

3.7 Objective 2: Graph Generation

The SW1H answers extracted by us so far, need to be connected together using an
algorithm to create the StoryNet. In this section we make use of the answers were that we
found out using the methods of question answering, topic modeling, classification as seen

above. This process can be understood from the illustration in Figure 24. The individual
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MST-PRIM(G, w, r)

1 forecachu € G.V

2 u.key = o0

3 u.wr = NIL

4 r.key =0

5 0=G.YV

6 while Q # 0

7 u = EXTRACT-MIN(Q)

8 for each v € G.Adj[u]

9 if v € Q and w(u,v) < v.key
[10 V.IT = U

11 v.key = w(u,v)

Figure 25: Graph Connection Algorithm

stories with the SW1H components as shown on the left side, are connected and match
together using the following algorithm as shown in Figure 25 generate the graph that is
more compact and connected as shown on the right side. An example for this graph using
311 call is shown in Figure 22. The last objective (3) of StoryNet application in discussed
in the following chapter.

The nodes are the SW1H components, which are connected to a story and these
components are connected together using an algorithm as shown in Figure 25. It’s a
greedy algorithm that finds the MST (minimum spanning tree) for a weighted, undirected
graph. Starting at an arbitrary vertex, the algorithm builds the MST one vertex at a time
where each vertex takes the shortest path from the root node. Here is a description of the

algorithm:
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3.7.0.1 Algorithm to Combine Stories Graphs:

1. An empty set is created to keep track of vertices already included in the graph.

2. A key value is assigned to all vertices in the input graph. Initialize all key values as
INFINITE. for For the first vertex, a key value of 0 is assigned so that it is picked

first.

3. While the set doesn’t include all vertices:

(a) Pick a vertex u which is not there in the set and has minimum key value.
(b) uis included in the set.

(c) Key values of all the vertices adjacent to u are updated. To update the key
values, iterate through all adjacent vertices. For every adjacent vertex v, if
weight of edge u-v is less than the previous key value of v, update the key

value as weight of u-v

The idea of using key values is to pick the minimum weight edge from cut. The key
values are used only for vertices which are not yet included in the graph, the key value for
these vertices indicate the minimum weight edges connecting them to the set of vertices

included in the graph.
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CHAPTER 4

STORYNET APPLICATION: EVALUATION AND RESULTS

4.1 Case Study 1: 311 Calls

4.1.1 311 data

The domain of our study is the open dataset 311 of the Kansas City metropolitan
area (from 2015 to 2020). To comprehend the reach of the data set in terms of decision-
making, we performed static data analysis. Our analysis is based on the publicly available
311 open service data sets. The 311 call is a service provided by the government of the
USA to deal with nuisance updates. Individuals can contact the 311 services by phone, on
the website, or from Twitter to report any nuisance cases in their neighborhoods. These
cases are updated daily on KCMO 311 service [43] - a repository of publicly available
data.

This data set is updated almost in real-time, which allows us to analyze real-time
problems identified by the community. The 311 service requests are usually channeled
through multiple sources, including phone calls, emails, and social media. It should also
be noted that the data set has a geographical signature of the incidents, which will allow
the machine to comprehend location information of neighborhoods. The description of
the incidents is, however, not available within the data set. This requires extraction using
web scraping techniques. Web scraping is limited by the number of requests we could

make to the hosting provider; we had to extract information on a timed basis.
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The 311 service requests are usually channeled through multiple sources, includ-
ing phone calls, emails, and social media. It should also be noted that the dataset has
a geographical signature of the incidents, which will allow the machine to comprehend
location information of neighborhoods. The description of the incidents is, however, not
available within the dataset. This requires extraction using web scraping techniques. Web
scraping is limited by the number of requests we could make to the hosting provider;
we had to extract information on a timed basis. The five-year data from the 311 service
data (from 2015 to the current time) are used to explore different dimensions of “what
happened,” like neighborhood activities, violence, friendliness, maintenance, service de-

partments’ responsiveness. Some of the key fields from the data are:

* Departments of 311 services,

 Categories of 311 services,

 Descriptions of the incidents,

* Geo-location coordinates of the incidents,

* Dates of the 311 service requests.

Figure 26 shows examples of a few records from the 311 dataset.
The 311 calls can be reported through multiple communication channels such as
phone calls, email, Web, or social media. Most of them (about 97%) were reported by the

three channels of phone (approximately 70%), Web (about 20%), and email (about 6.7%).
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311 Call Center Service Requests: 2007 - March 2021

This data set contains service request data from the 311 call center in Kansas City, MO. In March 2021, Kansas City began transitioning to a

CASEID o SOURCE E DEPARTMENT E WORK GROUP e REQUEST TYPE E CATEGO... ; TYPE
NHS NHS-Dangerous Buildings- Dangerous B...
NHS NHS-Neighborhood Prese... Property Mai...
NHS Dangerous B...
NHS Dangerous B...

Dangerous B

NHS NHS-Neighborhood Prese

Property Ma

NHS NHS-Dangerous Buildings-  Prop/Build/Construct-Dangero...  Property /

m
e

Dangerous B...

Figure 26: 311 Data

The KCMO 311 service data [43] (shown in Table 4) is split into 80-20 train-
validation ratio to train and evaluate the model’s performance. As seen in Figures 37 and
38, the total numbers of the internal-facing 311 service categories and departments are 17

(not including the “other” and “no data available” categories) and 15, respectively.

Table 4: KCMO 311 Service Request Dataset
Department# | Category# | Training# | Testing# | Total
15 17 112,412 | 28,103 | 140,515

As the 311 call data have spatial and temporal features, the visualization of 311
calls spatially and temporally would be utilized to discover valuable patterns. When
paired with the power of charts, it becomes a powerful tool to derive insights on both
analytical and semantic dimensions. The combined analysis of structured, unstructured,
and spatial and temporal data proved to be an efficient way to derive a holistic picture of

the state of the geographic entity under study (state/neighborhood / block-group).
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Figure 27: Visualization for 311 Call Map with Spatial Partition

4.1.2 Map Visualization

Since the nature of call data allowed access to the location where the complaint/request
is reported, we made use of this data to plot the requests on a map and analyze them using
spatial hierarchical clustering (as shown in Figure 27). It uses a greedy hierarchical clus-
tering algorithm to identify the center of a cluster and accumulates the volume of calls at
a particular zoom level. As the zoom level increases (more granular), the locations of the
calls are more distinct. Since we are dealing with spatial data, visualization of 311 calls
spatially is an ideal means of identifying valuable patterns. Moreover, when paired with
the power of charts, it becomes an effective tool in deriving insights on both analytical
and semantic dimensions. For example, the combined analysis of structured, unstruc-
tured, and spatial data proved to be an efficient way to derive a holistic picture of the state
of the geographic entity under study (state/neighborhood/block-group). An overview of

these marked on a map is shown in Figure 28.
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4.1.3 Temporal Visualization

The color of each block represents the call volume at that particular geographic
entity (a neighborhood in this case), starting from a lighter shade to a darker shade. It
acts as a first-level indication of the performance of the neighborhood. The color of the
neighborhood invites the user’s attention naturally to the neighborhood with the highest
call volume, which correlates to a higher number of issues. To further explore, one can
use the graphs to identify trends at departmental, categorical, and the total volume level,
provided with the help of bar charts and line charts.

Using order preserving hierarchical clustering Algorithm, each 311 call’s location
is used to cluster the calls at a location based on the zoom level. There are 19 levels the
user can access, starting at 0 (for the whole world), ending at 18 (for the most granular
tile). Based on the geographic entity’s area under consideration, the number of clusters
provided by the partition algorithm differs based on the zoom level. For a small area num-
ber of partitions get clustered faster than they do for a larger area. The clusters are built
bottom-up by considering the Euclidean distance of positional data from a lower level and
identifying points which are medians of the clusters in the layer below, equidistant from
the median points.

The overall tool acts as a one-stop go-to point (dashboard) for analyzing the 311
call status in a city at a level of neighborhoods, block-groups, and counties. At a high
level, it provides quantitative analysis of the requests and complaints at a neighborhood
level from the updated publicly available data and a picture of the performance of gov-

ernance on different parameters (call volume, categories, departments, etc.) and at the
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granular level, it acts as a tool to drill down and understand what the reason behind the
picture that is visible as such, by exploring the 311 calls at an individual call level. Each
component has its own story to tell the user about its insights. Combining such elements
provides a comprehensive understanding of the current standing of the neighborhood’s
state-backed and the reasons behind the same by mapping them with 311 calls reported in
the database.

The spatial partitioning algorithm abstracts away the fine-grain details and helps
gain a higher level of insight into the geographical distribution of 311 calls. The 311 call
data considered contains information about many categories, which have been cleaned
and mapped to 246 in the final version. A set of 16 to 64 nodes are clustered together
at the base level, compounding the number of nodes at each level: 16 — 162 — 16* —
16% and so on. At a higher level, dealing with individual calls would require a lot of
computing resources. This approach normalizes the number of data points at each level,

making it easy to apply the computing power requirement.

4.1.4 Trend Visualization

Call Volume Trend: Figure 29 shows the call volume trend, which plots the number of
calls received over the chosen period in the filters. Call volume can be a direct indicator
of the neighborhood activity.

Yearly Composition of 311 Call Types: Figure 30 shows the composition of types of
311 calls in the time period from 2007 to 2020 divided into three bins - 1) 2007 - 2010

(Green), 2) 2011 - 2015 (Orange) and 3) 2016 - 2020 (Purple). Each bin corresponds to
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Figure 29: 311 Call Volume Trends for Years from 2007 to 2020

Call Volume

the percentage of calls for a type of 311 calls by volume in total calls received. It provides
insights into how the composition has evolved through the years. If a type of call had
more incidents in the past bin than the recent bin, it might signify that the problem of that
type has been taken care of, or there is a measure put in place to reduce the effect of the
issue. If it is the other way around, i.e., if the percent of call volume is higher in the recent
bin than the past years’ bin, it signifies that it is a rather recent development and a need to
address the issue to stop it from growing further.

Distribution of 311 Call Timings: Often, it may be helpful to identify the busy hours of
any business. Then, why not for public data? Especially, to scale the existing solution, it
helps identify and increase maximum utilization to provide a better quality of service to
the public. To accommodate this idea, we have visualized the call traffic on a clock, using
a radar chart in Figure 31. This chart is also responsive and gets updated when the filters
for time and neighborhood are changed. The peaks in this graph are when there is a large
amount of activity for 311 calls service. Strategically increasing the resources allocated

during the peak hours would help serve more public and improve the satisfaction index.
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Figure 30: Yearly Composition of 311 Call Types

Calls round the clock

Figure 31: 311 Calls - Round the Clock.
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311 Calls by Department
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Figure 32: Departmental Call Volume Trend

Departmental Call Volume Trend: As a part of the resolution process, once a 311 call
is received, it is routed to the concerned department. The department then takes over and
handles the concern, provides a solution, and closes the issue. The number of calls dealt
with by each department offers insights into the workload, demand for resources, and need
for collaboration which are essential metrics for good governance. Therefore, the call
volume trends for different departments may be thought of as indicators of the respective
department’s performance. A visual comparison of call volume based on departments is
presented in Figure 32.

Categorical Call Volume Trend: Each call is assigned a category similar to how it is
given a department. The departments define these categories to identify, label quickly,
and organize the types of 311 calls, which helps streamline and promptly resolve issues.
These categories correspond to the type of the case. Analyzing the call volume based

on variety provides insights into the type and intensity of the problems that prevail in a
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311 Calls by Category
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Figure 33: Categorical Call Volume Trend

neighborhood. The more the problems, the higher the need to address and focus on the
issue. A sample of the definite call volume trend for all neighborhoods can be observed

in Figure 33.

4.1.5 Analysis of the 311 calls data:

One of the most used data visualization approaches is using Tableau to generate
graphs with the available data. But the functions and operations in Tableau are limited
in many ways that are not as flexible as the scripts written from scratch. Since the data
in our case exhibited several challenges, we figured we needed a framework with more
control over the data while producing a high-quality interactive representation of insights.
So, we decided to evaluate Dash (by Plotly) for its data visualization capabilities and
full-stack product development. Dash provides a highly integrated framework focused on

data visualization with scalable front-end and back-end capabilities. It uses React JS to
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provide a component-based development framework for front-end and Flask - a Python-
based framework, easy to set up and extend for back-end with tight integration between
the two. As a result, it helps streamline the development of the application with fast
development cycles.

Map Component: The leaflet is an open-source map provider, supporting both React]S
and Dash. It has been widely adapted for its extensibility and active community support.
The neighborhood data is provided to the Leaflet Map Component as GeoJson, an industry
standard for representing geographical mapping and boundary information. The insights
derived from the raw data are converted into a compatible format before mapping. It is
then provided to the user to choose from World Imagery, Gray Canvas, Topology, and
Terrain base maps. Events generated by choosing (by clicking) and hovering on an active
item (polygon, boundary, layers, etc.) are used to update the data across all the application
charts.

Chart Components: Dash provides components for Bar Chart (used for Volume Trend),
Radar Chart(used for Round the Clock Trend), Line Chart (used for Department and Cat-
egory Trend), and Horizontal Bar Chart (used for Composition Trend) to work with dif-
ferent kinds of data and fit a wide range of visual insights. Thanks to Flask’s lightweight
and fast server, the application comes to life in a snap when combined with the AWS
cloud’s power.

NLP Components: Topic Modelling, LDA, and Bigram analysis take a reasonable amount
of time. Hence they are precomputed for the whole data, and those results are accessed

only when needed. It saves tremendous time and resources. The results are published on
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an interactive chart and data-table with integration across other components (timeline and

drop-downs).

4.1.6 Training:

To train the 311 BERT classification models of categories and departments of the
311 service requests, the 311 data was split between training and validation in the ratio of
80-20. As aresult, the 311 BERT classification model has been trained in 10 epochs. The
accuracy of the 311 service category and department classification was approximately

95.5% and 96.15%.

Example schema of 311 calls:

‘‘case_id": '12021033686",

‘‘source": ‘‘PHONE",

‘‘department": *‘NHS",

‘‘work_group": ‘‘NHS-Dangerous Buildings-",

‘‘request_type": ‘‘Prop/Build/Construct-Dangerous Building-On list",
‘‘category": ‘‘Property / Buildings / Construction",

‘‘type": ‘‘Dangerous Building",

‘‘detail": ‘‘Standard",

‘‘creation_date": ''2021-10-28T00:00:00.000",

‘‘creation_time": ‘'10:40 AM",
‘‘creation_month": ‘10",
‘‘creation_year": ‘'2021",
‘‘status": ‘‘OPEN",
‘'‘exceeded_est_timeframe": ‘'‘N",

‘‘street_address": '‘'2639 Garfield Ave",
‘‘address_with_geocode": {
‘‘latitude": ‘'39.077701",
‘‘longitude": ‘'-94.557926",
‘‘human_address": ‘‘{\"address\": \"2639 Garfield Ave\",
\"city\": \"\", \"state\": \"\", \"zip\": \"64127\"}"
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“Vzip_code": ‘‘64127",

‘‘neighborhood": ‘‘Wendell Phillips",
‘‘county": ‘‘Jackson",
‘‘council_district": ‘3",
‘‘police_district": ‘‘Central",
‘‘parcel_id_no": Y'14494",
‘‘ycoordinate": ‘'39.077701",
‘‘xcoordinate": ‘'-94.557926",

‘‘case_url": {
‘‘url": ‘‘http://city.kcmo.org/kc/ActionCenterRequest/CaseInfo.aspx
?CaseID=2021033686"

by

‘‘days_open": ‘0",
‘‘:@computed_region_kk66_ngf4": ‘234",
‘‘:@computed_region_9t2m_phkm": 3",
‘‘:Qcomputed_region_my34_vmp8": ‘7",

‘‘:@computed_region_wdhf_to6bp": 195"

This data is further analyzed according to the locations and time of the 311 service
requests. The 311 service requests have been projected over the map according to the
ZIP code of the requests. Figure 28shows the frequency of the claims according to the
color intensity (the higher frequency, the darker red). The 311 service requests have been
summarized over the years for each department, as shown in Figure 27.

For example, consider the following sentence (/) A Computer Science Master’s
student (”1”); (2) Al: The machine learning models built using the data relevant to the
life story; (3) Residents in KC who are looking for a solution for their problem; (4) City
department who can provide solutions to Residents; (5) Neighborhoods who are living

near to the residents.

* What happened: predictive models to identify the city department who can handle
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their problems.

* When: Time Series models to estimate the time to respond to it. The models will

be built using the data that are used considering the time.

* Who & Where: the skills and expertise of community members; streets, wifi,

pipes, etc.; churches, non-profits, HOAs, etc.; businesses, etc.

* Why & How: predictive models for possible causes and consequences.

All the charts and maps are connected with a temporal filter, allowing the time-
based analysis of 311 data at both yearly and monthly granularity levels. Once chosen,
the year and month filter gets applied to the call volume, departmental and categorical
trends. The filtered data is available to download for further analysis at the click of a but-
ton. The first level of analysis of call volume follows a logical analysis of departments and
category-based research. Call volume by departments shows the performance of depart-
ments in handling the issues around the neighborhoods. Call volume by category offers

the performance of departments in addressing the problems around the neighborhoods.

4.1.7 Predictive Models for What Happened

The first step to problem-solving is to identify the problem: What happened? The
311 Calls in Kansas City (called 37/KC) are communities’ input about their neighborhood
problems. Our goal is to build predictive models to answer two critical questions for
community members who sent in the requests- Who can handle a particular 311 call?

How long will be taken to address the issue? We will present (1) how the 311call data
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Figure 34: Architecture of Who & Where BERT Auto Annotation Model

can be converted into 3//KC story that is composed of a set of questions and (2) how to
build predictive models to answer two critical questions - Who can handle a particular
311call? How long will be taken to address the issue?

311 is a service provided by the government of the USA for dealing with nuisance
updates. Individuals can contact the 311 services by Phone, Online website, or from
Twitter to report any nuisance cases in their neighborhood. These cases are updated daily
on Open Data KC - a repository of publicly available data. Thus, we created the BERT-
311 Model(Bidirectional Encoder Representations from Transformers) [24]. BERT has
received research attention due to its state-of-the-art performances in a wide variety of
NLP tasks [24]. The purpose of the model is to identify the current key problems people
are facing in their daily life. Thus, predictive deep learning models need to understand
the context of the problems (impacts, the complexity of problems, associated incidences,

etc.). The BERT-311 model includes two classification models of a 311 call description,
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its category of 311 services, and the department of the service request.

Two models were designed to determine what happened and predict the nature
of the problem and the working groups of the city agencies to handle the situation: 1) A
predictive model of the functional groups of the city agencies, and 2) a predictive model of
the type of problems based upon the 311 call taxonomy. The two models were designed
using BERT (Bidirectional Encoder Representations from Transformers) [24] that has
received research attention due to their state-of-the-art performances in a wide variety of
NLP tasks.

Our proposed architecture (shown in Figure 34) is based on the combination of the
BERT models, which is the bidirectional training of Transformer that focuses on building
a useful attention model in language modeling, and the domain-specific embedding. The
BERT’s bi-directional attention model is different from the existing training in text se-
quence, either left-to-right or right-to-left. The language the model trained bidirectionally
is superior to language context in a more profound sense than single-direction language
models. Our model was designed with bidirectional training in models with the domain-
specific embedding.

Formally, for single sentence classification and tagging tasks, the segment embed-
ding has no discrimination. A particular classification embedding ([CLS]) is inserted as
the first token, and a unique token ([SEP]) is added as the final token. A 311 service
description is inserted as the first token, and the 311 call domain-specific embedding is
added as the final token. Given an input token sequence x = (z1,...zr), the output of

BERT is H = (hq, ..., hr). Our classification model was designed with BERT with joint
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classification and slot filling.

Based on the hidden state of the first special token ([CLS]), denoted /4, the intent
is predicted as: y; = softmax(W;h, + b;) For slot filling, we feed the final hidden states
of other tokens ho, ..., hy into a softmax layer to classify over the slot filling labels. To
make this procedure compatible with the WordPiece tokenization, we feed each tokenized
input word into a WordPiece tokenizer and use the hidden state corresponding to the first
sub-token as input to the Using BERT for a specific task is relatively straightforward:
BERT can be used for a wide variety of language tasks while only adding a small layer to
the core model:

In the training process, the pairs of sentences as input are processed and learns
to predict if the second sentence in the pair is the subsequent sentence in the original
document. During training, 50% of the inputs are a pair in which the second sentence is
the following sentence in the original document, while in the other 50% a random sentence
from the corpus is chosen as the second sentence. The assumption is that the random
sentence will be disconnected from the first sentence. To help the model distinguish
between the two sentences in training, the input is processed in the following way before
entering the model:

A [CLS] token is inserted at the beginning of the first sentence, and a [SEP] token
is inserted at the end of each sentence. A sentence embedding indicating Sentence A
or Sentence B is added to each token. Sentence embeddings are similar in concept to
token embeddings with a vocabulary of 2. A positional embedding is added to each

token to indicate its position in the sequence. The idea and implementation of positional
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embedding are presented in the Transformer research [56].

Classification tasks are done similarly to Next Sentence classification by adding a

classification layer on top of the Transformer output for the token. In Question Answering
tasks (e.g., SQuAD v1.1), the software receives a question regarding a text sequence and
is required to mark the answer in the series. Using BERT, a Q&A model can be trained
by learning two different vectors that mark the beginning and the end of the solution. In
Named Entity Recognition (NER), the software receives a text sequence and is required
to mark the various types of entities (Person, Organization, Date, etc) that appear in the
text. Using BERT, a NER model can be trained by feeding each token’s output vector into
a classification layer that predicts the NER label.
Why - The problem will be further analyzed before and after the instances and then
annotated as (Causes and Consequences). Causes can be defined as circumstances or
situations that cause the sample to happen. Consequent indicates the impact on future in-
stances. Causes are immediate if the events are most closely connected with the instance,
while the causes are underlying if it is less directly contributed to the instance.

For local governments to learn about their cities from 311 data, it is going to
necessitate examining the spatial distribution of aggregated contracting volume. Although
311 data are deficient in several ways, the openness of the program and the geographical
precision of the data offer numerous possibilities for understanding government action
and city life. Prior research had identified individual-level causes of citizen-government
contacting, but the extent to which these propensities are connected to actual geographic

distributions had not been considered. Indeed, the results presented above are strongly
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suggestive of patterns in the distribution of 311 contacting volume and should inform how
we think about both local civic engagement and the condition of government-provided
goods in neighborhoods. This analysis may also help set the stage for other studies of
citizen contacting that seek to understand its causes and what it tells us about the spaces
we live in.

“if contacting occurs in response to the perception of unsatisfactory conditions,
then perceived unsatisfactory conditions need to be present to induce the contacting.
Whether it is potholes, dirty sidewalks, downed trees, graffiti, noise, or any other problem,
people need a reason to contact the city before they contact the city. Causes connected
with the attitudes of the people who live in a space primarily include what can be broadly
defined as “contacting propensity. At the individual level, contacting propensity is the
likelihood that a person will contact the government using 311 independent of the actual
conditions. The question of “where are conditions poor?” and the question of “what peo-
ple contact the government?” cannot be entirely separated. Perhaps more frustratingly,
Can we answer whether a social or demographic characteristic (e.g., income, race) of a
space is a cause of increased/= or decreased propensity or a cause of better or worse con-
ditions. Although the causal direction is an issue, the analysis will be able to show the
extent to which attributes explain the geography of 311 contacting and are consistent with
different theoretical expectations associated with both conditions and propensity.”

How - how to handle the instances and defend them for any future incidences For the
problem story, we need data to describe and understand the problems in depth.

Data searching and sharing relate to important aspects that determine where the
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Which department or which team will be in charge of the problem? A
predictive model will be built to determine who can handle the situation.
How long does it take to handle the problem? A predictive model will be
When | 14 0 determine the response time.

Where | Where should it be resolved first?

Who

Why do we have to handle it? A predictive model will be built to determine
Why | e consequence of the problem if this does not take it right now.
How | How to solve the problem?

Table 5: SW1H Components Identification - 311

data would come from (searching for publicly available data or sharing owned/private
data), what kind of data would be used, how much data would be required, what format

of data should be prepared, and how they could be characterized.

4.1.7.1 Objective 3: StoryNet Application.

The two predictive models mainly focus on the potential solutions for the prob-
lems, meaning based upon “what happened.” defined by PS in Objective 2 and to estimate
the cost or times required for the solution, further to prioritize the solutions based on the
contexts. For the Solution Story, we need data to describe and understand the problems

in depth.

Data searching and sharing relate to important aspects that determine where the
data would come from (searching for publicly available data or sharing owned/private
information), what kind of data would be used, how much data would be required, what
format of data should be prepared, and how they could be characterized. The predictions

from classification model for department and problem categories are used to identify the
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corresponding model for prediction with the Prophet forecasting model [98], which is a
nonlinear statistical regression based upon time series analysis tool. The Prophet model
was built to predict the estimated responding time for a specific 311 service call using the
311 service data from the past ten years.

The Prophet model has major components, including Growth forecasting that is
a model to understand how the population has grown and will be continuously growing.
This is modeled using the piece-wise logistic growth model as follows: The trend changes
in the growth model have been adjusted by explicitly defining change points where the
growth rate is allowed to change. For given S change points at times s;,7 = 1,...,5, a
vector of rate adjustments is defined as & € R®, where §; is the change in rate that occurs
at time s;. The rate at any time ¢ adjustments up to that point: £ + Pj : ¢ > s;0;. A
vector is defined as a(t) € {0,1}° and the rate at time ¢ is then k + a(t)’6. When the
rate k is adjusted, the offset parameter m is also adjusted to connect the endpoints of the

segments. The correct adjustment «y at change point j is defined as follows:

C(t)

~ 1+ eap((k+ al®)T8)(t — (m + a(t)T))) “.1

g9(t)

with C(t) is time-varying capacity, k the growth rate, and m an offset parameter. Also,
in order to fit and forecast these effects, seasonality models have been defined as periodic
functions of ¢ using Fourier series considering periodic effects.

This model was built to identify the time series patterns in 311 service resolution
time based on the times (daily, weekly, and yearly seasonality) for the service category

and service department from the 311 predictive models. We have also explored several
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deep learning models, including LSTM and CNN models, for the time series forecasting.
Surprisingly, the Prophet forecasting model has shown superior prediction compared to

the deep learning models (Table 9).

4.1.8 Identifying “What”

We have proposed a topic prediction model by building the contextual topic ap-
proach based on the integration of LDA [10] and BERT [24]. This model aims to identify
the topic that the model would develop and plot a corresponding word cloud for each of
the K unique categories where the number of issues K was determined by the optimal
topic model based on KL-divergence. The dominant topic for each description is iden-
tified by matching the probability of each topic with the description. These plots can be
mapped to the 311 categories in our domain.

Latent Dirichlet Allocation (LDA) [10] is a generative probabilistic model based
on the three primary structures, including word, topic, and document. A distribution
over topics is determined with the documents while a distribution over words with each
topic. To generate a document, LDA firstly samples a document-specific multinomial
distribution over topics from a Dirichlet distribution. Then it repeatedly samples the words
from these topics. LDA and its variants have been successfully applied in many works
[2], [10], [15], [16].

Given an input corpus D with V' unique words and M documents, each doc-
ument containing a sequence of words dwy,ws, ..., wyg. Given an appropriate topic

number [, the generative process for a document d is as following: Sample a K-vector
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dq from the Dirichlet distribution p(d|cr), where d, is the topic mixture proportion of
document d. For ¢ = 1... Ny, sample word w; in the document d from the document-
special multinomial distribution p(w,|d4, 5), where « is a k-vector of Dirichlet param-
eters, and the Dirichlet distribution p(d|a) § is a K x V matrix of word probabilities,
where 5;; = p(wj=1|2i=1),i=0,1,..., K;7=0,1,..., V.

In LDA, the topic proportions are randomly drawn from a Dirichlet distribu-
tion, which implies the independence between topics. However, these correlations are
widespread in real-world data. Interestingly, the association or correlation of topics can
be modeled with LDA. The topic “311 services” is often correlated with “crimes” while
unlikely co-occurs with “business.” There would be an inconsistency between the assump-
tion and input documents so that the predefined parameter A may not be able to reflect
the real topics of the domain. To overcome the limitation, the NLP embeddings, such
as BERT, could be significantly contributed to determining relevant or non-related topics
in the 311 call domain. CTM replaces the Dirichlet distribution with Logistic Normal
one. After getting the correlation between every pair of topics through the covariance ma-
trix, CTM can predict not only the words generated by the same topic but also the words
caused by the correlated issues. Compared with LDA, CTM is less sensitive to K, but
both cannot automatically select the number of topics.

StoryNet is an effective instrument for co-creation and co-teaching in STEM edu-
cation. The StoryNet is designed as a knowledge graph so that the underlying representa-

tions of the stories are W3C standard Resource Description Framework (RDF) and RDF
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Schema [57]. The similarities of stories are determined by NLP and topic modeling tech-
niques based on their common contexts. The SW+H questions will be mapped to NLP-
based question, and the answer embedding and the story embedding will be mapped to
SPARQL and Shapes Constraint Language (SHACL), which allows for a semantic query
for retrieving and manipulating data stored in Resource Description Framework format.

For the 311 Q/A model, we used ALBERT [47] in which the backbone is similar
to the transformer encoder [100] with GELU nonlinearities [38] built in BERT. We fol-
low the BERT notation conventions and denote the vocabulary embedding size as E, the
number of encoder layers as L, and the hidden size as H. Following Devlin et al. (2019),
we set the feed-forward/filter size to be 4H and the number of attention heads to be H/64.
Our innovation is to use the predictive models such as BERT-311, the time series fore-
casting model, and the topic identification model to build the AI-Community 311 Q&A
framework based on the ALBERT question answering. Our design of the Q&A follows
the story framework presented earlier.

We applied story framework to the design thinking of answering each incoming
311 call. Accordingly, we created a question answering system that can 1) conduct in-
teractive sessions of Q&A, 2) answer some open-ended questions like What happened?,
When is it happened?, Who can handle it? Where does it happen? How long does it take
to work? Could you tell me more about it?. based on the Al models generated by the
OCEL.AI story framework, 3) an Al collaborator, which uses Q&A to assist and guide
311 agencies to response to calls. In addition to the Q&A features, the interactive vi-

sualization dashboard will have great potential for visual learning and understanding the
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content of the story framework.

Figure 35(a) shows the connection of 311KC to other stories, such as “Used Cars”
and “Roads in Michigan,” which are also a part of the OCEL Al project. The graphs
are generated by identifying each story’s most representative terms using LDA (Latent
Dirichlet Allocation). The stories are connected through the common topics to help iden-
tify new insights, which may help create a new story. Figure 35(b) shows the data sources
that were used for building models and apps for various stories. Figure 35(c) shows the
model network, which identifies the relations between different stories through the lens
of machine learning models and techniques used in them.

Such a network helps to identify the most suited models for a similar scenario
based upon the use case. The standard methods used among different use cases help stu-
dents select machine learning solutions intuitively based on the real-world impact rather
than just learning the syntax. Figure 35(d) shows the relations among the applications of
stories through the tools used to implement them. This graph also represents solutions to
real-world problems.

From this graph, the students can identify relevant and useful applications for each
use case. Figure 35(e) shows the network of concerns and causes related to the ethical
considerations for each use case. These graphs add a layer of social and cultural depth to
use cases and display a comprehensive picture of the solution in a broader social context.
Figure 35(f) shows the five stories together as OCEL.AI StoryNetwork.

Latent Dirichlet Allocation (LDA) [10] is one of the most popular approaches.
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Advanced LDA-based topic modeling approaches [59,99] were proposed for the ques-
tion and answering community. JAIST [99] combined multiple features for question-
answering community websites like Yahoo. And, topic modeling has been incorpo-
rated with contextual language modelling [32] and machine translation [18], summariza-
tion [64, 106]. In this thesis, we are interested in exploring the perspectives of the topics
based on the contextual topic embedding (LDA + BERT) for the community-in-the-loop

approach.

7 4

Figure 36: 311 StoryNet

4.1.9 Advantages

Evaluation with Baselines: We used an ensemble of measures to measure the perfor-

mance of the classification algorithms: (i) The loss function (Eq. 4.2) used for deep
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neural networks is cross-entropy to measure the difference between the predicted labels

and the proper labels; (i1) Accuracy Eq 4.3.

Cross — entropy = — Z Z Yij 10g(pi,j> (4.2)

i=1 j=1
where y; ; denotes the true value p; ; denotes the probability predicted by the model of

sample ¢ belonging to class 7, m is the number of the classes, and n is the size of a

training set.

TP+TN
TP+ FP+FN+TN

Accuracy = 4.3)

where TP is true positive, FN is false negative, FP is false positive, and TN is true negative.
GLUE Benchmark includes 9 natural language understanding tasks:

Single-Sentence Tasks:

CoLA - The Corpus of Linguistic Acceptability [108] is a set of English sentences from
published linguistics literature. The task is to predict whether a given sentence is

grammatically correct or not.

SST-2 - The Stanford Sentiment Treebank consists of sentences from movie reviews and
human annotations of their sentiment. The task is to predict the sentiment of a given

sentence: positive or negative.
Similarity and Paraphrase tasks

MRPC - The Microsoft Research Paraphrase Corpus [29] is a corpus of sentence pairs auto-

matically extracted from online news sources, with human annotations for whether
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the sentences in the pair are semantically equivalent.

QQP - The Quora Question Pairs [19] dataset is a collection of question pairs from the
community question-answering website Quora. The task is to determine whether a

pair of questions are semantically equivalent.

STS-B - The Semantic Textual Similarity Benchmark [114] is a collection of sentence pairs
drawn from news headlines, video, and image captions, and natural language infer-

ence data. The task is to determine how similar two sentences are.

Inference Tasks

* These are the inference tasks identified for analysis of the models:

MNLI - The Multi-Genre Natural Language Inference Corpus [63] is a crowd-
sourced collection of sentence pairs with textual entailment annotations. Given
a premise sentence and a hypothesis sentence, the task is to predict whether the
premise entails the hypothesis (entailment), contradicts the hypothesis (con-
tradiction), or neither (neutral). The task has the matched (in-domain) and

mismatched (cross-domain) sections.

QNLI - The Stanford Question Answering Dataset [81] is a question-answering
dataset consisting of question-paragraph pairs, where one of the sentences in
the paragraph (drawn from Wikipedia) contains the answer to the correspond-
ing question. The task is to determine whether the context sentence contains

the answer to the question.
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RTE - The Recognizing Textual Entailment (RTE) datasets come from a series of
annual textual entailment challenges. The task is to determine whether the

second sentence is the entailment of the first one or not.

WNLI - The Winograd Schema Challenge is a reading comprehension task in
which a system must read a sentence with a pronoun and select the referent of
that pronoun from a list of choices (Hector Levesque, Ernest Davis, and Leora
Morgenstern. The winograd schema challenge. In Thirteenth International
Conference on the Principles of Knowledge Representation and Reasoning.

2012).

All tasks are classification tasks, except for the STS-B task which is a regression task. All
classification tasks are 2-class problems, except for the MNLI task which has 3-classes.
The evaluation of the proposed predictive models has been conducted in compar-
ison to other machine learning algorithms, including Support Vector Machines (SVM),
Decision Tree, Naive Bayes, K-means Clustering.
The confusion matrix for these two models is shown in Figure 39. The class-wise accu-
racy for the 311 service category and department classification are shown in Figures 37
and 38. The Recreation and Park category has the lowest accuracy (82.61%) in the 311
category classification. The north department is the least accurate department (67.50%)
among the departments.
Table 6 shows the performance comparison on GLUE benchmark with different
BERT approaches. Score (ensemble) is calculated as the average of CoLA, SST, MRPC,

STS, QQP, MNLI, RTE, and WNLI metrics.
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Model Train FLOPs Score
BERT 1.9e20 (0.06x) | 79.8
RoBERTa 3.2e21 (1.02x) | 88.1
ALBERT 3.1e22 (10x) 89
XLNet 3.9e21 (1.26x) | 89.1
AllenNLP 3.88e21 (1.25x) | 87.3
StoryNet (Ours) | 3.1e21 (1x) 89.5

Table 6: Performance Comparison - GLUE Test
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The scores presented here are:

Matthews Correlation Coefficient (MCC): The Matthews Correlation Coeffi-
cient is used in machine learning as a measure of the quality of binary (two-class) clas-
sifications. It takes into account true and false positives and negatives and is generally
regarded as a balanced measure which can be used even if the classes are of very different
sizes. The MCC is in essence a correlation coefficient between the observed and predicted
binary classifications; it returns a value between -1 and +1. A coefficient of +1 represents
a perfect prediction, 0 no better than random prediction and -1 indicates disagreement
between prediction and observation.

The formula for the Matthews Correlation Coefficient is:

TP-TN —FP-FN

MCC = (4.4)
V(TP + FP)TP+ FN)(TN + FP)(TN + FN)

where, MCC is the Matthews Correlation Coefficient and

TP | True Positives

FP | False Positives

TN | True Negatives

FN | False Negatives

TP+ TN

A = 4,

Y = TP A TN+ FP+ FN .5)
TP

Precision — ——— 4.

rectsion TPL P 4.6)
TP
= 4.7
Recall = 51N .7
B 2 x Precision x Recall B 2« TP

Fl1= (4.8)

Precision + Recall 2+ TP+ FP + FN
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Spearman correlation:
4.9)

Spearman’s correlation assesses the degree of linear association between two
variables measured at the ordinal level. More specifically, it is assess the linear association
of the ranks for a paired sample (X, Y},)

The formula for Spearman’s correlation is given as:

63 d}

o (4.10)

p=1-

where d; = difference in paired ranks and n = number of cases
311 Call Classification Results

The class-wise accuracy for the 311 service category and department classifica-
tion are shown in Figures 37 and 38. The Recreation and Park category has the lowest
accuracy (82.61%) in the 311 category classification. The north department is the least
accurate department (67.50%) among the departments. As shown in Table 8, the BERT
classification models performed the best. SVM was the second-best among the five dif-
ferent algorithms (92.96% and 93.77%), and Decision Tree was the worst (44.66% and
62.95%).
Discussion about 311 Call Classification Models Figure 39(a) shows that categories
with lower accuracy (e.g., “parks & recreation”) were largely due to data imbalance is-
sues. Categories with higher frequencies tended to have the highest accuracy, while those
with lower frequencies had the lowest accuracy. Although “Property Violations” enjoyed

a 99.7% accuracy, the miscategorized cases suggested some overlapping with “Street”
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“Where” Classification Accuracy
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Figure 37: “Where” Class-Wide Classification Accuracy

and “Trash.”

Figure 39(b) shows departments with higher frequencies had higher prediction
accuracy. Among the lowest four departments, “Finance,” and “South” had fewer than
60 cases. The confusion occurred mostly between ‘“Northland” and “City Managers
Office” and “NHS (National Honor Society).” The mixed-up can be attributed to the
crossover between function-based department classification (like National Honor Soci-

ety) and jurisdiction-based department classification.
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“Who” Classification Accuracy

CONVENTION AND ENTERTAINMENT CENTER 100.00
AVIATION 100.00
NHS 9933
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Figure 38: “Who” Class-Wide Classification Accuracy

Table 8: 311 Who and Where Prediction Accuracy

| Model Name | Who | Where |
Naive Bayes 81.46% | 85.89%
K-means Clustering 82.91% | 85.08%
SVM 92.96% | 93.77%
Decision Tree 44.66% | 62.95%
BERT Transformer 95.50% | 96.15%

4.1.10 “When” Model: KCMO 311 Time Series Forecasting

The predictions from the classification model for department and problem cate-
gory are used to identify the corresponding model for prediction with Prophet - a statisti-
cal nonlinear regression-based time series analysis tool. The Prophet model identified is
used to predict the estimated time to resolution. It has been trained on the data from the
past ten years to identify the patterns in resolution time based on daily, weekly and yearly

seasonality.
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Figure 39: Confusion Matrix: (a) Where (b) Who

Data: The time series forecasting was conducted on all the data available from 2015 to
2020. The results are shown in Figure 18. It shows a steadily decreasing trend overtimes,
which suggests an improvement in the performance of the city service. The cases that
were used to take around 80 days to resolve in 2015 were solved in under 20 hours in
2020.
Training: To further drill down upon the trends of the case resolution, we have analyzed
the same data based upon the category of the 311 service requests. Since we do not have
continuous data from the whole date range, due to lack of data, only cases since 2008
were entered into the analysis. Therefore, the category-wise trends have been shown in
Figure 40.

This figure shows that the most significant improvement were Animals, Govern-

ment, Mowing, Vehicles, and Water.Capital Projects, Public Safety, Sidewalks, Signs, and
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Figure 40: 311 Service Category Wise Time Prediction

Trees have a slower and Lights exhibit strong seasonality, without a significant downward
or and Trash show highly idiosyncratic patterns; the outbreaks of the problems rather than
seasonality influences service time. These are most problematic areas of 311 service de-
livery. Figure 37 and Figure 38 shows accuracy for the training and validation for both
Department Classification and Problem Classification.

In conjunction with the overall trend, many of the categories exhibit the steady de-
crease of the resolution time (in days) over time from the beginning of the data availability,
with Public Health being an exception. The issues related to Trash have been observed
to rise during four years of 2014-2018, but have subsided after that. The issues related
to Lights, Animals, Capital Projects, Sidewalks, Trees, Animals and Property Violations
have been showing a steady trend. The steep decreasing trend for Vehicles, Mowing,

Government, and Water issues shows that there have been very effective responses to the
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TIME SERIES PREDICTION PER 311 CATEGORY

uMAE s MAPE

rorexry viottions T T S

CAPITAL PROJECTS 237 B.48
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SIGNS 149 163
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TREES 1142 1171

VEHICLES 111 111

WATER 109 165

SIDEWALKS 85 144
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PUBLIC HEALTH 6.06 1112

LIGHTS 3.24 745

ANIMALS 1.3 11.57

Figure 41: 311 Call Time Series Validation

requests in Kansas City.

Evaluation: Figure 41 shows the evaluation of time series results on a 70-30 split of
data. The time series model for the 311 service data, which is a nonlinear regression
based model for 311 call response times, was evaluated: (1) MAE (Mean Average Error)
(defined in Eq. 4.11) is the measure of the difference of predicted versus observed, (2)
MAPE (Mean Average Percentage Error) (defined in Eq. 4.12) is a measure of prediction

accuracy of the forecasting (loss function for regression in machine learning).

MAE = izt lwi = @il _ 3 el @.11)
n n
1A —F
MAPE = -y | &t 4.12
- ; yy 4.12)

Results of the Time-series Model Figure 41 shows the MAE and MAPE scores as the
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Table 9: 311 Time Series Predictive Model Accuracy

Model Name MAE MAPE
LSTM 9.71 105.63
LSTM + Window 7.81 79.33
LSTM + Time Steps 5.70 65.87
LSTM + Memory 7.44 84.50
Stacked LSTM + Mem- | 7.84 93.62
ory

DCNN (SeriesNet) 14.20 210.32
Prophet (Proposed) 3.45 14.38

performance of the 311-time series model. The best classes of the response time predic-
tion are Animal and Tracy with 1.23% and 6.27% of its MAE. The worst class accuracy is
City Facility with 29.3% of MAE. In terms of MAPE, the best class is Lights with 7.45%
of MAPE, and the worst type is Tracy, with 46.93% of MAPE. Thus, the overall accuracy
for the response time estimation is about 70%. The Prophet forecasting model showed
superior performance when compared to the deep learning models (Table 9).

Discussion of the Time-series Mode The time-series model shows a steadily decreasing
trend overtimes, which suggests an improvement in the performance of the city service.
The cases that were used to take around 80 days to resolve in 2015 were solved in under 20
hours in 2020. The most significant improvement was “Animals”, “Government”, “Mow-
ing”, “Vehicles”, and “Water”. “Capital Projects,” “Public Safety,” “Sidewalks,” “Signs,”
and “Trees” have a slower and flatter downward trend. “City Facilities,” “Dangerous
Building,” and “Lights” exhibit strong seasonality, without a significant downward or up-
ward trend. “Property Violations,” “Public Health,” “Street,” and “Trash” show highly

idiosyncratic patterns; the outbreaks of the problems rather than seasonality influences
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service time. These are the most problematic areas of 311 service delivery.

4.1.11 “What” Model: custom topic model Clustering Modeling

Data: All 311 text records were used. The goal of “What” Model is inductively to summa-
rize the main themes of residents’ complaints and then analyze the relationship between
the main themes/topics of complaints with the internal-facing 311 service categories. We
achieved this goal by (1) summarizing the main themes/topics of the complaints by using
LDA topic modeling; (2) clustering documents into topic categories by using the Balanced
LDA+BERT Clustering (custom topic model) model; and (3) visualizing the relationship
between themes/topics and internal-facing 311 service categories.

Using that information, we made document clusters belonging to different themes.
This process can be particularly useful when people attempt to simplify existing catego-
rization systems. As the process is unsupervised and fully automatic, new categorizations
(often simplified) can be easily generated without laborious human tagging.
Training the LDA Topic Model: The preprocessing includes text cleaning, tokenization,
stop-word removal, and lemmatization. To ensure optimal results, coherent scores were
calculated. Figure 42 shows the coherence values across a range of 8 to 25 topics, and
12 topics had the highest topic coherence (0.5512). 17 topics (the existing 311 service
categories have 17 categories) had a coherence score of 0.5350. In the experiments, we
demonstrated that the quality of the LDA topic modeling had a significant impact on the

custom topic model clustering models.
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Results of the LDA Topic Model: Table 10 showed the top 10 words of the 12 topics
from the LDA model. We conducted a topic-by-topic qualitative comparison of the 12-
topic and the 17-topic LDA models since the internal-facing 311 service categories have

17 categories. Both the 12-topic and the 17-topic LDA models identified “traffic,” “an-

29 46 9% ¢ 29 46

imals,” “limbs and lights,” “water leak,” “bulky items,” “vehicles,” “trees and potholes,”
“houses,” and “property maintenance.” Topic 10 “Trash” of the 12-topic model was split
into three topics in the 17-topic model. The 17-topic model had two topic categories that
were hard to interpret. The top 10 words of these unclear themes were: 1) get, people,
need, time, cover, American, ice, concern, state, area; 2) meter, refer, see, please, note,
traveler, turned, construction, flat, driveway. Within the 12 topics, Topic 5 Trucks ap-
peared to be a bit challenging to interpret. This comparison showed that the 12-topic
model summarized the themes better than the 17-topic for a human to interpret.

“What” Model - Topic Modelling: Our Custom Topic Modelling model is different
from the existing LDA+BERT model since it balances the LDA topic and BERT docu-
ment vectors. We demonstrated the importance of balancing the LDA topic vector and
the BERT document embedding by experimenting with the length of W', and H’. A bal-
anced length of the vectors performed the best and produced the highest Silhouette score
(see Table 11). We demonstrated the impact of the LDA topic model (coherence) on the
clustering model by using the 17 topic vector in the same autoencoder. 12 topics were of
higher quality than 17 topics and thus produced better results of clustering.

Discussion of the custom topic model Model: Tables 14 - 16 show this relationship.

The cross-tabulation tables include the 17 service categories (including the “other” and
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Table 11: Silhouette Scores (SS) of Topic Models

Models Dimension | #Clusters| W’/H’ Ratio SS Score
of W

custom topic model (Ours) 12 12 32:32 0.3623

LDA 12 12 12:52 0.2985

BERT+LDA 17 12 17:47 0.2405

TF-IDF 17 17 17:47 0.2321

Baseline [95] 12 12 N/A 0.2745

the “data not available” categories). The counts of the documents per topic/theme were
based upon the membership from the custom topic model clustering model. The 12
main topics/themes of complaints were concentrated on the top categories of the internal-
facing 311 service categories. “Trash,” “Water Leak,” and “Animals” were three major
problems that both categorization systems agreed upon. The “Traffic” problem involved
both the lights/signals/signs service and the street/sidewalks service. The “Limbs and
Lights” problem was largely a public safety concern. The problems of “Houses” and
“Property Maintenance” involved services of property violations and street/sidewalks. Ta-
ble 14(a) showed that a majority of the complaints in the “other” category belonged to the
themes/topics of “Trees and Potholes,” “Property Maintenance,” and “Bulky Items.” The
“other” category is often created to group items that are hard for human operators to put
them into a category.
The themes identified by inductive categorization overlaps with the existing internal-

facing 311 categorization. Both categorizations have “Property violations,” “Street,” “An-

imals,” “Trash,” “Trees,” and “vehicles.” The inductive categorization revealed complaint

115



categories that were not part of the existing internal-facing 311 categorization: “Neigh-
borhoods,” “Houses and yards,” “Common areas,” “Potholes and roads,” and “Trash in
the neighborhood.” These categories represent major types of concerns that may be sub-
categories of existing 311 categories.

The inductive topic model highlighted these main concerns from the resident’s
perspective. For example, “Potholes and roads” highlights the concerns over potholes.
There are also many neighborhood issues, including complaints about the “Common ar-
eas” and “Houses and yards” of the neighborhood, “Trash in neighborhoods,” and other
types of complaints in the “neighborhoods.” Figure 14 (in Chapter 3), shows the identifica-
tion of the ten dominant topics with the corresponding keywords for each topic. Animals
and Mowing are the top two dominant topics with the topic contributions of 0.1271 and
0.1274, respectively.

The inductive categorization (N = 12) had fewer categories than the existing 311°s
internal facing categorization (N = 17). Figure 34 shows the mapping process from a call
description to the internal and external categorization. For example, the first description
("There is a Caucasian man....””) was first processed by Model 1’s department prediction,
and mapped to the Health Department. Then, Model 1’s 311 categorization put it into the
category of Public Health (the Artificial Process Intelligence will recommend the category
“Public Health to the Operator). Meanwhile, Model 3 predicts that it will take about 21.55
days to solve the problem. Model 2, using the probability of each topic, determines that
this description belongs to the complaint category of “Neighborhood” from the residents’

perspective. Mapping residents complaints onto the existing 311 categorization (We can
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see an even distribution of topics - signifying the use of 311 for a variety of complaints.

The map shows that the complaints were distributed evenly across all 12 internal-
facing categories. Four overlapped categories are among the top 12, suggesting “Property
violations,” “Animals,” “Trash,” and “Trees” are shared concerns of both the residents and
the city management. The “Tell More” LDA+BERT model created connections between
the internal- and the external-facing 311 categorizations. The external-facing inductive
categorization facilitates the communication between the human operator and the res-
idents, and identification of the internal-facing categories and departments. The “Tell
More” LDA+BERT model can help operator to quickly classify a call into one of the
dominant topic categories.

Table 10 showed the top 10 words of the 12 topics from the LDA model. We
conducted a topic-by-topic comparison of the 12-topic and the 17-topic LDA models
since the internal-facing 311 service categories have 17 categories. Both the 12-topic and

the 17-topic LDA models identified “traffic,” “animals,” “limbs and lights,” “water leak,”

99 <¢ 99 <c

“bulky items,” “vehicles,” “trees and potholes,” “houses,”, and “property maintenance.”
Topic 10 “Trash” of the 12-topic model was split into three topics in the 17-topic model.
The 17-topic model had two topic categories that were hard to interpret.

The top 10 words of these unclear themes were: 1) get, people, need, time, cover,
american, ice, concern, state, area; 2) meter, refer, see, please, note, traveller, turned,
construction, flat, driveway. Within the 12 topics, Topic 5 Trucks appeared to be a bit

challenging to interpret. This comparison showed that the 12-topic model summarized

the themes better than the 17-topic for human to interpret.
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Training of custom topic model: Text cleaning was conducted, and sentence BERT
embeddings were generated using pre-trained uncased BERT. The custom topic model
model was trained for 5 epochs. The encoder was saved and used to generate hidden
layer vector representations. We conducted four experiments to combine the topic per
document probabilities and the BERT document embedding.

The baseline model replicated the existing LDA+BERT model: The LDA topic
vector W (from the 12-topic LDA model) was concatenated with the BERT document
vector H. This joint vector 7" was entered into a shallow autoencoder with one dense
layer that reduced the dimension of 7" to 32. The hidden layer vector ¢ (D = 32) was
entered into a Kmean cluster model, to cluster the documents into 12 categories.

The problem with the existing LDA+BERT clustering model is that the results
rely on the BERT document embedding more so than the LDA topic vector due to the
large difference of the vectors’ length. As a result, it fails to combine the strength of LDA
topic modeling and the pre-trained BERT. Thus, we modified the autoencoder to allow
LDA topic vector and BERT document embedding to learn separately (see Figure 12 in
Chapter 3).The custom topic model model was trained for 5 epochs.

We demonstrated the importance of balancing the LDA topic vector and the BERT
document embedding by experimenting with 1/, the dense layer that encodes the LDA
topic vector, and H’, the dense layer that encodes the BERT document embedding in the
autoencoder (see the Imbalanced LDA+BERT Clustering models (ILBC) in Figure 42).
We demonstrated the impact of the LDA topic model (coherence) on the clustering model

by using the 17 topic vector in the same autoencoder (see 17-Topics in Figure 42). By
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comparing the Silouette scores of the clustering models, we concluded that the Balanced
LDA+BERT Clustering model (custom topic model) performed better than the existing
LDA+BERT and ILBC clustering models. Each model was trained for 5 epochs.

Evaluation of custom topic model: The objective function of custom topic model was
log-cosh. The log-cosh loss function is a regression loss function that behaves similarly
to the mean squared loss but is robust to outliers. It is the logarithm of the hyperbolic

cosine of the prediction error. Formally:

Ly, v*) = Y _ log(cosh(y? — v;)) (4.13)
=1

We conducted four experiments to compare custom topic model with other mod-
els. First, we compared custom topic model with the baseline model. First, the base-
line model replicated the existing LDA+BERT model: The LDA topic vector W (from
the 12-topic LDA model) was concatenated with the BERT document vector /. Then,
we conducted four experiments to combine the topic per document probabilities and the
BERT document embedding. The baseline model replicated the existing LDA+BERT
model: The LDA topic vector W (from the 12-topic LDA model) was concatenated with
the BERT document vector H. This joint vector 7" was entered into a shallow autoencoder
with one dense layer that reduced the dimension of 7" to 32. The hidden layer vector ¢
(d = 32) was entered into a cluster model, to cluster the documents into 12 categories.

The second comparison was to experiment with different dimensions of W’ and
H': 1) dy, = 12, d}; = 52, and the number of clusters N = 12; 2)dy,, = 17, d}y = 47,

N = 12. The third comparison was to compare different LDA topic vectors: 17-topic
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vector vs. 12-topic vector: dy, = 17, dyy = 47, N = 17.

All models were trained for 5 epochs. The latent representations of the proposed
model custom topic model, the original LDA+BERT model (baseline), were entered into
the same K-means clustering algorithm.

We evaluated the clustering models using using the log-cosh loss function (80-
20 train-validation ratio), the Silhouette score and the elbow method. The Silhouette
score measures how coherence a document is to its own cluster compared to the other
clusters. It has a range of [—1, 1], with 1 indicating high cohesion within the cluster and
high separation from the other clusters. Thus, it is a better measure than visualization
when dealing with higher dimension clustering. The elbow method is a visual method
to identify the optimal number of clusters by plotting WCSS (Within-Cluster Sum of
Square). Putting it altogether, the results from the above models are presented in Figure

44.

4.1.12 “Why” & “How” Model: Question Answering

To prove our hypothesis that our model, which is based on the models built with
311 call descriptions that produce predictive results. Answering questions based on the
predicted outcomes could not be expected from the ALBERT-based question answering
model. The answer to the question of “What Happened?” is informed by predictive re-
sults from the predictive model shown in Figure 38 (a). The answer to the question of
“Which department handles this issue?” is informed by predictive results from the pre-

dictive model shown in Figure 37 (b). The answer to the question of “How long will it
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take?” (estimating response time) is informed by predictive results the time series fore-
casting model shown in Figure 18. The answer to the question of “Why & How?” is

informed by the predictive results from the topic identification model shown in Figure 15.
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4.1.12.1 Validation

The KCMO 311 service data [43] is split into 80-20 train-validation ratio to in
order to evaluate model’s performance. The current review of the data belongs to the
Kansas City region, where we can evaluate the role being played by multiple departments
in the region to make the neighborhood a better place. As seen in Figure 37, the total
numbers of 311 service categories and departments are 17 and 15, respectively.

Below are the departments involved in 311 calls. NHS, City Managers Office,
Public Works, Water Services, Parks and Rec, Northland, City Planning and Develop-
ment, Health, KCPD, South, Finance, Aviation, Convention and Entertainment Center,
Fire, General Service, Northeast, Parks and Rec, NCS, Information Technology, Parks
and Recreation, Housing Community Dev, IT and Municipal Court. Validating the 311
results followed corresponding scores like MCC, Accuracy, Precision and an ensemble
of the GLUE benchmark scores. The MAE and MAPE scores as used the performance
metrics of the 311 time series model. The best classes of the response time prediction are
Animal and Tracy with 1.23% and 6.27% of its MAE.

The MAPE metric is also sometimes reported as a percentage, which is the above
equation multiplied by 100. The difference between At and Ft is divided by the Actual
value At again. This calculation’s absolute value is summed for every forecast point
in time and divided by the number of fitted points n. Multiplying by 100% makes it a
percentage error. The worst class accuracy is City Facility with 29.3% of MAE. In terms
of MAPE, the best class is Lights with 7.45% of MAPE, and the worst type is Tracy, with

46.93% of MAPE. The overall accuracy for the response time estimation is about 70%.
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Table 13: Technologies used in StoryNet modeling
Keras A data flow and differential programming library for
machine learning
TensorFlow | A data flow and differential programming library for
machine learning
DNN Deep Neural Networks - A generalized mathemati-
cal model for data classification
SciKit Learn | A library to work with classification, regression and
clustering algorithms

Gensim A modern statistical machine learning python li-
brary for topic modeling and natural language pro-
cessing (NLP).

NLTK The Natural Language Toolkit, to process the text
data.

Spacy Python library for advanced NLP tasks.
Pandas A open source data analysis and manipulation tool

The Prophet forecasting model showed superior performance when compared to the deep
learning models. Putting them all together shows the advantage of StoryNet with a small

example in Figure 45.
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We can see that there a stories (or 311 reports) that are talking about missing

recyclables at different points in time.

4.2 Case Study 2: OCEL.AI

OCEL.AI demonstrates the process of human computer collaboration in the pro-
cess of Al and machine learning starting from real world story telling to story about
findings and observations from the collaboration process.

Topic models may provide additional signals for semantic similarity, as earlier
feature-engineered models for semantic similarity detection successfully incorporated
topics ( [77], [99], [59], [111]). They could be especially useful for dealing with domain-
specific language since topic models have been exploited for domain adaptation ( [40],
[35]). Moreover, recent work on neural architectures has shown that the integration of
topics can yield improvements in other tasks such as language modeling [32], machine
translation [17], and summarisation ( [64], [106]).

The conceptualization of this project is based upon OCEL.AI. OCEL.Al is a data
science research approach to and design thinking of complex problem-solving, model-
ing, and experimentation that often involves multiple entities and factors. This approach
utilizes domain knowledge of human communication (including interpersonal, organi-
zational, and mass media communication) to create story schema for the design of Al
processes and interfaces. The Al process and interface for community and neighborhood
issues feature “what”-initiated and solution-oriented problem-solving. By using the “5W

+ H” journalistic storyline, the system analyzes 311 calls, emails, and tweets from Kansas

130



Citizen reported missed €,

g
e
g
H
H
H
8
H
&
&

Figure 45: StoryNet - Advantage

131



City and other relevant data sets, generates process intelligence, and facilities solutions by
following these steps of analysis in order: 1) what happened (what the community issue
is); 2) where it happened (the location, environment, and situation where city service is
needed); 3) when it happened; 4) who the community is; 5) why and how it happened
(various causes and consequences).

This process is initiated by the what question, analyze possible causes and conse-
quences, and makes evaluative predictions of potential solutions. The case study demon-
strates short-term Al solutions. And, a conceptual framework of predicting long-term
solutions is presented, which involves policy changes, science studies, and community
actions.

Using deep learning models and the OCEL.AI concept, we proposed a new ques-
tion answering framework, called Al-Community-311, aiming to dynamically answer
questions by connecting underlying deep learning models using real-world data. The
contributions of this thesis are summarized as follows: 1) The community-in-the-loop ap-
proach was realized via deep learning models that can understand what the residences say
about the community. Using the OCEL.AI’s design thinking, we trained deep learning
models on the 311 calls from the communities. We mainly focus on presenting problems
in terms of (i) what happened (the kind of 311 problems), (ii) who can handle it (311
call department), (iii) when it happened, (iv) where it happened. 2) We have designed an
Al-based question answering framework, 311-Chatbot Q&A, by building a sequence of
predictive models for the 311 service domain: (i) a predictive model for determining the

category for the description of a 311 service, (ii)a predictive model for determining the
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working department for described a 311 service, (iii) a predictive model for forecasting
time for solving the 311 service request, and (iv) a predictive model for identifying the
topics of the 311 request. 3) The comprehensive evaluation has been conducted for the
311-Chatbot Q&A by leveraging the state-of-the-art deep learning question answering,
ALBERT. Also, individual components of the 311-Chatbot Q&A have been evaluated.

OCEL.AI acknowledges the non-linear progression of complex problem-solving,
modeling, and experimentation that often involve multiple entities and factors. There-
fore, a significant contribution of OCEL.AI is creating a linear structure of narratives
that human storytellers are familiar with to facilitate non-linear human-machine problem-
solving. Accordingly, OCEL.AI integrates five components of data science into a linear
structure of storytelling.

The linear structure of the story-driven experiential learning has five chapters:
1) life, 2) data, 3) the scientist and Al, 4) users, and 5) the society. Borrowing from
data journalism, our storyline uses “5W + H” to guide learning: Who is it about? What
happened? When did it take place? Where did it take place? Why did it happen? How did
it happen? For each chapter, we designed a story framework to guide learners to create
their own stories (assignments). All five chapters form a feedback loop, which allows
adjustment and optimization. Two calibrations are also added to highlight the importance
of experimentation and alignment.

Ammanabrolu et al. [2] use knowledge graph to guide users to fill in important
information using thematic knowledge learned from similar stories. In this study, in-

teresting, they demonstrated the human-machine collaboration using deep neural model
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and a rules-based baseline for knowledge graph construction, story generation and game
formulation.

The first wave of science studies in 1950s and 1960s has proven that science is
not able to solve social problems (community problems are essentially social) without
two-way communication and a collaborative process of co-creation with the communities
[22]. Communities have long-time first-hand experience with community issues, which
should receive equal or comparable weight via delegation (like elected public servants) or
representation (like opinion polls and surveys) [22].

Thus, community engagement has become an important component of the second
and third wave of science studies; this trend can be reflected in the growing emphasis on
community engagement in many NSF grants. A distinctive feature of the second and third
wave of science studies is to admit the uncertainty of scientific knowledge and the lack of
scientific consensus. Then, given these assumptions, How can scientists and communities
work together to solve community problems?

Thus, today’s challenge is not to argue for the importance of community-in-the-
loop but to create a mechanism to address the methodological question of “how” to bring
communities in the loop. A recent study funded by the UK’s Economic and Social Re-
search Council spent three years examining how autism research could become more par-
ticipatory, i.e., relevant and transformative to the autism community [31]. The findings
revealed that the major obstacles were lack of supportive components [8] for communities
to get heard and involved, and a mechanism that allows multi-directional communication

among all stakeholders for constructive dialogues.

134



To address urban issues, scholars argued that engineering models and urban de-
sign should make an effort to understand community concerns, aspirations, and adaptation
ideas, and explore and evaluate solutions in terms of its responsiveness to the local con-
text and economic viability [83]. The case study on urban flood resilience in Australia
documented the use of visualization techniques to facilitate the process of community
visioning participated by community stakeholders [83]. Community visioning provided
insight on community needs and wants, and then guided engineering modeling and anal-
ysis and urban design [83]. Thus, the first and foremost step of a community-in-the-loop
approach is to teach machines how to listen to community inputs and understand human
insight. Realized mainly via workshops, the case study demonstrated community-driven
problem-solving in flood risk governance [83].

Similar trends of empowering human are witnessed in computer science, engi-
neering, and Al design. Schneider et al. [87] pointed out the key to effective design that
differentiates effective from ineffective approaches to empowering humans is to form a
clear understanding of Schneider et al. [87] presented the empowerment in the Human-
Computer Interface (HCI) by the research community.

They pointed out the need for more effective design guidelines and best practices,
including “needed as a foundation for design guides and best practices and to differen-
tiate between effective and ineffective approaches of empowerment. In order to develop
such metrics, a clear understanding of empowerment is needed: Who is the target group,
which are the targeted psychological components?” In particular, they identified the in-

creasingly unclear use of “user experience” in a variety of usability-related research (e.g.,
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enabling technologies or on choice architecture [41]).

Additionally, the complexity of community problem-solving requires not only
one-time input from the community at the onset but also iterative and multi-directional
communication, feedback, and optimization to sustain long-term problem-solving.

To do so, this study presents story-driven design thinking called OCEL.AI (Open
Collaborative Experiential Learning.Al). OCEL.AI uses “5W + H” story elements as a
two-way communication and sense-making tool to engage the community in defining and
solving the problem. Human beings are storytelling animals, and narratives (stories) are
the means by which we make sense of, organize, and understand the world [60]. Thus,
stories/narratives are a genre of discourse that is mutually understood by communities
with experiential expertise, researchers with domain expertise, and Al designed using a
story-driven approach.

The proposed model on the 311 call domain in the OCEL.AI story framework
will be generated using the latest NLP and deep learning research, including BERT [24],
ALBERT [47] that show promising results for various NLP applications. Figure 46 shows

the Neighborhood Story Framework.

* Who: (1) A Computer Science Master’s student (”’1”); (2) Al: The machine learn-
ing models built using the data relevant to the life story; (3) Residents in KC who
are looking for a solution for their problem; (4) City department who can provide

solutions to Residents; (5) Neighborhoods who are living near to the residents.

* What happened: predictive models to identify the city department who can handle

their problems. (1) Classification Models to show the topics from the 311 calls in
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Figure 46: OCEL.AI StoryNet Design
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Kansas City. (2) Time Predictive Models to predict how long does it take to handle
the complaint. (3) Work Predictive Models to predict the department which can
handle the complaint. (4) Causal Models to determine the cause of the problem.
(5) Consequence Models to determine the consequence of the problem. (6) Prior-
itization Model to compute the cost and effort of the problems and determine the

priority of tasks.

* When & where: predictive models to estimate the time to respond to it. The models

will be built using the data that are used considering the time.

* Where: The ML models will be built by select data considering the locations of

all available

* Who: the skills and expertise of community members; streets, wifi, pipes, etc.;
churches, non-profits, HOAs, etc.; businesses, etc. (1) A Computer Science Mas-
ter’s student (”1”); (2) Al: The machine learning models built using the data rele-
vant to the life story; (3) Residents in KC who are looking for a solution for their
problem; (4) City department who can provide solutions to Residents; (5) Neigh-

borhoods who are living near to the residents.

* Why & How: predictive models for possible causes and consequences.

4.2.1 What, Where and Why from QA

To generate context-aware conversation from the description provided by 311, we

used the ALBERT QA model. First, recorded 311 calls are processed ("comprehended”)
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via deep learning models, to generate knowledge for what the problem is, when and where
it happened, and why the problem arises. Second, the knowledge from the predictive
models are added as responses to the knowledge graph of the Q&A model.

To further aid the user, the conversation is designed to focus on the problem,
giving a quick and accurate view of the case. Table 17 shows some examples of the 311

call descriptions and questions. In the following section, we present predictive models

Table 17: ALBERT’s Question Answering in 311 Services
Description

Case 1: Citizen is reporting dumping of trash and large
items at the curb is a nuisance and is spilling out on to
the sidewalk. Citizen did not specify exactly the items
that are being dumped.

Who | What Where Why
Citizen | nuisance on the | dumping of trash
sidewalk and large items
at the curb
Description

Case 2: Where the alley (between Belleview and Jar-
boe) meets W 45th street, the asphalt is crumbling. Cars
can not go up or down the hill due to the unevenness.
Cars are being scraped on the bottom. Repair other
than asphalt is needed.

Who | What Where Why

Citizen | Cars can not go | W 45th | asphalt is crum-
up or down the | street bling
hill

Description

Case 3: Citizen is reporting a small water tower at this
location that is leaking . Citizen reports grass is wet
all around it and excess water is flowing into the storm

drain.

Who | What Where Why

Citizen | grass is wet and | a  small | a small water
excess water is | water tower is leaking
flowing into the | tower
drain
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that address what, when, and where. Future studies are needed to further address who,
why, and how.

Stories are also the main subject of investigation in deep learning and knowledge
graph. Ammanabrolu et al. [2] use a knowledge graph to guide users to fill in necessary
information using thematic knowledge learned from similar stories. They demonstrated
the human-machine collaboration using a deep neural model and a rules-based baseline
for knowledge graph construction, story generation, and game formulation.

Along those lines, OCEL.AI storytelling not only serves the goals of data visu-
alization but also theorizes and problem-solving. Data visualization can be described
as a process of using information visualization techniques and narrative storytelling to
achieve communication goals [27]. The purposes of data visualization are using data to
inform, educate, advocate, influence, and persuade audiences. In contrast, the purpose
of OCEL.ALI storytelling is to serve the goals of data visualization and theorizing, and
problem-solving. Ochs et al. pointed out that storytelling is a powerful tool for complex
theory-building [69].

Axelrod and Kahn argued that storytelling goes hand-in-hand with modeling and
can establish links between personal and social worlds via meaningful interpretation of
large-scale datasets [4]. Following this school of pedagogical thinking, our team designed
five stages of end-to-end story-driven data science/Al experiential learning, which entails
data visualization. Our work is also influenced by science stories [33] and visualiza-

tion ethics [23]. Science stories emphasize the importance of using scientists’ discovery,
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rescue, and mystery stories to engage more people into problem-solving [33]. And, vi-
sualization ethics encourage critical thinking about the non-neutral nature of data and
explainability of machine learning [23].

A story-driven approach brings the human into the loop of machine learning and
deep learning. Stories are essentially narratives about human experiences [60]. It is a
way of persuasion and communication and a method of organizing information and con-
structing human experience in the world [60]. Using the NLP and knowledge graph tech-
nology, we can create interaction around storytelling between humans and machines so
that human-in-the-loop becomes possible. In other words, stories make an interface be-
tween humans and machines for learning and problem-solving. Story based machine
learning [97]

Our hypothesis of this study is that the understanding of the 311 call description
can be converted into question/answering by designing a set of predictive models, such
as 311 call type and working group classifying, time series prediction, and topic iden-
tification. We believe the traditional machine learning approach lacks efficient handling
of the context in the corpus. Hence, a deep learning framework equipped with BERT,
time series, topic modeling, and attention mechanism was designed to answer the 311
call questions.

The story of the machine learning pipeline has not been well studied in the litera-
ture. In this thesis, we hypothesis that the design of computational models for interactive
plots capable of creating engaging stories and learn from experiences that are a meaning-

ful interactive collaboration between machines and researchers (simulating interviewing)
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at the end-to-end pipeline of Al and machine learning. The stories can be shared and
learned from each other through the OCEL.AI process.

Furthermore, the human-machine partnership of the ML life cycle can be estab-
lished to support open, networked collaboration and research. OCEL.AI has created
a story-driven approach to teach data science/Al to computer science majors and non-
computer science majors. A unique feature of the OCEL.AI storytelling approach is
integrating communication and critical thinking education into data science education
to make scientists “communicators.” Communication is among the most desirable skills
in the job market. Simultaneously, storytelling also relates to domain disciplines that
traditionally train communicators and storytellers, such as journalism and mass media.
Storytelling bridges the cognitive gaps between disciplines.

OCEL.ALI storytelling is not only serving the goals of data visualization but also
theorizing and problem-solving. Data visualization can be described as a process of using
information visualization techniques and narrative storytelling to achieve communication
goals [27]. The purposes of data visualization are using data to inform, educate, advo-
cate, influence, and persuade audiences. In contrast, the purpose of OCEL.AI storytelling
is to serve the goals of data visualization and theorizing, and problem-solving. Ochs et
al. pointed out that storytelling is a powerful tool for complex theory-building [69]. Ax-
elrod and Kahn argued that storytelling goes hand-in-hand with modeling and can estab-
lish links between personal and social worlds via meaningful interpretation of large-scale
datasets [4].

Following this school of pedagogical thoughts, our team designed five stages of

142



end-to-end story-driven data science/Al experiential learning, which entails data visual-
ization. Our work is also influenced by science stories [33] and visualization ethics [23].
Science stories emphasize the importance of using scientists’ discovery, rescue, and mys-
tery stories to engage more people into problem-solving [33]. And, visualization ethics
encourage critical thinking about the non-neutral nature of data and explainability of ma-
chine learning [23].

The OCEL.AI Storytelling framework integrates five components of data science
education, which offers a well-rounded learning experience for undergraduates. It should
be noted that the five components are not part of a linear process. Rather, they occur at
various time points and sometimes simultaneously.

OCEL.AI has created a story-driven approach to teach data science/Al to com-
puter science majors and non-computer science majors. Storytelling is the driving force
of the entire process of OCEL.AI from “Life” to “the Society.” A unique feature of the
OCEL.AI storytelling approach is it integrates communication and critical thinking edu-
cation into data science education, to make scientists ‘“‘communicators.” Communication
is among the most desirable skills in the job market. At the same time, storytelling also re-
lates to domain disciplines that traditionally train communicators and storytellers, such as
journalism and mass media. Storytelling bridges the cognitive gaps between disciplines.

Why are stories important? Include the two case studies? Stories are most impor-
tant. If you are in advertising and journalism, you may want to ask whether a use case
based upon just “my experience” is good enough for machines.

The answer could be Yes! It is likely that my story shares similarities with stories

143



° 0 ° ~ 3 _ =
® L ] ° x -
Py et = i =
) e E °
T ®
° 2 ° °
e (J [ ]
0 \/ o - e = | oA=L e -
® ® & & ==
o o ° Life _— Data e - gs;inﬁm
a) -9 2 b) ) c) i
d) e) )
& .
et _— —t
- o e
? e 20 =
. 2
® - :
o ®
'S - Se2
= 7 Users e bk Society - . > Story
o - . Network

Figure 47: OCEL.AI StoryNet

of other people in the same social stratum. My story provides clues to machines to learn,
particularly regarding key aspects, factors, and processes. As a result, the machine can
use the frame of “my story” to read more stories from similar people, and acquire the
pattern of the decision-making process, and thus make predictions/generalization.

The answer could be No! How about people who are outside of my social stra-
tum? For example, I am living in the best school district. My accessibility to education
resources is much greater than those in the other parts of the city, and I may not even care
about inequality of education resources. It just does not matter that much to me!

In contrast, a single mom who works two jobs and lives in the urban center is
desperate to find a safe, affordable, and educational preschool for her kids where such
resources are sparse. “My story” is not her story! No worries. You simply need to do the
same thing that we often do in audience research: talking to a single mom who fits that

profile, and creating a “use case” based upon her experience.
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This linear structure of the OCEL.AI story creates a story schema to generate a
knowledge graph. This knowledge graph maps out the critical elements for each chapter
using NLP technology. The visualization of all branches and their parts in an interactive
map restores the non-linearity of data science problem-solving. The shared elements of
different stories connect them to form a story network, OCEL.AI StoryNetwork.

This knowledge graph makes it possible for humans to interact with a dynamic
knowledge base, get inspirations, learn technologies in context, identify relevant datasets,
and deepen understandings of social and cultural implications.

The graphs are generated by identifying each story’s most representative terms
using LDA (Latent Dirichlet Allocation). The stories are connected through the common
topics to help identify new insights, which may help create a new story. Figure 47(b)
shows the data sources that were used for building models and apps for various stories.
Figure 47(c) shows the model network, which identifies the relations between different
stories through the lens of machine learning models and techniques used in them.

Such a network helps to identify the most suited models for a similar scenario
based upon the use case. The standard methods used among different use cases help stu-
dents select machine learning solutions intuitively based on the real-world impact rather
than just learning the syntax. Figure 47(d) shows the relations among the applications of
stories through the tools used to implement them. This graph also represents solutions
to real-world problems. From this graph, the students can identify relevant and useful

applications for each use case.
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Figure 47(e) shows the network of concerns and causes related to the ethical con-
siderations for each use case. These graphs add a layer of social and cultural depth to
use cases and display a comprehensive picture of the solution in a broader social con-
text. Figure 47(f) shows the five stories together as OCEL.AI StoryNetwork. A more

comprehensive illustration of the same is given in Figure 46.
4.3 Case Study 3: CVE (Common Vulnerabilities and Exposures)

The methodology and approach for analyzing CVE (Common Vulnerabilities and
Exposures) data is same as what we have discussed for 311 cases and OCEL.AI in the
previous sections. So, for the sake of simplicity and compactness will produce only the
differences and results for the CVE case study here.

Data: The National Vulnerability Database is the U.S. government repository of
standards-based vulnerability management data represented using the Security Content
Automation Protocol (SCAP). It is a superset of the CVEA® dictionary augmented with
additional analysis, a database, and a fine-grained search engine. Usage restrictions of

this resource are described in the NVD’s FAQ:

All NVD data is freely available from our XML Data Feeds. There are no
fees, licensing restrictions, or even a requirement to register. All NIST publi-
cations are available in the public domain according to Title 17 of the United
States Code. Acknowledgment of the NVD when using our information is
appreciated. In addition, please email nvd @nist.gov to let us know how the

information is being used.
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<~ C )] 3 https://eve.mitre.org/cgi-bin/cvekey.cgizkeyword=python 8

NVD

Go to for:

Search CVE List Downloads Data Feeds Update a CVE Record Request CVE IDs

TOTAL CVE Records: 156053

Search Results
|There are 530 CVE Records that match your search.

Name Description

CVE-2021-3426 There's a flaw in Python 3's pydoc. A local or adjacent attacker who discovers or is able to convince another lo
and use it to disclose sensitive information belenging to the other user that they would not normally be able tc
flaw affects Python versions before 3.8.9, Python versions before 3.9.3 and Python versions before 3.10.0a7.

CVE-2021-33880 The aaugustin websockets library before 9.1 for Python has an Observable Timing Discrepancy on servers whe
basic_auth_protocol_factory(credentials=...). An attacker may be able to guess a password via a timing attack

CVE-2021-33571 In Django 2.2 before 2.2.24, 3.x before 3.1.12, and 3.2 before 3.2.4, URLValidator, validate_ipv4_address, am
octal literals. This may allow a bypass of access control that is based on IP addresses. (validate_ipv4_address

CVE-2021-33509 Plone through 5.2.4 allows remote authenticated managers to perform disk I/O via crafted keyword argument:

CVE-2021-33026 The Flask-Caching extension through 1.10.1 for Flask relies on Pickle for serialization, which may lead to remo
access to cache storage (e.g., filesystem, Memcached, Redis, etc.), they can construct a crafted payload, poisc

Figure 48: CVE - Data

The Common Vulnerabilities and Exposures (CVE) system provides a reference-
method for publicly known information-security vulnerabilities and exposures. The United
States’ National Cybersecurity FFRDC, operated by The Mitre Corporation, maintains the
system, with funding from the US National Cyber Security Division of the US Department
of Homeland Security. The system was officially launched for the public in September
1999.

The Security Content Automation Protocol uses CVE, and CVE IDs are listed
on Mitre’s system as well as in the US National Vulnerability Database. Figure 48 shows
how the CVE database holds the records. The topic model for CVE is illustrated in Figure
49. The comparisons for performance on the test and train scores for CVE data are shown

in Table 18.
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Figure 49: CVE - Topic Cluster

The following picture shows a cluster of the topics that are identified by the topic
model and are represented using t-SNE format. As it can be observed, each topic has a
collection of documents and each dot in the map corresponds to a document. One sample
of such documents is shown in Figure 49 where the document that describes “Elevation
of Privilege” as the title is highlighted. The corresponding keywords for the same topic
can also be observed at the end of the information box.

The LDA analysis generates a distribution of the topic keywords and the corre-
sponding principal component as shown in Figure 50. These keywords and principal com-
ponents are visualized using library which generates an interactive visualization where the
parameter \ can be modified and tested. The distance between the principal components
shows how close / connected and how disconnected each topic is to the other topics.

As discussed in Chapter 3, it is a good idea to represent these topics in the form

of word clouds. These word clouds help to visualize the topics in a more user-friendly

148



Topic: [0 ][ Previous Topic | [ Next Topic | [ Clear Topic |

Intertopic Distance Map (via multidimensional scaling)

PC2

Marginal topic distribtion

2%

10%

Slide to adjust relevance metric:(2) _J

| | | | | |
A=1 0.0 0.2 0.4 0.6 0.8 1.0

Top-30 Most Salient Terms'
0 1,000 2,000 3,000 4,000 5,000 6,000

vulner
user
app
email
flaw
account
ransom
bug
malwar
victim
password
patch
bitch
phone
messag
citi
comput
hacker
scam
card
payment
bank

4 attack

file
devic
inform
secur
data
appl
googl

Overall term frequency

I Estimated term frequency within the selected topic

1. saliency(term w) = frequency(w) * [sum_t p(t | ) * log(p(t | w)/p(t))] for topics t; see Chuang et. al (2012)
2. relevance(term w | topic ) = A * pw 1 1) + (1 - A) * p(w | t//p(w); see Sievert & Shirley (2014)

Figure 50: CVE - LDA Topics
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manner. From the figure, it can be observed that topic one corresponds to the document

involving attacks, vulnerability, data, files, users, allow lists, access, data restrictions, etc.

In the same way, the second topic corresponds to those documents which have details

regarding security problems, details, candid, etc. When we have the domain knowledge,

it becomes easy for an expert to label these topics and use a simplify name instead of

using the topics as represented by a set of keywords.

Putting them all together, we can find the StoryNet for the CVE data set as shown
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in Figure 52. Even though there are a large number of components since the application is

interactive it is easier when we examine each story or component individually by grouping

them together at different levels.

4.4 Case Study 4: CASIE (CyberAttack Sensing and Information Extraction)

The methodology and approach for analyzing CASIE (CyberAttack Sensing and
Information Extraction) data is same as what we have discussed for 311 cases and OCEL.AI

in the previous sections. So, for the sake of simplicity and compactness will produce only
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Model Train FLOPs train | test

BERT 5.4¢20 (0.18x) | 89.2 | 88

XLNet 3.6e21 (1.24x) | 90.1 | 89.2
RoBERTa 3.2e21 (1.02x) | 93.2 | 88.1
ALBERT 3.1e22 (10x) | 92.3 | 89.9

StoryNet (Ours) 3.3e21 (1x) 93.7 | 90.2
AllenNLP 3.94e21 (1.27x) | 914 | 84

Table 18: CVE Results

the differences and results for the CASIE case study here.

CASIE is a system that extracts information about cybersecurity events from text
and populates a semantic model, with the ultimate goal of integration into a knowledge
graph of cybersecurity data. It was trained on a new corpus of 1,000 English news articles
from 2017-2019 that are labeled with rich, event-based annotations and that covers both
cyberattack and vulnerability-related events.

Data: The corpus contains 1000 annotation and source files. This cybersecurity
dataset [86] is focused on five event types: Databreach, Phishing, Ransom, Discover, and
Patch. An example of a sample data is given in Figure 54 and also presented here for the
sake of completeness:

<title>Ex-Chicago Public Schools worker accused of stealing info on 80,000 people in
latest data breach</title>

<source> https://chicago.suntimes.com/news/cps—data-breach-personal-information-former—
employee-chicago-public-schools/ </source>

<date> 2018_11_02 </date>

<text>

A former Chicago Public Schools worker faces several felony charges after

officials allege the worker stole personal information on about 80,000

employees, volunteers and vendors from a CPS database.

The former worker, Kristi Sims, was arrested Thursday; officers recovered the

stolen files after executing search warrants, according to CPS and Chicago

police officials. Sims, 28, is a former contractor who handled administrative

tasks for the Office of Safety and Security.
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Sims was ordered released on her own recognizance at a bond hearing Friday at
the Leighton Criminal Court Building by Judge Sophia Atcherson; Sims also was
ordered not to access to the internet while the case continues.

In a letter to employees Thursday evening, CPS Chief Operating Officer Arnie
Rivera said the district learned of the massive data breach Wednesday, the day
after the information was stolen.

Among the data stolen were names, employee ID numbers, phone numbers,
addresses, dates of birth, criminal arrest histories and DCFS findings. Social
Security numbers were not taken, Rivera said.

"There was no indication that the information, which was in the individual’s
possession for approximately 24 hours, was used or disseminated to anyone in

' Rivera added.

any way,"
A CPS spokesman referred questions about the criminal charges to Chicago
police, but Rivera said ‘‘CPS will work to ensure the individual is prosecuted
to the fullest extent of the law."

CPD spokesman Anthony Guglielmi said Sims is also suspected of deleting the
targeted files from the CPS database after they were stolen.

The digital equipment seized in the warrant is being analyzed, and a search
warrant is underway for Sims’s email account, Guglielmi said. Though police say
they don’t believe anyone other than Sims was in possession of the data, they
hope to learn more about what might have been done with the information.

This latest CPS data breach comes only a few months after the school district
mistakenly sent a mass email that linked to the private information of
thousands of students and families.

The email invited families to submit supplemental applications to selective
enrollment schools. Attached at the bottom of the email was a link to a
spreadsheet with the personal data of more than 3,700 students and families.

In that incident, CPS apologized for the ‘‘unacceptable breach of both student
information and your trust" and asked recipients of the email to delete the
sensitive information. The data included children’s names, home and cellphone
numbers, email addresses and ID numbers.

</text>

The CASIE model defines five event subtypes along with their semantic roles and

20 event-relevant argument types (e.g., file, device, software, money). CASIE uses dif-

ferent deep neural networks approaches with attention and can incorporate rich linguistic

features and word embeddings. The comparisons for performance on the test and train

scores for CVE data are shown in Table 18.
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payloads = ['Security is freedom from, or resilience against, potential harm (or| othe
'Security mostly refers to protection from hostile forces, but it has a wide range c
‘The term is also used to refer to acts and systems whose purpose may be to provide
“The word 'secure’ enterad the English language in the 16th century. It is derived f
"A security referent is the focus of a security policy or discourse; for example, a
"Security referents may be persons or social groups, objects, institutions, ecosyste
"The security context is the relationships between a security referent and its envir
'The means by which a referent provides for security (or is provided for) vary widel
"Coercive capabilities, including the capacity to project coercive power into the er
"Protective systems (e.g. lock, fence, wall, antivirus seftware, zir defence system,

for text in payloads:
payload = { "input_text™: text }
output = ge.predict_boolq(payload)
pprint{output[ 'Boolean Questions'])

["Is there such a thing as security?’,
"Is there a difference between trus and false security?’,
"Is security the same as fresdom from harm? ']

["Is there such a thing as security?’,
'Is security the same as freedom from fear?’,

Is there such thing as security?’]

["Is there such thing as a security company?’,
'Is remote guarding the samz as cyber security?’,
'Is there such thing as a cyber security system?’]
["Is the word secure derived from the latin word?’,
"Is the word secure the same as freedom from anxiety?',

Figure 53: CASIE - Question Generation
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<title>Police probe into data breach at Crosshouse after staff accessed patient records</title:

our https://www.irvinetimes.com/news/17212754.police-probe-into-data-breach-at-crosshouse-after-
staff-accessed-patient-records/
</sourc

e> 2018_11_09 </dat

<text>

POLICE have launched an investigation after a number of patients have had their personal details
accessed by a member of staff at Crosshouse Hospital. Those affected, believed to be mainly women, were
notified that information, including their phone numbers and addresses, had been accessed and that the
member of staff who breached their privacy had ‘no legitimate clinical or administrative requirement’.
The breach came from within information held in the Radiology Information System and patients affected
had all recently been referred for an X-ray. A member of staff has been 'excluded from work' following
the breach which took place between April and September of this year. Dr Alison Graham, Medical
Director for the NHS Ayrshire & Arran said: "NHS Ayrshire & Arran has been made aware of a member of
staff inappropriately accessing patient records. This individual is currently excluded from work." We
are currently investigating and are contacting a number of patients to ascertain the extent of this
breach. We wish to apologise to anyone affected by this. We take patient confidentially extremely
serious and will ensure a full investigation is conducted. "We are working closely with Police Scotland
and the Information Commissioner’s Office. As this is an ongoing police investigation, we are not able
to confirm any further details."
</text>

Figure 54: CASIE - Data

The annotated data is parsed as JSON. For annotating the data we made use of
the automatic annotation as described in the model section of the previous chapter. After
passing the data through the automatic annotation, each part of the annotation is marked

in the JSON format. Example of the annotated data is shown here for your reference.

AR

‘‘content": ‘‘'A former Chicago Public Schools ... ,
‘‘sourcefile": Y'10003.txt",
‘‘cyberevent": {

*‘hopper": [

{
‘‘index": 0,
‘‘relation": ‘‘Same",
‘l‘events": [
{
‘‘index": ‘‘E3",

\

‘type": ‘‘What",
\

‘realis": ‘‘Actual",

\

‘nugget": {
‘‘startOffset": 821,
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‘‘index": ‘‘T11",
‘‘endOffset": 832,

‘‘text": ‘‘data breach"

by
‘‘argument": [
{
‘‘index": ‘‘T12",
‘“‘text": '‘Wednesday",
‘“‘endOffset": 842,
‘‘role": {
“type": M'Time"
b
“‘startOffset": 833,
“‘type": ‘When"
}

1,
‘‘subtype": ‘‘Databreach"
by
{
‘‘index": ‘‘E2",
‘‘type": ‘How",
‘“‘realis": ‘‘Actual",
‘‘nugget": {
‘“‘startOffset": 874,
‘‘index": ‘18",
‘‘endOffset": 884,
“‘text": ‘‘was stolen"
by
‘‘subtype": ‘‘Databreach"

‘‘index": ‘‘E1",

\

‘type": ‘‘Who",

‘‘realis": ‘‘Actual",

‘‘nugget": {
‘‘startOffset": 102,
‘‘index": “‘T1",
‘‘endOffset": 107,
‘Ytext": Y'stole”

by
‘‘argument": [

{

“‘index": ATTM,

‘“‘“text": ‘‘the worker",
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‘‘endOffset": 101,
‘‘role": {

‘“‘type": ‘‘Attacker"
by
“‘startOffset": 91,

‘‘type": '‘Person"

‘‘index": “‘T16",

‘‘external_reference": {
‘‘dbpediaURI": *‘http://dbpedia.org/resource/Chicago_Public_Schools",
‘‘wikidataid": *'Q2963340"

by

‘“‘endOffset": 31,

‘'‘role": {
‘“Ytype": ‘Where"

br

‘‘text": ‘‘Chicago Public Schools",

‘‘startOffset": 9,

‘“‘type": “‘Organization"
}
1,
“‘subtype": ‘‘Databreach"
by
}
]
}y
“Yinfo": {
‘‘title": '‘Ex-Chicago Public Schools worker accused of stealing info on 80,000 people

latest data breach",

‘‘date": '1'2018_11_02",
“ttype": text",
*‘link": “‘https://chicago.suntimes.com/news/cps-data-breach-personal-information—

former—-employee-chicago-public—-schools/"

We have presented the topics that we say found from the topic modeling on the
CASIE data in figure. From the topics our cloud it is easy to figure out that each topic

has a particular flavor. For example, topic one talks about email breach, information,
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Figure 56: CASIE - StoryNet
Table 19: CASIE Results

Model Train FLOPs | train | test
BERT 4.5¢20 (0.16x) | 90.2 | 89
XLNet 3.6e21 (1.12x) | 92.1 | 89.3
RoBERTa 3.3e21 (1.03x) | 93.2 | 89.9
ALBERT 3.1e22 (99x) | 91.7 | 89.1
StoryNet (Ours) 3.2e21 (1x) 91.1 | 90.7
AllenNLP 3.72e21 (1.19x) | 90.7 | 82

scam and probably anything that is related to the email accounts. Topic two show us the
keywords related to security flaw, attack and vulnerability whereas, Topic 3 talks about
user data, email accounts and so on. A cluster representation of these topics would look
similar to the one that we shared before.

Let us examine the results for the CASIE data set. As presented in Table 19, our
model outperforms other models as in the case with the location service that we have seen
before. This shows that the model is rather very robust for different kinds of data sets.

Finally the outcome of the application of story net is presented in Figure 56. We

159



can observe that it is very easy to navigate between stories in this graph using the connec-
tions between the SW1H components for a different cyber-security stories. Here different

stories are color-coded using an algorithm in Neo4;.

4.5 Case Study Comparison

A consolidated comparison of the results for above case studies is shown in Figure
57. As you can see from the scores for each of the case studies it can be observed that the
model performs very well on the 311 calls they reset. This is because we have more data
available for this use case compared to all other use cases.

In the comparison we have finalized the outcomes from SW1H layer for all the
use cases. The data format for 311 calls is plain text, whereas the descriptions for other
data sets have been extracted from either JSON for CVE XML format for CASIE. Since
the data for OCEL.AI is very sparse.

The amount of data available for the CVE data set and the CASIE data set are
almost on a similar order. So the scores for those two data sets also fall into similar ranges.
The outcome for CASIE StoryNet is illustratetd in Figure 56 and the corresponding word

cloud for the topic modeling analysis is presented in Figure 55.

4.5.1 Tech Stack

The application in the backend is set up using Java Vault API, NodeJS server and
Neo4j graph database. The front-end of the application is made using the angular frame-
work combined with HTML 5, CSS3, JavaScript and D3 JS library for graph generation.

The architecture for the combined backend and front end is shown in Figure 58. If you
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Figure 57: Performance Comparison - Use Cases

Table 20: Technologies Used in Apps

MongoDB A NoSQL database for storing and querying un-
structured data.

NodelJS A javascript runtime environment to run a back-end
server for an application.

Beautiful A python library useful to parse and extract data

Soup from HTML (web scraping).

Flask A lightweight python web server useful to create
APIs.

AngularJS A front-end web framework used to create single
page applications.

Ionic A javascript framework for developing hybrid mo-
bile applications with Javascript
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Figure 58: Application Architecture

other levels which are used as a part of the application are described in Table 20.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

5.1 Conclusion

News articles are considered as one of the top sources for providing information
on ground backing news, discussions on trending topics, or topic of interests to the users.
The discussions on News articles could be the references to the occurrence of potential
events which could be significant to the users. However, detecting events from News
articles is a difficult task due to the nature of tweets.

News articles are short in length, often noisy, and users often do not follow gram-
matical structure while posting on News articles. In this thesis, we presented a News
articles event detection system by segmenting the tweets with the SW1H components,
which are essential semantic constituents of information. We performed experiments with
our SW1H based segmentation of the tweets and compared them with a simple TF-IDF
vectorization approach.

We used the recent state-of-the-art technology for generating contextualized em-
beddings from the SW1H components, which we later used for generating the clusters.
The dataset used in our work are very generic, and the approach adopted could be ex-
tended to detect specific events related to disasters, sports and terror activities. In future,
we intend to include experiments with other clustering techniques and compare the clus-

tering quality. We also intend to test our approach on accessible event detection datasets
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and compare our approach with other similar event detection systems.

5.2 Future Work

Future studies can conduct a comparative evaluation with other frameworks using
other data from various sources as future work. Built upon this framework, researchers
can enhance the novelty of the methodology for creating the open community framework
and interpret the empirical findings through empirical measurement and assessment. This
framework will be extended to improve its handling of free text and images in the long
run. These works would make it possible to address the ultimate questions for sustainable
communities.

We should further explore this story-driven interface and advance the story net-
work in other both custom and generic domains. Education and psychological research
are also needed to study computer science students’ and teachers’ perception, acceptance,

and self-efficacy of incorporating storytelling in data science education.

5.2.1 Cause and Consequence prediction:

Causal: estimate P(Y||X), when X = Y (predict effect from cause); or Anti-
causal: estimate P(Y||X), when Y = X (predict cause from effect). The answer is cru-
cial to all further causal analyses of the problem. It substantially impacts the applicability
of decision supporting in conducting community service according to the community’s
particular context. Furthermore, we will explore which model, either generative or dis-

criminative, would be more preferred to confirm the process’s effectiveness.
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For example, we can ask questions such as whether can a cause of worse condi-
tions can be described by frequent calls for potholes, dirty sidewalks, downed trees, graf-
fiti, noise? Whether can worse conditions be a cause of increased or decreased propen-
sity? The volume and actual geographic distributions of 311 calls can be used to identify
the levels of citizen engagement, local civic engagement, and the quality of government
services to neighborhoods [61]. An overview of the process of question generation which

is an extension to finding the SW1H component is shown in Figure 53.

5.2.2 Missing data prediction:

We’ve currently utilized the answers to SW1H components which are identified
by the models or humans. But, with the addition of a predictive model it is possible to fill

in the missing data for any of the answers that do we not have data about.

5.2.3 Metaverse extension:

Further research can be done to extend this framework into the virtual reality do-
main by making use of a few models a place in Facebook Al research (FAIR). It was all
world consists of sequence of stories. Generating and making use of the existing stories,
virtual world can be generated and we should be able to map the existing Omniverse mod-
els to the story to create the world. It will be really interesting to watch the stories come

to life in the Omniverse.
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