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ABSTRACT

Heat transfer modeling plays an integral role in optimization and development of highly

efficient modern thermal-fluid systems. However, currently available heat flux models

suffer from fundamental shortcomings. For example, their development is based on the

general notion that an accurate prediction of the flow field will guarantee an appropriate

prediction of the thermal field, as the Reynolds Analogy does. Furthermore, literature

about advanced models that aim to overcome this notion, does not provide reliable

information about prediction capabilities. These advanced models can be separated into

two distinct heat flux model categories, namely the implicit and explicit models. Both

model categories differ fundamentally in their mathematical and physical formulation.

Hence, this dissertation presents a comprehensive assessment of the Reynolds

Analogy regarding steady and unsteady calculations. It further analyses the entropy

generation capability in detail and evaluates the prediction accuracy of implicit and

explicit models when applied to turbulent shear flows of fluids with different Prandtl

numbers. Moreover, the implicit and explicit models are modified such that impor-

tant thermal second order statistics are included. This enables deeper insight into the

mechanics of thermal dissipation and delivers a better understanding towards the sen-

sitivity and reliability of predictions using heat flux models. Finally, to overcome the

shortcomings of the Reynolds Analogy in unsteady calculations, an anisotropic exten-

sion is proposed.
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This dissertation shows that even for first order statistics within steady state cal-

culations, the Reynolds Analogy is only appropriate for fluids with Prandtl numbers

around unity. For second order statistics within unsteady simulations, the Reynolds

Analogy could provide acceptable results only if an appropriate grid design/resolution

is provided that allows resolving essential dynamics of the thermal field. Concerning

entropy generation, the Reynolds Analogy provides acceptable results only for mean

entropy generation, while it fails to predict entropy generation at small/sub-grid scales.

The anisotropic extension of the Reynolds Analogy is a promising approach to over-

come these shortcomings.

Furthermore and concerning the implicit and explicit heat flux models, this work

shows that only the explicit framework is potentially capable of dealing with complex

turbulent thermal fields and to address longstanding shortcomings of currently available

models, if the flow field is predicted accurately. Moreover, it has been shown that

thermal time scale plays an integral role to predict thermal phenomena, particularly

those of fluids with low/high Pr numbers.
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CHAPTER 1

INTRODUCTION

The majority of flows that occur in engineering and nature are turbulent and

confined by solid walls. Hence, turbulent shear flows play an integral role in develop-

ment and design of various advanced and emerging systems. In this context, not only

the fluid flow is of importance, but also the passive transport of heat in this turbulent en-

vironment plays a major role in many applications. These include cooling systems for

nuclear power plants, where liquid metal is used as coolant [71, 12], boiler systems for

biomass combustion [50], and heat exchange devices in the petroleum/petrochemical

industry [78], to name only a few. All previously mentioned applications share an im-

portant commonality: experimental investigations are either prohibitively expensive or

not possible [106]. Nevertheless, optimization of these systems requires detailed insight

into the complex dynamics of heat transfer inside, which necessitates reliable models.

In addition, various systems use fluids with significantly different Prandtl (denoted as

Pr) numbers (ranging from Pr << 1 for liquid metal to a few hundred for crude oils).

This variety in Pr numbers not only stresses the required prediction capabilities of tur-

bulent heat flux models at an acceptable level of accuracy, it also challenges numerical

simulations in terms of stability and mesh design.

The complexity of this phenomenon has introduced a major challenge in un-

derstanding and modeling of the turbulent heat transfer in the past decade [24]. The

underlying and inevitable challenge is that the flow field (turbulent momentum) and

heat transfer are based on the same physical mechanism of cross-streamwise mixing of

fluid elements [107]. Hence, a reliable model for the turbulent momentum is a manda-

tory condition for a model of turbulent heat transfer. As a consequence, the main focus

in research and modeling was focused on the momentum field in the past decades [107].

Moreover, this focus led to the fundamental assumption that a correct prediction of the

momentum transport leads to an appropriate prediction of heat transfer. This analogy is

based on the eddy diffusivity approach and is known as the Reynolds Analogy [125].

1



While this concept is a drastic simplification, it is still widely applied to a major-

ity of industrial applications of Computational Fluid Dynamics (CFD) when first-order

statistical quantities such as mean temperature and Nußelt number are of interest. It is

worth noting that these applications mostly deal with working fluids with Pr number

around unity [7]. As a consequence, the applicability of the Reynolds Analogy for pre-

dicting second order statistics, such as temperature variance, has not been thoroughly

assessed—even in investigations where shortcomings of this analogy are discussed [54].

More importantly, this led to a lack of comprehensive investigations, which include first

and second order statistics when applied to turbulent flows of working fluids with Pr

number divergent from unity, especially for high Pr numbers. Thus, Chapter 2 of this

dissertation includes a comprehensive study of the Reynolds Analogy for first and sec-

ond order statistics when applied to 3D wall-bounded shear flows with various fluid

properties. The assessment includes sensitivity analyses with respect to the turbulence

model, grid resolution and performance of the Reynolds Analogy. These assessments

are carried out for steady state (Reynolds Averaged Navier Stokes equation (RANS)

simulations) and unsteady simulations (Unsteady Reynolds Averaged Navier Stokes

equation (URANS)/Large Eddy Simulation (LES)) where the analogy is a subgrid scale

model.

Furthermore, turbulent flows are thermodynamic processes and the directions of

all such processes are restricted by the second law of thermodynamics. Thus, this law

can be used for critical evaluation of turbulence and heat transfer models as discussed

in [91]. For fluids hat include a temperature field, the second law of thermodynamics

states that irreversibilities decrease the available energy of the working fluid [4], which

leads to an increase of system entropy [41, 120, 119]. Regarding the use of this entropy

concept, several publications can be found in literature investigating the processes both

numerically and analytically for a better understanding [91, 88, 46, 59]. These studies

include steady and unsteady state investigations. Concerning heat transfer modeling, it

is worth noting that both steady and unsteady approaches mainly employ the Reynolds

Analogy to predict thermal quantities. But the currently available literature does not
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provide sufficient information about the prediction capability of the Reynolds Analogy

for entropy generation. Thus, Chapter 3 provides a comprehensive assessment of the

capability of the Reynolds Analogy to predict the entropy generation dynamics particu-

larly through heat transfer in different turbulent environments, i.e. working fluids with

different Prandtl and Reynolds numbers.

Unsteady simulations in the framework of LES technique have proven to be a

promising approach to predict complex heat and fluid flow phenomena in many thermo-

fluid systems, for instance automotive applications [29, 69, 97]. In LES, the large three-

dimensional unsteady turbulent motions are explicitly computed, whilst a turbulence

closure model accounts for the influence of the unresolved more universal scales [48,

100]. The computational expense of LES is significantly lower than in fully resolved

DNS. Only small scale turbulent structures with a small amount of turbulent energy

have to be modeled, which are—in this context—believed to be universal, homoge-

neous and isotropic. This simplifies the turbulence modeling, improves the predictive

capability compared to approaches based on the solution of the RANS, and makes LES

valid for a broad range of flow situations with complex physics. However, despite the

anisotropic behavior of small turbulent thermal structures, isotropic models are most

often employed in LES of turbulent heat transport. Thereby, the subgrid-scale thermal

diffusivity is traditionally represented based on the Reynolds analogy and the concept

of turbulent Prandtl number. To overcome that issue, a new wall-adapted anisotropic

explicit heat flux model concept for LES is proposed in Chapter 5. This concept extends

the Reynolds Analogy with a generalized gradient diffusion hypothesis (GGDH) term

to support anisotropic features.

While the previously introduced LES-approach is an extension of the Reynolds

Analogy extended with a GGDH-term, several more different concepts have been pro-

posed to enhance heat transfer prediction capabilities. These concepts are e.g. the

GGDH—which in contrast to the Reynolds Analogy—can employ separate time scales

for the velocity and temperature field [14, 33], or algebraic heat flux models (AFM),

which introduce additional correlations to predict the heat flux [62, 55, 44]. However,
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these approaches have never been extensively assessed and their applications are often

limited to specific configurations (e.g. 2D, steady state, working fluid with Pr number

around unity), for which they have been tuned. Comprehensive reviews of these meth-

ods for various Pr numbers can be found in [76, 23]. Nevertheless, it should be noted

that AFM may offer promising potential to overcome the short comings of the Reynolds

Analogy, based on limited information in the literature, e.g. [25, 124, 42]. There are

two major variants of the AFM which are distinguished by two fundamentally differ-

ent approaches: implicit and explicit models. The former is a result of truncating the

unmodeled flux equation, e.g. [39, 27], while the latter is derived based on the repre-

sentation theorem, e.g. [124, 64]. There are few recent efforts on applications of the

implicit methods to predict thermal behavior of low Pr number fluids in turbulent wall

bounded channel flow [107, 96], using modified and simplified versions of the implicit

model. Although, some improvement was achieved compared to the Reynolds Analogy,

these studies do not provide some relevant statistical quantities, such as the heat flux or

dissipation of temperature variance. Therefore, Chapter 6 focuses on these models and

aims to provide a comprehensive assessment of them when applied to a fully attached

turbulent boundary layer using different working fluids, including a sensitivity analysis

with respect to the turbulence model used to describe the flow field. More importantly,

both implicit and explicit models considered here, and in recent literature, use only me-

chanical time scale in their formulations. As a result of this, relevance and effect of

thermal time scale in prediction capability of heat flux models remains unclear. This

part of the dissertation aims to study the effects of the thermal time scale on the pre-

dictive capabilities of both model categories. Therefore, the existing mechanical time

scale is modified by including the thermal time scale in both models.
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CHAPTER 2

A COMPREHENSIVE ASSESSMENT OF THE REYNOLDS ANALOGY IN
PREDICTING HEAT TRANSFER IN TURBULENT WALL-BOUNDED SHEAR

FLOWS

The paper is published in International Journal of Heat and Fluid Flow and written by
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1 Civil and Mechanical Engineering Department, School of Computing and Engineer-
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International Journal of Heat and Fluid Flow, Volume 81, February 2020, 108527;
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2.1 Abstract

Heat transfer modeling plays a major role in design and optimization of mod-

ern and efficient thermal-fluid systems. However, currently the available models suffer

from a fundamental shortcoming: their development is based on the general notion

that accurate prediction of the flow field will guarantee an appropriate prediction of the

thermal field, known as the Reynolds Analogy. This investigation presents a compre-

hensive assessment of the capability of the Reynolds Analogy in predicting turbulent

heat transfer when applied to turbulent shear flows of fluids with different Prandtl num-

bers. It turns out that the Reynolds Analogy is able to provide acceptable results for

first order statistics only when fluids with Prandtl number close to unity are considered.

Further, it is shown that unsteady simulations could provide acceptable results on the

second order statistics concerning fluids with different Prandtl numbers, if appropriate

grid design/resolution is provided that allows to resolve essential dynamics of the ther-

mal field. However, accurate prediction of higher order statistics close to solid surface

requires more advanced heat transfer models that can provide accurate information on

thermal time scales, in case the grid is too coarse to support accurate resolving of the

essential thermal dynamics in these regions.
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2.2 Introduction

There are many reasons why turbulent heat transfer plays an integral role in

the development and optimization of various advanced systems. These include cool-

ing systems for nuclear power plants, where liquid metal is used as coolant [71,

12], boiler systems for biomass combustion [50], and heat exchange devices in the

petroleum/petrochemical industry [78], to name only a few. All former mentioned ap-

plications share an important commonality: experimental investigations are either not

possible or prohibitively expensive [106]. However, optimization of these systems re-

quires information on the complex dynamics of heat/mass transfer inside the systems,

which in turn necessitate the application of reliable models. Further, the application

of different fluids in various systems with significantly different Prandtl (denoted as

Pr) numbers (ranging from Pr � 1 for liquid metal to a few thousands for crude

oils) imposes an additional challenge for models in predicting turbulent heat transfer

phenomena at an acceptable level of accuracy.

Understanding and correctly modeling turbulent heat transfer have introduced

a major challenge in the past decades due to the complexity of this phenomenon [24].

The first and underlying challenge when modeling turbulent heat transfer is its strong

and complex coupling to the turbulent flow field. As a result, an appropriate model for

momentum transport (flow field) is a necessary condition to predict the turbulent heat

transfer accurately. Therefore, the main focus has been put on the turbulent flow field

modeling in the past few decades [107].

The physical mechanism of cross-streamwise mixing is known to be the major

underlying mechanism for both momentum and heat transfer [107]. Thus, it is often

assumed that the turbulent heat transfer can be solely predicted by knowledge of the

momentum transport, leading to the development of the Reynolds Analogy, a well-

known concept based on the eddy diffusivity approach [107]. While this analogy is a

drastic simplification of the physical mechanism, it has been applied successfully to a

large majority of industrial applications of CFD to predict first order statistical quan-

tities such as the mean temperature and Nusselt number, throughout the past decades.
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Additionally, it should be noted that these applications mostly deal with working fluids

with Pr number around unity [7].

Müller et al. [70] showed that the Reynolds Analogy faces severe challenges

when used to capture essential dynamics of turbulent heat transfer in fluids with Pr

number different than unity as well as for flows with natural or mixed convection. How-

ever, their investigation was limited to first order statistics of the temperature field, i.e.

temperature variance was not studied.

To address the shortcomings of the Reynolds Analogy, several approaches have

been proposed to enhance heat transfer prediction capabilities. These approaches are

e.g. the GGDH, which in contrast to the Reynolds Analogy, employ separate time scales

for the velocity and temperature field [14, 33], or AFM, which introduce additional cor-

relations to predict the heat flux [62, 55, 44]. However, these approaches have never

been extensively assessed and their applications are often limited to specific configura-

tions (e.g. 2D, steady state, working fluid with Pr number around unity), for which they

have been tuned. Comprehensive reviews of these methods for various Pr numbers can

be found in [76, 25].

As mentioned before, applications of the Reynolds Analogy have been mostly

limited to first order statistics of working fluids with Pr number around unity, e.g. [15,

25, 107]. As a result, the capability of the Reynolds Analogy for predicting second or-

der statistics, such as temperature variance, has not been thoroughly assessed—even in

investigations where shortcomings of this analogy are discussed [54]. Moreover, there

is a lack of comprehensive assessment including first and second order statistics of this

analogy when applied to turbulent flows of fluids with Pr number significantly different

than unity, especially for high Pr numbers. The current study presents a comprehensive

assessment of the predictive capabilities of the Reynolds Analogy for first and second

order statistics when applied to 3D wall-bounded shear flow with various fluid proper-

ties. The assessment includes sensitivity analyses with respect to the turbulence model,

grid resolution and performance of the Reynolds Analogy as a sub-grid scale model in

unsteady simulations.
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The present investigation provides useful directions towards the development

of more advanced turbulent heat flux models by identifying major shortcomings of the

Reynolds Analogy. Furthermore, it provides some guidance on grid requirement to ap-

propriately resolve the temperature spectrum when dealing with low Pr number fluids.

The chapter is organized as follows: in section 2.3, the employed turbulence

models along with relevant transport equations will be presented and discussed. In

section 2.4, an overview of test cases and the numerical approach is provided. Results

obtained from the simulations are presented and discussed in section 2.5. The chapter

concludes with a summary and conclusion in section 2.6.

2.3 Governing Equations

The current study aims to provide a comprehensive assessment of the prediction

capabilities of the Reynolds Analogy when applied to turbulent attached wall-bounded

shear flows of fluids with different Pr numbers. Towards this end, various aspects of

this analogy will be investigated. First, the sensitivity of the Reynolds Analogy with

respect to the turbulence model employed to predict the flow field will be investigated.

Therefore, two different turbulence models, i.e. k − ω − SST and k − ε − ζ − f , will

be used for steady state (RANS) simulations. In order to preclude effects of numerical

instabilities/uncertainties on the model performance, a 3-dimensional computational

domain with different mesh resolutions have been used for the RANS simulations.

As the next step, performance of the Reynolds Analogy in unsteady simulations

where the analogy provides a subgrid-scale (sgs) model is assessed. Sensitivity to grid

resolution is investigated as it is an indicator of basic properties of sgs-models. The k−

ω−SST-IDDES model will be used for the unsteady simulations. This model is a hybrid

URANS/LES model and is able to provide an accurate prediction of the flow field—

comparable to wall-modeled LES—at affordable computational cost [11]. Furthermore,

this model treats the near-wall region in URANS-model, while transitioning to LES-

mode away from the wall. This will allow investigation on the dynamics of the transition

of the Reynolds Analogy from URANS to LES-mode, where this analogy operates as
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a sgs-model. The mathematical formulation of turbulence models used in the current

study in conjunction with other transport equations (energy and temperature variance)

will be presented and discussed in the following.

2.3.1 Turbulence models

2.3.1.1 The k − ω − SST model

The k − ω − SST model is one of the most commonly used models. It employs

two transport equations, one for turbulent kinetic energy k and one for the inverse of

dissipation rate ω to provide necessary turbulence scales [61]. The model equations

read:

Dk

Dt
=

∂

∂xi

[(
ν +

νt
σk

) ∂k
∂xi

]
+ P̃k − β?ρωk, (2.1)

Dω

Dt
=

∂

∂xi

[(
ν +

νt
σω

) ∂ω
∂xi

]
+ 2(1− F1)

σω2

ω

∂k

∂xi

∂ω

∂xi
+
γ

νt
Pk − βω2, (2.2)

with P̃k = min(Pk; clε) and Pk = τij
∂ui
∂xj

as mechanical turbulent production.

Further details on model constants and functions, i.e. cl, β, β?, γ, τij, σω2, F1, are pro-

vided in [61].

2.3.1.2 The k − ε− ζ − f model

The k − ε− ζ − f is well known to be able to predict near wall effects in shear

flows [28]. In addition to the transport equation for kinetic energy k and its dissipation

ε, two more equations must be solved. The first one is a transport equation for the

velocity scale ratio ζ = v2/k and the second one is an elliptic relaxation concept to
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sensitize ζ . For brevity, the model is referred as ζ − f model. The model equations are

as follows:

Dk

Dt
=

∂

∂xi

[(
ν +

νt
σk

) ∂k
∂xi

]
+ Pk − ε, (2.3)

Dε

Dt
=

∂

∂xi

[(
ν +

νt
σε

) ∂ε
∂xi

]
+
Cε1Pk − Cε2ε

τ
, (2.4)

Dζ

Dt
=

∂

∂xi

[(
ν +

νt
σζ

) ∂ζ
∂xi

]
− ζ

k
Pk + f, (2.5)

L2∂
2f

∂x2
i

− f =
1

τ

(
c1 + C

′

2

Pk
ε

)(
ζ − 2

3

)
, (2.6)

with Pk = τij∂ui/∂xj and νt = Cµζkτ . The corresponding set of coefficients is

given in table 2.1. To complete the model, the Kolmogorov time and length scales are

used in combination with the realizability constrains introduced as lower bounds [16]:

τ = max

(
min

(
k

ε
;

a√
6Cµ|S|ζ

)
;Cτ

(ν
ε

)1/2
)
, (2.7)

L = CL max

(
min

(
k3/2

ε
;

k1/2

√
6Cµ|S|ζ

)
;Cη

(ν3

ε

)1/4
)
. (2.8)

Table 2.1: Model coefficients for the k − ε− ζ − f model
a Cµ Cε1 Cε2 c1 C

′
2 σk σε σζ Cτ CL Cη

0.6 0.22 1.4(1 + 0.012/ζ) 1.9 0.4 0.65 1 1.3 1.2 6.0 0.36 85
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2.3.1.3 The k − ω − SST-IDDES model

k − ω − SST-IDDES employs a modified version of k − ω − SST model to

improve near-wall prediction and enable unsteady calculations. It is defined with two

transport equations for k and ω:

Dk

Dt
=

∂

∂xi

[(
ν +

νt
σk

) ∂k
∂xi

]
+ Pk −

√
k3/lIDDES, (2.9)

Dω

Dt
=

∂

∂xi

[(
ν +

νt
σω

) ∂ω
∂xi

]
+ 2(1− F1)

σω2

ω

∂k

∂xi

∂ω

∂xi
+
γ

νt
Pk − βω2, (2.10)

where blending function F1, production term Pk, and model constants (γ, σk,

σw, σw2 and β) are imported from the original k−ω−SST model [61]. It should be noted

that within k−ω−SST-IDDES, only the destruction term in the k-equation is modified

by introducing the lIDDES term, whereas the ω-equation remains unchanged. lIDDES is

responsible for triggering a transition from URANS mode into a scale-resolving mode.

A detailed description of this methodology can be found in [23, 101].

2.3.2 Internal energy equation

The Reynolds-averaged internal energy equation follows as [27]:

ρcp
DT

Dt
= ST +

∂

∂xi

[(
λ
∂T

∂xi

)
− ρcpθui

]
, (2.11)

Assuming incompressible flow, constant physical properties and neglecting ad-

dition source terms (such as radiation), the equation can be written as below:

DT

Dt
=

∂

∂xi

[( ν

Pr

∂T

∂xi

)
− θui

]
. (2.12)

The quantity θui on the right hand side is called turbulent heat flux and is the

Reynolds-averaged fluctuating velocity-temperature correlation. This quantity needs to

be modeled in order to close the equation.
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The simplest and mostly used approach to model the turbulent heat flux is the

Reynolds Analogy. This approach is based on the assumption that the momentum and

thermal layer overlay and thus, have the same thickness. Therefore, it is assumed that an

accurate computation of the momentum transport leads to an accurate prediction of the

temperature field. In addition, it is assumed that the turbulent heat flux is proportional

to the mean temperature gradient [44], which leads to the following relation:

θui = −νt
σt

∂T

∂xi
, (2.13)

with σt as turbulent Prandtl number, usually taken constant equal to 0.9. Con-

cerning low Pr number fluids, this value is significantly lower than the reference value

obtained from DNS, see Fig. 2.1. In contrast, this value provides a reasonable esti-

mation for high Pr number fluids except for regions very close to solid surfaces, i.e.

y+ < 3. Nevertheless, this constant value has been often applied irrespective of work-

ing fluids under investigation (e.g. [107, 25, 52]). In this present work, various effects

of applying that constant for different working fluids will be thoroughly investigated

and discussed.

0
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0.01 0.1 1 10 100

σ
t

y+

Figure 2.1: Variation of turbulent Prandtl number σt at different Reτ and Pr numbers:
Reτ = 395 with Pr = 0.025 [38] ( ) and Pr = 0.71[38] ( ), and Reτ = 150 with
Pr = 200 [8] ( )

Moreover, it is immediately clear that the capability of the Reynolds Analogy is

limited to only first order statistics in non-homogeneous directions, and fails to predict

the heat flux in homogeneous direction when employed for steady state simulations, as

will be shown in section 2.5.
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It is worth to take a closer look at the internal energy equation, Eq. 2.12, consid-

ering a uniform heat flux along solid walls, see Fig. 2.2. The right-hand side composes

out of the thermal diffusivity term (ν/Pr)(∂T/∂xi), with ν/Pr = α, and the heat flux

vector θui. Considering small Pr numbers, the thermal diffusivity term is high and

thus, the molecular diffusion—convection—has a major effect, even away from solid

walls where effects of viscosity on the flow field are fairly small. In contrast, at high

Pr numbers flows the thermal diffusivity is small and the molecular diffusion is lim-

ited to regions close to solid surfaces, usually limited to the viscous sublayer region.

This makes high Pr number flows computationally more challenging due to the mesh

requirement to capture high non-linear near-wall effects [8, 9].

In case of unsteady calculations, the internal energy equation (Eq. 2.12) as well

as the Reynolds Analogy (Eq. 2.13) take the following form:

DT

Dt
=

∂

∂xi

[( ν

Pr

∂T

∂xi

)
− θui

sgs
]

θui
sgs

= − νt
sgs

σt,sgs

∂T

∂xi
, (2.14)

where θui
sgs

and νtsgs represent sub-grid heat flux and sub-grid eddy viscosity,

respectively. Thus, the total heat flux is the sum out of sgs and resolved (res) compo-

nents.

2.3.3 Temperature variance equation

As for a turbulent flow field, for which the characteristic time is provided by

τm = k/ε, it is also of interest to introduce a characteristic time scale for thermal

mixing, which is defined as τθ = θ2/2εθ, where θ2 is the temperature variance and εθ

its dissipation. The associated transport equations can be solved to gain insight to the

dynamics of the temperature fluctuations and also, to assess the Reynolds Analogy in
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providing such information. The modeled transport equation for θ2 reads as follows

[107]:

Dθ2

Dt
= 2Pθ2 − 2εθ +

∂

∂xi

[( ν

Pr
+
νt
σt

)∂θ2

∂xi

]
, (2.15)

where Pθ2 = −θui∂T/∂xi is the production of temperature variance and εθ is

the dissipation of temperature variance. Introducing an additional transport equation

for this quantity would be the most consistent approach. However, closing this equation

is more complex compared to modeling the equation for the dissipation of turbulent

kinetic energy ε. As stated in [107, 54], twice as many free parameters, including two

turbulent time scales (mechanical and thermal), and two production terms need to be

determined. These issues have been discussed in few investigations [110, 76, 25, 60].

However, often a simpler approach that assumes a constant thermal to mechan-

ical time-scale ratio, denoted as R = τθ/τm, is used to provide information on thermal

time scale [107, 43]. Several studies [45, 109, 44] have shown that the assumption of a

constant ratio—with a typical value of R = 0.5—works pretty well for fluids with Pr

number around unity. Nevertheless, it is commonly used even when dealing with Pr

numbers significantly different than unity [107], despite the lack of extensive assess-

ment and validation. Using the typical value of 0.5 forR leads to the following relation

for εθ and is used in this study along with the Reynolds Analogy to determine εθ in the

temperature variance equation:

εθ =
εθ2

k
. (2.16)

In case of unsteady calculations, the transport equation for the temperature vari-

ance (Eq. 2.15) takes the following form:

Dθ2
sgs

Dt
= 2P sgs

θ2
− 2εsgsθ +

∂

∂xi

[( ν

Pr
+

νsgst

σt,sgs

)∂θ2
sgs

∂xi

]
, (2.17)
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with

P sgs

θ2
= −θui

sgs ∂T

∂xi
and εsgsθ =

εsgsθ2
sgs

ksgs
. (2.18)

Thus, the total temperature variance is the sum of res and modeled/sgs compo-

nents.

2.4 Numerical Setup

The Reynolds Analogy is assessed using previously mentioned turbulence mod-

els at different Reynolds and Prandtl numbers. The details of the numerical schemes

and the flow configuration are described in the following section.

2.4.1 Flow configuration

The configuration is a fully developed turbulent channel flow, shown in Fig. 2.2.

The size of the computational domain is 2πδ, 2δ, πδ. Different Reynolds and Prandtl

numbers have been considered based on the availability of reference (DNS) data. The

details of all simulations are summarized in table 2.2. Note that the Reynolds number is

defined based on the friction velocity at wall (Uτ ) and channel half height δ. A constant

pressure gradient is applied via an additional source term in the momentum equation to

drive the flow to the targeted Reynolds number, see 2.6.2.

Figure 2.2: Sketch of horizontal channel flow configuration

Periodic boundary conditions are imposed in the streamwise and the spanwise

directions, and no-slip condition is used at both walls. For the temperature field, a mean

uniform heat flux at the walls, and periodic boundary conditions in the streamwise and
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the spanwise directions have been applied. Further, it is important to mention that the

temperature variance is set to zero at the wall. Detailed information on the influence of

the boundary condition can be found in [110, 60, 83]. The results are normalized by

the channel half width δ, the friction velocity Uτ , the kinematic viscosity ν, the density

ρ and the friction temperature Tτ . Detailed information on the mesh resolutions used

Table 2.2: Overview of simulations
Reτ Pr Reference Data Type Resolution Grids
395 0.025 Kawamura et al. [38] steady 48× 72× 48 A-100

unsteady 48× 72× 48 A-100
128× 192× 48 B-100
64× 192× 48 I-100
96× 72× 48 J-100

395 0.71 Kawamura et al. [38] steady 48× 72× 48 A-100
unsteady 48× 72× 48 A-100

128× 192× 48 B-100

150 200 Bergant et al. [8] steady 48× 72× 48 A-100/1000
48× 144× 48 M-500

unsteady 48× 72× 48 A-1000
128× 192× 96 C-250

for the unsteady state simulations are given in the corresponding sections. A simple

gradient spacing is used to achieve appropriate distribution in the wall-normal direction,

however, different spacing ratios are investigated for certain cases. Further, it should be

noted that the stretch factor r should be less than ≈ 1.2 [111, 99], which is fulfilled for

all meshes.

2.4.2 Code description

All numerical simulations presented in this chapter are performed using

OpenFOAM-v1706 with necessary modifications, provided in 2.6.2. The PISO algo-

rithm has been used for steady and unsteady calculations. Second order schemes have

been used for velocity, turbulence and thermal quantities for both steady and unsteady

simulations. Further, a Courant number around 0.05 was chosen for a reliable prediction

of the velocity and temperature field for unsteady calculations as suggested in [23].
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2.5 Results and Discussion

In the framework of the present study, the prediction capabilities of the

Reynolds Analogy for first and second order statistics at different Reynolds and

Prandtl numbers are investigated, as provided in table 2.2. This covers a wide range

of Pr numbers (O(0.01), O(1) and O(100)) to study capabilities of the Reynolds

Analogy when dynamics of heat transfer are significantly different. The main goal

here is to provide a comprehensive assessment by investigating various aspects of the

Reynolds Analogy. The results obtained from different simulations will be presented

and discussed in the following.

2.5.1 Steady state simulations

The steady state simulations are carried out using k − ω − SST and ζ − f

RANS models. It should be noted that mesh convergence studies have been done for

all simulations. While only mesh independent results are presented, a detailed analysis

on mesh requirements is presented for the simulations for Pr = 200.

2.5.1.1 Pr = 0.71

Fig. 2.3 presents results obtained for Pr = 0.71 at Reτ = 395. Mean velocity,

mean temperature and mean heat flux in wall-normal direction are in good agreements

with the DNS data. Accurate prediction of the mean temperature is also reflected in

the predicted mean Nusselt number provided in table 2.3. However, as expected the

Reynolds Analogy is incapable to predict the heat flux in the streamwise (homogeneous)

direction. This is due to the fundamental assumption underlying this methodology,

which is presented in Eq. 2.13, and leads to a non-existing streamwise heat flux.

Table 2.3: Comparison of mean Nusselt number at Reτ = 395 for Pr = 0.71
DNS [40] k − ω − SST ζ − f

Nu 36.65 36.54 37.23
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Further, rms value of temperature fluctuation (θrms) is mispredicted by both tur-

bulence models. A detailed analysis of the transport equation for θ2 (Eq. 2.15) will help

to understand the reason behind the misprediction of this quantity. The production of

θ2, given as Pθ2 = −θui∂T/∂xi, is well predicted as shown in Fig. 2.4, indicating that

the production is primary due to the temperature gradient in the wall-normal direction.

However, the thermal dissipation rate εθ is mispredicted particularly in the near-wall

region, which is thought to be the main reason of misprediction of θ2 and thus, θrms.

This is most likely due to the assumption of a constant thermal to mechanical time-scale

ratio (R). This assumption describes εθ based on ε, which could lead to a misprediction

of εθ in near-wall region, see Eq. 2.16 for details.

The Reynolds Analogy introduces a coupling between the flow field and the

thermal field via the eddy viscosity. However, a sensitivity with respect to flow field—

different prediction of νt by both turbulence models—can only be observed in θrms; the

second order statistical quantity. Further, a notable difference is only in the near-wall

region, where eddy viscosities obtained from both turbulence models are nearly identi-

cal, in contrast to the core region where the predicted eddy viscosities are significantly

different. This suggests that using the eddy viscosity to establish a coupling between

flow and thermal fields may not be sufficient to establish a consistent and responsive

coupling.

2.5.1.2 Pr = 0.025

The simulation for Pr = 0.025 is carried out at Reτ = 395 as provided in table

2.2. It should be noted that the flow field results are not shown as the temperature is

considered to be a passive scalar. Fig. 2.5 presents mean temperature and tempera-

ture rms profiles along with heat flux in the streamwise and wall-normal directions. In

contrast to the previous simulation concerning Pr = 0.71, there are discrepancies in

mean temperature (underprediction of ≈ 25% at the channel center, also reflected in

the predicted mean Nusselt number provided in table 2.4) and heat flux in wall-normal

direction (overprediction of≈ 40% in the core region) compared to DNS data. The dis-
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Figure 2.3: Evolution of mean streamwise velocity (top left), turbulent viscosity (top
right), temperature (middle left), temperature rms (middle right), streamwise heat flux
(bottom left) and wall-normal heat flux (bottom right) at Reτ = 395 for Pr = 0.71.
ζ − f : , k − ω − SST: , DNS:

crepancies are thought to be due to the inappropriate turbulent Prandtl number σt used

in the Reynolds Analogy which is significantly lower than reference value throughout

the channel, see Fig. 2.1.

Table 2.4: Comparison of mean Nusselt number at Reτ = 395 for Pr = 0.025
DNS [40] k − ω − SST ζ − f

Nu 6.60 9.12 9.33
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Figure 2.5: Evolution of temperature (top left), temperature rms (top right), streamwise
heat flux (bottom left) and wall-normal heat flux (bottom right) at Reτ = 395 for Pr =
0.025. ζ − f : , k − ω − SST: , DNS:

Unlike the simulations for Pr = 0.71, θrms is severely overpredicted over the

whole channel domain. Fig. 2.6 demonstrates production and dissipation in the trans-

port equation of θ2. Contrary to the previous simulation, production is overestimated

which results in the overprediction of θrms. The situation is worse for the dissipation:

as shown, both turbulence models fail to predict the plateau behavior of εθ, i.e. it is

mispredicted in the most part of the domain, in contrast to the previous case concerning
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Figure 2.6: Evolution of production (left) and destruction (right) of θ2 at Reτ = 395 for
Pr = 0.025. ζ − f : , k − ω − SST: , DNS:

Pr = 0.71. This confirms that the thermal time-scale cannot be predicted solely based

on mechanical time-scale when dealing with significantly low Pr numbers, which is

also important for the development of more advanced heat transfer models.

Further, it is worth mentioning that more advanced turbulence models, such as

ζ − f , might be a necessary requirement to accurately predict the thermal dissipation.

In conclusion, the results for low Pr indicate that more advanced modeling approach is

necessary even for the prediction of first order statistics.

2.5.1.3 Pr = 200

In contrast to previous numerical experiments, simulations for Pr = 200 are

carried out at Reτ = 150, due the lack of sufficient reference data at higher Reτ .

However, it was shown in [25] that for Pr = 0.71 and larger, the temperature field

development is less impacted by hydrodynamics, i.e. it is almost independent of Reτ .

Table 2.5: Details of the grid resolution for fully developed turbulent channel flow for
steady state at Reτ = 150 with Pr = 200

Grids model ∆x+ ∆y+
w −∆y+

c ∆z+ Nx Ny Nz r
DNS [8] 4.9 0.04-3.3 3.7 192 145 128 -

A-100
k − ω − SST

19.8 0.19-18.8 9.9 48 72 48 1.14
ζ − f

A-1000
k − ω − SST

19.8 0.03-27.2 9.9 48 72 48 1.21
ζ − f

M-500
k − ω − SST

19.8 0.03-12.7 9.6 48 144 48 1.09
ζ − f
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It is worth to mention that high Prandtl number fluids impose some computa-

tional challenges. As stated in [9, 8], appropriate modeling of turbulent heat transfer

requires to distinguish between the dissipative scales of velocity and temperature. This

is particularly important in high Pr number fluids, since unlike in fluids with Pr ≈ 1

and smaller, the dissipative scales are significantly smaller at high Pr number fluids:

the temperature scale is inversely proportional to the square root of the Pr number,

lθ ≈ 1/
√
Pr. Furthermore, it is shown in [40, 39, 113] that at Pr ≈ 5 the small-

est temperature scales are roughly twice as small as the smallest velocity scales. High

Pr numbers fluids have very thin thermal boundary layers close to solid surfaces—

significantly thinner than the hydrodynamic boundary layer— which leads to extremely

high temperature gradients close to the solid surface. Thus, higher grid resolutions in

wall-normal direction are required to predict the gradients accurately and to avoid nu-

merical instabilities, which has been confirmed in [10, 65] concerning Pr = 5.4 and

Pr = 10.

Therefore, a mesh convergence study has been performed for both turbulence

models including not only refinement, but also different spacing of the points in wall-

normal direction, see table 2.5. The meshes are chosen as follows: mesh A-100 is the

same as used for previous simulations, mesh A-1000 has a higher stretching factor—

while keeping same number of total cells—to decrease the size of the first cell adjacent

to the wall (∆y+
w ) such that a value close to the one used in the DNS-calculation is

reached. Mesh M-500 is only in wall-normal direction refined by factor 2 while keeping

∆y+
w same as in A-1000. It should be noted, that the results for k − ω − SST on mesh

M-500 are not shown since no further improvement of the results were obtained.

Fig. 2.7 presents mean velocity, mean temperature, rms of temperature fluc-

tuations and mean heat flux in wall-normal direction obtained on different meshes.

It should be noted that generally turbulence models have been developed based on

high Reynolds number assumption. Therefore, prediction quality of such models when

dealing with relatively low Reynolds number, such as the present case, might be de-
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creased. This is best shown in Fig. 2.8 which demonstrates the log-law indicator

φ = δu/δy ∗ y/κ.
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Figure 2.7: Evolution of mean streamwise velocity (top left), temperature (top right),
temperature rms (bottom left), wall-normal heat flux (bottom right) at Reτ = 150 for
Pr = 200. Mesh A-100 ζ − f : , k − ω − SST: , Mesh A-1000 ζ − f : ,
k − ω − SST: , Mesh M-500 ζ − f :

Mean temperature is overpredicted by roughly 15% in the core region by both

turbulence models on all grids and, both models capture the general behavior correctly

while there is no sensitivity regarding the turbulence models. As shown in Fig. 2.1,

assuming a constant value of 0.9 for σt is reasonable to expect for the regions very

close to the wall with y+ < 3. Therefore, the discrepancy in mean temperature is

likely due to the inaccurate prediction of the velocity field as shown in Fig. 2.7 and

2.8, which is somehow magnified in the mean temperature field. Concerning the heat

flux in wall-normal direction θv, a notable discrepancy/underprediction is observed in

near wall-region (y+ < 3) which can be a direct consequence of the constant σt within

the Reynolds Analogy. Further, no sensitivity regarding the turbulence model is present

in the wall-normal heat flux. In contrast to first order statistics, there is a significant
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discrepancy between model predictions and the reference DNS-data for θrms. The

k − ω − SST model underpredicts by a factor of ≈ 8, irrespective of grid resolution

and design. In contrast, the ζ − f model shows sensitivity to the mesh design and in

particular, grid spacing, i.e. different ∆y+
w . It is shown that model predictions are im-

proved when ∆y+
w approaches value close to the corresponding DNS value. Further,

refinement in the streamwise and spanwise directions did not lead to notable improve-

ments. However, despite improved results obtained from the ζ−f model, there is still a

significant underprediction for θrms. The underprediction of θrms is reflected in produc-

tion and dissipation of θ2 as shown in Fig. 2.9. While the production is well predicted,

the dissipation in near-wall region is severely mispredicted inside the thermal boundary

layer. The overprediction at y+ ≈ 2.5 leads to a strong underprediction of θrms. These
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Figure 2.9: Evolution of production (left) and destruction (right) of θ2 at Reτ = 150 for
Pr = 200. ζ−f on mesh M-500 and k−ω−SST on A-1000. ζ−f : , k−ω−SST:

, DNS:

results suggest again that the underlying assumption of complete similarity between
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thermal and mechanical time steps—or in other words ε and εθ—faces sever challenges

when dealing with non-unity Pr number fluids.

2.5.2 Unsteady simulations

Unsteady simulations have been carried out using the k − ω − SST-IDDES

model. Three different Pr numbers, i.e. 0.71, 0.025 and 200, have been considered;

similar to the steady simulations. All three Pr numbers are investigated with at least

two different resolutions to demonstrate the influence of mesh resolution, and more

importantly, to study the behavior of the Reynolds Analogy when operating as a sgs-

model. All presented results are spatial and time averaged.

2.5.2.1 Flow field considerations

It is well known that the dynamics of resolved and sub-grid flow quantities of

unsteady/hybrid calculations rely on the mesh resolution. Fig. 2.10 depicts mean veloc-

ity as well as modeled and resolved turbulent kinetic energy obtained from simulations

on different mesh resolutions, i.e. mesh A-100 and B-100, described in table 2.6. The

mean velocity is marginally influenced by the mesh resolution. Further, the composi-

tion of the kinetic energy depends on the mesh: the higher the resolution, the smaller is

the modeled kinetic energy while the total kinetic energy does not change significantly.

This is an appropriate response to mesh resolution coming from the sgs-model for the

flow field. However, a higher amount of modeled turbulent kinetic energy (compared to

the resolved part) is expected in near-wall region as model operates in URANS-mode

in those regions. This is a known problem of this methodology and has been discussed

in detail in [101]. The main purpose of the current investigation is to determine if the

sgs-model for heat transfer, based on the Reynolds Analogy, shows same dynamics as

for the flow field or responds differently to mesh resolution. Therefore, in order to

find out if that is the case the Reynolds Analogy along with the assumption of constant

R–0.5–in the transport equation of θ2 is applied in unsteady calculations.
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2.5.2.2 Pr = 0.71

The employed mesh resolutions are presented in table 2.6. Mesh A-100 is the

same mesh as used for steady simulations, which delivers mesh independent results for

steady state simulations for Pr = 0.71 and lower. Further, mesh B-100 is refined in

the streamwise and wall-normal directions as a refinement in the spanwise direction did

not show any remarkable effects. Fig. 2.11 presents the results obtained for Pr = 0.71

Table 2.6: Details of the grid resolution for fully developed turbulent channel flow at
Reτ = 395 and Pr = 0.71

Grids ∆x+ ∆y+
w −∆y+

c ∆z+ Nx Ny Nz r
DNS [38] 9.88 0.15-6.52 4.49 512 192 512 -

A-100 51.7 0.5-49.1
25.9

48 72 48 1.14
B-100 19.5 0.19-19.0 128 192 48 1.05

26



at Reτ = 395 on the coarse resolution, i.e. mesh A-100. This includes mean tempera-

ture, temperature rms (resolved and modeled), and heat fluxes (resolved and modeled)

in both the streamwise and wall-normal directions (the mean velocity is shown in Fig.

2.10). It can be observed that the mean temperature profile is overpredicted by roughly
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Figure 2.11: Evolution of temperature (top left), temperature rms (top right), stream-
wise heat flux (bottom left), wall-normal heat flux (bottom right) at Reτ = 395 for
Pr = 0.71 on mesh A-100. Mean/total: , resolved: , modeled: , DNS:

15% around the channel center line, in contrast to the steady state simulation on the

same mesh. Regarding θrms, the near-wall behavior of the total quantity is in accept-

able agreement with DNS data while the behavior further away is mispredicted. More

importantly, a higher amount of the modeled part—compared to resolved part—is ex-

pected in near-wall region. This may lead to conclusion that the model tries to resolve

most of thermal structures irrespective of mesh resolution, a similar behavior as the

turbulent kinetic energy in the flow field.

Concerning heat fluxes, there is only the resolved part for the streamwise heat

flux θux, which shows the same mispredicted behavior as θrms. Concerning the wall-

normal heat flux θv, it can be seen that the total heat flux is in good agreement with the
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reference data with a non-negligible amount of modeled part in the near-wall region.

This behavior is consistent when performing simulation on a mesh, which does not

support DNS/LES in near-wall region.

Table 2.7: Comparison of mean Nusselt number at Reτ = 395 for Pr = 0.71
DNS [40] A-100 B-100

Nu 36.65 33.70 34.23

The same quantities obtained on the finer resolution, mesh B-100, are presented

in Fig. 2.12. As expected, all results (including mean Nusselt number, see table 2.7)

have been improved, while modeled part of θv and θrms are vanished. The reduction

of the modeled part is a consistent/appropriate response to mesh refinement. It should

be noted again that even the finer resolution is still not appropriate to perform DNS

calculation for thermal quantities and thus, (almost) complete vanishing of modeled

parts of θv and θrms should not happen. This may lead to the conclusion that the sgs-

model for thermal effects provided by the Reynolds Analogy does not indicate a con-

sistent/appropriate sensitivity to mesh resolution, particularly concerning second order

statistics. Therefore, application of such model to capture complex near-wall phenom-

ena might lead to inaccuracies.

2.5.2.3 Pr = 0.025

Table 2.8: Details of the grid resolution for fully developed turbulent channel flow at
Reτ = 395 for Pr = 0.025

Grids ∆x+ ∆y+
w −∆y+

c ∆z+ ARc Nx Ny Nz r
DNS [38] 9.88 0.15-6.52 4.49 - 512 192 512 -

A-100 51.69 0.5-49.1
25.9

1.05 48 72
48

1.14
B-100 19.47 0.19-19.0 1.02 128 192 1.05
I-100 38.84 0.19-18.90

26.0
2.05 64 192

48
1.05

J-100 26.17 0.50-49.73 0.53 96 72 1.14

Warhaft [122] performed theoretical investigation on dynamics of heat transfer

and thermal boundary layer concerning fluids with different Pr numbers. It was sug-

gested that the isotropy of mesh may play a role to capture/resolve the temperature spec-

trum of low Pr number fluids. Thus, these fluids may need certain requirements on the
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Figure 2.12: Evolution of temperature (top left), temperature rms (top right), stream-
wise heat flux (bottom left), wall-normal heat flux (bottom right) at Reτ = 395 for
Pr = 0.71 on mesh B-100. Mean/total: , resolved: , modeled: , DNS:

mesh design. To investigate this assumption, four different grids with different designs

and resolutions are considered, see table 2.8. This table provides additional information

on mesh design such as grid aspect ratio at the channel center ARc = ∆x/∆yc. While

grid A-100 and B-100 are isotrop (ARc of O(1)), other grids—I-100 and J-100—are

anisotrop around the channel center, see Fig. 2.13.

The grid sizes are chosen as follows: grid A-100 and B-100 are presented

to show influence of the mesh resolution on model behavior (as previously done for

Pr = 0.71). Grids I-100 and J-100 are in addition—with higher degrees of anisotropy

away from the wall—to demonstrate the behavior of certain statistics on these meshes.

Further, all used meshes are highly anisotrop in wall-region (see Fig. 2.13) since

k− ω− SST-IDDES operates in URANS-mode in near-wall region and thus, a RANS-

type meshing is necessary. Results obtained on different resolutions in the spanwise

direction (not shown) did not show remarkable differences, i.e. mesh/grid resolution in

z-direction does not have a notable impact on the results—as long as mesh resolution in
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both isotropic meshes, A-100 and B-100, overly. Mesh A-100: , Mesh B-100: ,
Mesh I-100: , Mesh J-100:

spanwise direction is enough to allow the full development of the turbulent field in this

direction.

Mean velocity, kinetic energy (sgs, resolved and total components), mean tem-

perature and rms of temperature fluctuations (sgs, resolved and total components) ob-

tained on four different mesh designs are shown in Fig. 2.14. As expected, flow field

does not show a great sensitivity to mesh design and all associated quantities such as

mean velocity and total turbulent kinetic energy are fairly well predicted. Further, for

both isotropic meshes (A-100 and B-100), the mean temperature as well as θrms are

in good agreement with the reference data, while for the anisotropic meshes (I-100

and J-100) both quantities are overestimated. Table 2.9 provides mean Nusselt number

obtained on different grids, which shows consistancy with the mean temperature pre-

diction accuracy. Thus, especially the second order statistic of the temperature shows a

high sensitivity to the mesh design at low Pr numbers. Further, the sgs-component of

θrms does not show any mesh sensitivity—regardless of the mesh design. This is also

present in the behavior of the heat fluxes, see Fig. 2.15.

The obtained results suggest that anisotropy in the mesh for LES-part of the

simulation (core region of the channel), where large scale thermal structures need to

be resolved will lead to misprediction of the temperature spectrum and ultimately mis-

prediction of mean temperature and temperature variance/θrms. This is also reflected
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Figure 2.14: Mean velocity (first column), kinetic energy (second column), mean tem-
perature (third column) and temperature rms (fourth column) for mesh A-100 (first
row), I-100 (second row), J-100 (third row) and B-100 (fourth row) at Reτ = 395 for
Pr = 0.025. Mean/total: , resolved: , modeled: , DNS:

in mesh design of the corresponding DNS-simulation, which have isotropic cells in the

core region, see table. 2.8.

Table 2.9: Comparison of mean Nusselt number at Reτ = 395 for Pr = 0.025
DNS [40] A-100 B-100

Nu 6.60 6.57 6.30

Further, it seems that the grid shape (AR) plays a more important role for re-

solving the thermal structure compared to the grid resolution. It seems that isotropic
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Figure 2.15: Comparison of streamwise heat flux (left) and normal heat flux (right) for
mesh A-100 (top) and B-100 (bottom) at Reτ = 395 for Pr = 0.025. Mean/total: ,
resolved: , modeled: , DNS:

mesh (AR ≈ 1) is necessary to accommodate (isotropic) thermal structures in isotropic

(close to isotropic) cells in the core region to prevent destroying them by for exam-

ple over-resolving. Therefore, it may be concluded that designing a mesh fine enough

to capture—resolve unsteady—flow structures accurately (but close to isotropic in the

core region) is just enough to capture large thermal structures residing away from solid

surfaces.

2.5.2.4 Pr = 200

Table 2.10: Details of the grid resolution for fully developed turbulent channel flow at
Reτ = 150 for Pr = 200

Grids ∆x+ ∆y+
w −∆y+

c ∆z+ Nx Ny Nz r
DNS [8] 12.3 0.04-3.3 4.6 192 145 128 -
A-1000 19.5 0.03-27.7 9.7 48 72 48 1.21
C-250 7.5 0.03-8.7 5.1 128 192 96 1.06
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As already discussed for steady state simulations of Pr = 200 at Reτ = 150,

the grid spacing/resolution plays an integral role. Thus, a mesh convergence study was

done using two different resolutions, described in table 2.10. The grids are chosen as

follows: mesh A-1000 is the same as for the steady state case and mesh C-250 keeps the

same ∆y+
w value—close to DNS—with increased resolution in all directions. Further,

in contrast to low Pr numbers, the aspect ratio of center cells around the channel center

does not play a role for high Pr numbers (results are not shown).

As mentioned before, capturing the thermal effects at high Pr numbers fluids is

very challenging as the thermal boundary layer is very thin—compared to the bound-

ary of the flow, which leads to very dominant wall effects. As a results, investigating

thermal boundary layers at high Pr numbers are limited to relatively low Reτ due to

the prohibitively expensive computational cost [9, 8]. This also indicates the necessity

to develop more advanced turbulent heat transfer models, which are computationally

affordable.

Results obtained for mean temperature, temperature fluctuations (θrms), as well

as heat fluxes—the streamwise and wall-normal directions—on mesh A-1000 are shown

in Fig. 2.16. In contrast to previous simulations, mean temperature is underpredicted

by roughly 5% while the streamwise heat flux is overpredicted at the peak value. The

situation for θrms is worse with negligible modeled part. The sgs-model is incapable to

capture the near-wall dynamics and provide appropriate results, while the resolution is

too coarse to capture dynamics of θrms accurately near the wall. The heat flux in wall-

normal direction shows a mispredicted tendency compared to DNS data. Further, the

modeled part of the heat flux—calculated by the Reynolds Analogy—is considerably

high close to the wall. However, due to intrusion (a known problem discussed in [101]),

the resolved part of the flux is not negligible in this region, which leads to inaccurate

prediction of the total heat flux.

Fig. 2.17 presents the same results obtained on a finer resolution, mesh C-250.

While general improvements can be observed for temperature and θrms, the mesh res-

olution is not fine enough to deliver acceptable results for the thermal second order
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Figure 2.16: Evolution of temperature (top left), temperature rms (top right), stream-
wise heat flux (bottom left) and wall-normal heat flux (bottom right) at Reτ = 150 for
Pr = 200 on mesh A-1000. Mean/total: , resolved: , modeled: , DNS:

statistics. Concerning heat fluxes, there are no remarkable improvements as the resolu-

tion is increased. This might be due to the fact that (almost) all turbulence models are

developed to predict high Reynolds number flows and therefore, appropriate response

to grid resolution at this low Reτ may not be expected.

The results obtained for various Pr numbers suggest that the Reynolds Analogy

cannot play an integral role in modeling sub-grid thermal effects and fails to feature

basic properties of an appropriate sgs-model particularly for high Pr number fluids.

2.6 Conclusion and Outlook

In this study, capability of the Reynolds Analogy to predict turbulent heat trans-

fer has been thoroughly assessed. This includes the application of this analogy to turbu-

lent wall-bounded shear flows at different Reynolds and Prandtl numbers within steady

and unsteady state calculations. In case of steady state calculations, the Reynolds Anal-

ogy is able to provide acceptable results for first order statistics, i.e. mean temperature in
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Figure 2.17: Evolution of temperature (top left), temperature rms (top right), stream-
wise heat flux (bottom left) and wall-normal heat flux (bottom right) at Reτ = 150 for
Pr = 200 on mesh C. Mean/total: , resolved: , modeled: , DNS:

non-homogeneous direction limited only to fluids with Prandtl numbers close to unity.

Concerning unsteady simulations, this methodology fails to feature basic properties of

an appropriate sub-grid scale model, mainly due to insensitivity to mesh resolution, i.e.

pushing simulation towards direct numerical simulation on any grid resolution. This

could lead to enormous prediction error when near-wall phenomena are of importance

and thus, the Reynolds Analogy may not be considered as a reliable sub-grid scale

modeling strategy.

Further, it was shown that capturing/resolving the temperature spectrum of low

Pr number fluids needs a certain mesh design, i.e. isotropic away from the solid sur-

face to avoid misprediction. In contrast, an extremely high resolution mesh along with

specific spacing in near-wall regions is necessary to achieve acceptable prediction ac-

curacies of thermal field of high Pr number fluids. However, it was shown that there

is a need for advanced models that can provide accurate prediction of the thermal time

scale (or εθ), in addition to appropriate grid design in near-wall regions.
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The obtained results suggest that using zero-equation approach (the Reynolds

Analogy) cannot be deemed as an appropriate predictive tool for design and optimiza-

tion purposes. This strongly suggests moving towards more advanced turbulent heat

transfer models consistent with thermodynamic laws. This requires the application of

one-equation or algebraic models to model heat transfer phenomena [109], in conjunc-

tion with advanced turbulence models capable of capturing complex, nonlinear, and

anisotropic near-wall effects.
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2.6.1 Nomenclature

Name
cp specific heat capacity at constant pressure
f elliptic relaxation
h convective heat transfer coefficient
k kinetic energy
r grid stretching factor in y-direction
ui velocity fluctuations
ui mean velocity
qi heat flux density vector
qw wall heat flux
y+ yPlus
L characteristic length
AR = ∆x/∆yc cell size ratio
Pr Prandtl
R = τθ/τm mechanical to thermal time scale ratio
Nu = hL/λ mean Nusselt number
Reτ = Uτδ/ν turbulent Reynolds number
ST source terms in temperature equation
T mean temperature
Tτ = ρ/cpqwUτ friction temperature
Tw wall temperature
Uτ = Reτν/δ =

√
τw/δ friction velocity

Ui = ui + ui total velocity

36



Ub bulk velocity
α = λ/ρcp thermal diffusivity
δ channel half height
ε dissipation of kinetic energy
εθ dissipation of the temperature variance
ζ = v2/k velocity scale ratio
θ Temperature fluctuations
θui turbulent heat flux
θ2 temperature variance
κ = 0.41 von Karman constant
λ thermal conductivity
µ dynamic viscosity
ν kinematic viscosity
νt turbulent kinematic viscosity
ρ density
σsgs turbulent Prandtl number for sgs
σt turbulent Prandtl number
τm = k/ε mechanical time scale
τθ = θ2/2εθ thermal time scale
τw wall shear stress
φ = δu/δy ∗ y/κ log-law indicator
ω dissipation rate of kinetic energy
∆x+,∆y+,∆z+ normalized cell size in x,y,z-direction
∆y+

w ,∆y
+
c normalized cell size in y-direction for first cell

adjacent to the wall and channel center, respectively
( )sgs sub-grid component
( )res resolved component
( )tot total
( ) mean value
〈( )〉 spatial and time averaged
( )
′ fluctuating component

( )+ normalized by wall variables/fluid properties

Appendix

2.6.2 Modification of momentum and energy equations

To drive the flow, a momentum source term Su is added to the momentum equa-

tion, for details see e.g. [38]. The momentum equation as implemented in OpenFOAM

with p? = p/ρ as follows:

Dui
Dt

= −∂p
?

∂xi
+ τij

∂ui
∂xi

+ Su (2.19)
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where Su = U2
τ /δ.

Since cyclic boundary conditions are used in combination with a uniform heat

flux at the walls, the energy equation must be rewritten with an additional source term

ST to obtain a physical correct solution. While the original reformulation given by [80]

includes dimensions, the dimensionless temperature equation as given by [38] is used

by most authors. However, the variation formulated by [15] is used; given as following:

DT

Dt
=

∂

∂xi

( ν
Pr
∂T

∂xi
− θui

)
+ ST (2.20)

where ST = uxqw/(ρcpubδ).
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3.1 Abstract

Heat transfer modeling plays a major role in design and optimization of modern

and efficient thermal-fluid systems. Further, turbulent flows are thermodynamic pro-

cesses, and thus, the second law of thermodynamics can be used for critical evaluations

of such heat transfer models. However, currently available heat transfer models suf-

fer from a fundamental shortcoming: their development is based on the general notion

that accurate prediction of the flow field will guarantee an appropriate prediction of

the thermal field, known as the Reynolds Analogy. In this work, an assessment of the

capability of the in predicting turbulent heat transfer when applied to shear flows of flu-

ids of different Prandtl numbers will be given. Towards this, a detailed analysis of the

predictive capabilities of the concerning entropy generation is presented for steady and

unsteady state simulations. It turns out that the Reynolds Analogy provides acceptable

results only for mean entropy generation, while fails to predict entropy generation at

small/sub-grid scales.
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3.2 Introduction

There are various systems where turbulent heat transfer plays an important role

in the development and optimization. These include cooling systems for nuclear power

plants, where liquid metal is used as coolant [71, 12], boiler systems for biomass com-

bustion [50], and heat exchange devices in petroleum industry [78], to name just a

few. Further, all of these systems share important commonalities: first, experimental

investigations are either not possible or prohibitively expensive [106] and second, the

underlying thermodynamics process must be as efficient as possible to avoid loss of

energy. Optimizing these systems require a detailed insight into the complex dynam-

ics of heat and mass transfer, demanding advanced and reliable models. In addition,

various systems employ working fluids with significantly different Prandtl (denoted as

Pr) numbers (ranging from Pr � 1 for liquid metal to a few hundreds for crude oils).

The variety in Pr numbers stresses the prediction capabilities of turbulent heat transfer

models. Further, the challenge of modeling turbulent heat transfer arises from its strong

and complex coupling to the turbulent field. Thus, a reliable model for the flow field

(momentum transport) is a mandatory condition for a model of turbulent heat trans-

fer. As a consequence, the main focus in research/modeling was on the modeling of

momentum field in the past decades [107].

Turbulent momentum and heat transfer are based on the same underlying phys-

ical mechanism of cross-streamwise mixing of fluid elements [107]. Thus, the funda-

mental assumption that a correct prediction of the momentum transport leads to appro-

priate prediction of the heat transfer is often made. This analogy is based on the eddy

diffusivity approach and well-known as Reynolds Analogy [107]. While this concept

is a drastic simplification, it is still widely applied to a large majority of industrial ap-

plications of CFD when first order statistical quantities such as mean temperature and

Nußelt number are of interest.

Furthermore, turbulent flows are thermodynamic processes and the directions

of all such processes are restricted by the second law of thermodynamics. Thus,

this law can be used for critical evaluation of turbulence and heat transfer models as
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discussed in [91]. In applications, irreversibilities—described by the second law of

thermodynamics—decrease the available energy of the working fluid [4]. This leads to

an increase of system entropy and entropy generation [41, 120, 119]. In conjunction

with heat transfer and fluid mechanic principles, it is possible to evaluate the impact

of irreversibilities related to heat transport and thermo-fluid systems. Various investi-

gations using the entropy concept including different configurations and physical pro-

cesses with a variety of numerical and analytical approaches to better understanding of

the process can be found in [3, 88, 46, 59, 91].

Based on this concept, only a few DNS can be found in literature [93, 89, 73, 19,

37, 47], which are restricted to simple geometries and low-to-medium Reynolds num-

bers due to the high computational cost. To overcome this problem, RANS approaches

have been often used to study entropy generation dynamics at high Reynolds numbers.

These investigations are reported in few studies [121, 36, 103, 104, 114]. However,

it is well known, that prediction capabilities of RANS models are limited when deal-

ing turbulent flows with large scale and unsteady characteristics. Unsteady approaches

could offer a potential alternative strategy that allow prediction of unsteady dynamics of

the flow field, such as hybrid URANS/LES. These overcome restrictions by DNS and

RANS simulations to predict flow and thermal statistics accurately, yet computationally

affordable. Despite the potential of LES and hybrid approaches, only a few publications

using these concepts for entropy analyses are available [91, 30].

Concerning heat transfer modeling, it is to note that both RANS (steady) and

unsteady approaches employ mainly the Reynolds Analogy to predict the thermal quan-

tities (total/sub-grid part). This investigation aims to provide a comprehensive assess-

ment of capabilities of the Reynolds Analogy to predict the entropy generation dynam-

ics particularly through heat transfer in different turbulent environments (working fluids

with different Prandtl numbers).

The rest of this chapter is organized as follows: in section 3.3, the employed tur-

bulence models along with relevant transport equations will be presented and discussed.

In section 3.4, an overview of test cases and numerical approach is provided. Results
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obtained from the simulations are presented and discussed in section 3.5. The chapter

ends up with a summary and conclusion in section 3.6.

3.3 Governing Equations

The current study aims to provide a comprehensive assessment of the prediction

capabilities of the Reynolds Analogy for entropy production when applied to turbulent

attached wall-bounded shear flows of fluids with different Pr numbers. Towards this

end, various aspects of this analogy regarding entropy production will be investigated.

First, the sensitivity of the Reynolds Analogy with respect to the turbulence model em-

ployed to predict the flow field will be investigated. Therefore, two different turbulence

models, i.e. k−ω−SST and k− ε− ζ− f , will be used for steady state (RANS) simu-

lations. In order to prelude effects of numerical instabilities/uncertainties on the model

performance, 3-dimensional domains with appropriate mesh resolutions have been used

for the RANS simulations.

As the next step, performance of the Reynolds Analogy in unsteady simula-

tions where the analogy operates as a sgs model is assessed. Sensitivity to grid res-

olution is investigated as it is an indicator of basic properties of sgs-models. The

k − ω − SST-IDDES model will be used for the unsteady simulations. This model

is a hybrid URANS/LES model and is able to provide an accurate prediction of the flow

field—comparable to wall-modeled LES—at affordable computational cost [11]. The

mathematical formulation of turbulence models used in the current study in conjunc-

tion with other transport equations (energy, temperature variance and entropy) will be

presented and discussed in the following.

3.3.1 Turbulence Models

3.3.1.1 The k − ω − SST model

The k − ω − SST model is one of the most commonly used models. It employs

two transport equations, one for turbulent kinetic energy k and one for the inverse of
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dissipation rate ω to provide necessary turbulence scales [61]. The model equations

read:

Dk

Dt
=

∂

∂xi

[(
ν +

νt
σk

) ∂k
∂xi

]
+ P̃k − β?ρωk, (3.1)

Dω

Dt
=

∂

∂xi

[(
ν +

νt
σω

) ∂ω
∂xi

]
+ 2(1− F1)

σω2

ω

∂k

∂xi

∂ω

∂xi
+
γ

νt
Pk − βω2, (3.2)

with P̃k = min(Pk; clε) and Pk = τij
∂ui
∂xj

as mechanical turbulent production.

Further details on model constants and functions, i.e. cl, β, β?, γ, τij, σω2, F1, are pro-

vided in [61].

3.3.1.2 The k − ε− ζ − f model

The k − ε− ζ − f is well known to be able to predict near wall effects in shear

flows [28]. In addition to the transport equation for kinetic energy k and its dissipation

ε, two more equations are solved. The first one is a transport equation for the velocity

scale ratio ζ = v2/k and the second one is an elliptic relaxation concept, f , to sensitize

ζ . For brevity, the model is referred as ζ−f model. The model equations are as follows:

Dk

Dt
=

∂

∂xi

[(
ν +

νt
σk

) ∂k
∂xi

]
+ Pk − ε, (3.3)

Dε

Dt
=

∂

∂xi

[(
ν +

νt
σε

) ∂ε
∂xi

]
+
Cε1Pk − Cε2ε

τ
, (3.4)

Dζ

Dt
=

∂

∂xi

[(
ν +

νt
σζ

) ∂ζ
∂xi

]
− ζ

k
Pk + f, (3.5)

L2∂
2f

∂x2
i

− f =
1

τ

(
C1 + C

′

2

Pk
ε

)(
ζ − 2

3

)
, (3.6)
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with Pk = τij
∂ui
∂xj

and νt = Cµζkτ . Further details on model constants and

functions, i.e. τij, τ, C1, C
′
2, Cε1, Cε2, are provided in [28].

3.3.1.3 The k − ω − SST-IDDES model

k − ω − SST-IDDES employs a modified version of k − ω − SST model to

improve near-wall prediction and enable unsteady calculations. It is defined with two

transport equations for k and ω:

Dk

Dt
=

∂

∂xi

[(
ν +

νt
σk

) ∂k
∂xi

]
+ Pk −

√
k3/lIDDES, (3.7)

Dω

Dt
=

∂

∂xi

[(
ν +

νt
σω

) ∂ω
∂xi

]
+ 2(1− F1)

σω2

ω

∂k

∂xi

∂ω

∂xi
+
γ

νt
Pk − βω2, (3.8)

where blending function F1, production term Pk, and model constants (γ, σk,

σw, σw2 and β) are imported from the original k−ω−SST model [61]. It should be noted

that within k−ω−SST-IDDES, only the destruction term in the k-equation is modified

by introducing the lIDDES term, whereas the ω-equation remains unchanged. lIDDES is

responsible for triggering a transition from URANS mode into a scale-resolving mode.

A detailed description of this methodology can be found in [23, 101].

3.3.2 Energy equation and heat transfer model

The Reynolds-averaged energy equation follows as [27]:

ρcp
DT

Dt
= ST +

∂

∂xi

[(
λ
∂T

∂xi

)
− ρcpθui

]
, (3.9)
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Assuming incompressible flow, constant physical properties and neglecting ad-

dition source, ST , terms such as radiation, the equation for the mean temperature T can

be written as below:

DT

Dt
=

∂

∂xi

[( ν

Pr

∂T

∂xi

)
− θui

]
. (3.10)

The quantity θui on the right hand side is called turbulent heat flux and is the

Reynolds-averaged fluctuating velocity-temperature correlation. This quantity needs to

be modeled in order to close the equation.

The simplest and mostly used approach to model the turbulent heat flux is the

Reynolds Analogy. This approach is based on the assumption that the momentum and

thermal layer overlay and thus, have the same thickness. Therefore, it is assumed that an

accurate computation of the momentum transport leads to an accurate prediction of the

temperature field. In addition, it is assumed that the turbulent heat flux is proportional

to the mean temperature gradient [44], which leads to the following relation:

θui = −νt
σt

∂T

∂xi
, (3.11)

with σt as turbulent Prandtl number, usually taken constant equal to 0.9 [107].

This value is suitable/appropriate only for fluids with Pr number around unity. Con-

cerning low Pr number fluids, this value is significantly lower than the averaged ref-

erence value obtained from DNS, see Figure 3.1. However, this value provides a rea-

sonable estimation for high Pr number fluids except for regions very close to solid

surfaces, i.e. y+ < 3, see Fig. 3.1.

Moreover, it is immediately clear that the capability of the Reynolds Analogy

is limited to only first order statistics in non-homogeneous directions, and thus, fails to

predict the heat flux in homogeneous direction when employed for steady state simula-

tions.

In case of unsteady calculations, the internal energy equation (Eq. 3.10) as well

as the Reynolds Analogy (Eq. 3.11) take the following form:
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DT

Dt
=

∂

∂xi

[( ν

Pr

∂T

∂xi

)
− θui

sgs
]

and θui
sgs

= −νt
sgs

σsgst

∂T

∂xi
, (3.12)

where θui
sgs

and νtsgs represent sub-grid heat flux and sub-grid eddy viscosity,

respectively. Thus, the total heat flux is the sum out of subgrid-scale (sgs) and res

components.

3.3.3 Temperature variance equation

As for a turbulent flow field, for which the characteristic time is provided by

τm = k/ε, it is also of interest to introduce a characteristic time scale for thermal

mixing which can be given as τθ = θ2/2εθ, where θ2 is the temperature variance and εθ

its dissipation. This quantities are important for an entropy analyses as will be shown

later. The modeled transport equation for θ2 reads as follows [107]:

Dθ2

Dt
= 2Pθ2 − 2εθ +

∂

∂xi

[( ν

Pr
+
νt
σt

)∂θ2

∂xi

]
, (3.13)

where Pθ2 = −θui∂T/∂xi is the production of temperature variance and εθ is

the dissipation of temperature variance. Introducing an additional transport equation

for this quantity would be the most consistent approach to close equation 3.13. How-

ever, closing this equation is more complex compared to modeling the equation for the
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Figure 3.1: Variation of turbulent Prandtl number σt at different Reτ and Pr numbers:
Reτ = 395 with Pr = 0.025 [38] ( ) and Pr = 0.71[38] ( ), and Reτ = 150 with
Pr = 200 [8] ( )
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dissipation of turbulent kinetic energy ε. As stated in [107], twice as many free parame-

ters, including two turbulent time scales (mechanical and thermal), and two production

terms need to be determined. These issues have been discussed in few investigations

[110, 76, 25, 60].

However, often a simpler approach that assumes a constant thermal to mechan-

ical time-scale ratio, denoted as R = τθ/τm, is used to provide information on thermal

time scale [107, 43]. Several studies [45, 109, 44] have shown that the assumption of a

constant ratio—with a typical value of R = 0.5—works pretty well for fluids with Pr

number around unity. Nevertheless, it is commonly used even when dealing with Pr

numbers significantly different than unity [107], despite the lack of extensive assess-

ment and validation. Using the typical value of 0.5 forR leads to the following relation

for εθ and is used in this study along with the Reynolds Analogy to determine εθ in the

temperature variance equation:

εθ =
εθ2

k
. (3.14)

In case of unsteady calculations, the transport equation for the temperature vari-

ance (equation 3.13) takes the following form:

Dθ2
sgs

Dt
= 2P sgs

θ2
− 2εsgsθ +

∂

∂xi

[( ν

Pr
+
νsgst

σsgsk

)∂θ2
sgs

∂xi

]
, (3.15)

with

P sgs

θ2
= −θui

sgs ∂T

∂xi
and εsgsθ =

εsgsθ2
sgs

ksgs
. (3.16)

Thus, the total temperature variance is the sum of res and sgs components.

3.3.4 Entropy equation

Entropy generation due to different mechanisms will be presented and discussed

in the following. Under the assumptions of Cartesian coordinates, incompressible fluid,
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single-phase flow, non-reacting and Fourier heat conduction the second law of thermo-

dynamics can be expressed as a local imbalance as below [112]:

ρ
Ds

Dt
+

∂

∂xi

[qi
Θ

]
= Πv + Πq ≥ 0. (3.17)

The two production terms, Πv and Πq, represent important mechanisms for en-

tropy production. If production due to radiation is neglected, these two are as below:

Πv =
µ

Θ

(∂Ui
∂xj

+
∂Uj
∂xi

)∂Ui
∂xj

, (3.18)

Πq =
1

Θ2
qi
∂Θ

∂xi
=

λ

Θ2

∂Θ

∂xi

∂Θ

∂xi
, (3.19)

where Πv is the production due to the viscous dissipation and Πq is the produc-

tion by heat transfer due to finite temperature gradients. These terms are always positive

and thus, act as source terms. Both terms need to be calculated for entropy generation

analysis, since they are responsible for irreversibilities evolving in heat transferring vis-

cous fluid flows.

3.3.4.1 Entropy production - steady state calculations

In the concept of Reynolds Averaged Navier Stokes equation (RANS), equa-

tion 3.17 holds the instantaneous values, and following the Reynolds decomposition

[51, 52], this equation can be decomposed into mean and fluctuating parts. Accord-

ingly, entropy production due to viscous dissipation can be decomposed into mean and

fluctuating parts, i.e. Πv = Πv + Π
′
v, with

Πv =
µ

T

(∂ui
∂xj

+
∂uj
∂xi

)∂ui
∂xj

, (3.20)

Π
′

v =
µ

T

(∂ui
∂xj

+
∂uj
∂xi

)∂ui
∂xj

=
µ

T

(∂ui
∂xj

)2

︸ ︷︷ ︸
A

. (3.21)
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Calculation of Πv is possible using knowledge on mean values of velocity and

temperature, which are always known in calculations. In contrast, Π
′
v is not closed

and has to be modeled. Considering the exact equation for turbulent dissipation,

ε = ν(∂ui/∂xj)2, and thus, by assuming an equivalence between ε and the term A,

discussed in [51], equation 3.21 can be approximated via known mean-values as below:

Π
′

v =
ρ

T
ε. (3.22)

Similarly, entropy production due to heat transfer can be decomposed into mean

and fluctuation parts, i.e. Πq = Πq + Π
′
q, with

Πq =
λ

T 2

∂T

∂xi

∂T

∂xi
, (3.23)

Π
′

q =
λ

T 2

∂θ

∂xi

∂θ

∂xi
=

λ

T 2

( ∂θ
∂xi

)2

︸ ︷︷ ︸
B

. (3.24)

Again, Πq can be calculated via known mean-quantities while Π
′
q needs to be

modeled. Considering the exact equation for thermal dissipation, εθ = 2α(∂θ/∂xi)2,

and thus, by assuming a local equilibrium between εθ and term B entropy production

due to heat transfer as well as using the Boussinesq approximation for the production

term, discussed in [51], equation 3.24 can be approximated as:

Π
′

q =
ρcp
T 2

εθ. (3.25)

Since εθ is not directly known without a transport equation, it can be calculated

using the model given by equation 3.14.
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3.3.4.2 Entropy production - unsteady calculations

In contrast to the steady state approach, the entropy production terms in equation

3.17 must be split in res- and sgs-components as below:

Πv ≈

〈
µ

T

(∂ui
∂xj

+
∂uj
∂xi

)∂ui
∂xj

〉
︸ ︷︷ ︸

〈Πresv 〉

+

(
〈Πv〉 −

〈
µ

T

(∂ui
∂xj

+
∂uj
∂xi

)∂ui
∂xj

〉)
︸ ︷︷ ︸

〈Πsgsv 〉

, (3.26)

Πq ≈

〈
λ

T 2

∂T

∂xi

∂T

∂xi

〉
︸ ︷︷ ︸

〈Πresq 〉

+

(
〈Πq〉 −

〈
λ

T 2

∂T

∂xi

∂T

∂xi

〉)
︸ ︷︷ ︸

〈Πsgsq 〉

, (3.27)

where 〈( )〉 donates spatial and time averaging (ensemble averaging). The res-

components can be calculated via known mean quantities while sgs-components will

be approximated following [91] as below:

〈Πsgs
v 〉 ≈

ρ

T
〈εsgs〉, (3.28)

〈Πsgs
q 〉 ≈

cpρ

T 2
〈εθsgs〉. (3.29)

3.4 Numerical Setup

The Reynolds Analogy is assessed using previously mentioned turbulence mod-

els at different Reynolds and Prandtl numbers. The details of the numerical schemes

and the respective flow configuration are described in the following section.
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3.4.1 Flow configuration

Figure 3.2: Sketch of horizontal channel flow configuration [39]

The configuration is a fully developed turbulent channel flow, shown in Fig-

ure 3.2. The size of the computational domain is 2πδ, 2δ, πδ. Different Reynolds and

Prandtl numbers have been considered based on the availability of reference (DNS)

data. The details of all simulations are summarized in Table 3.1. Note that the Reynolds

number is defined based on the friction velocity at wall (Uτ ) and channel half height δ.

A constant pressure gradient is applied via an additional source term in the momentum

equation to drive the flow to the targeted Reynolds number. Periodic boundary condi-

tions are imposed in the streamwise and the spanwise directions, and no-slip condition

is used at both walls. For the temperature field, a mean uniform heat flux at the walls,

and periodic boundary conditions in the streamwise and the spanwise directions have

been applied. Further, it is important to mention that the temperature variance is set to

zero at the wall. Detailed information on the influence of the boundary condition can

be found in [110, 60, 83]. The results are normalized by the channel half width δ, the

friction velocity Uτ , the kinematic viscosity ν, the density ρ, the friction temperature

Tτ , and the friction entropy production rate Sτ .

Detailed information on the mesh resolutions used for the unsteady state simu-

lations are given in Table 3.2. A simple gradient spacing is used to achieve appropriate

distribution in the wall-normal direction. Further, it should be noted that the stretch

factor r should be less than ≈ 1.2 [111, 99], which is fulfilled for all meshes.

It is worth mentioning that, to the best of authors’ knowledge, no explicit DNS

data are available on the entropy generation in a fully developed turbulent channel flow,
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Table 3.1: Overview of simulations
Reτ Pr Reference Type Resolution Grids
395 0.025 Kawamura et al. [38] steady

48× 72× 48 A-100
unsteady
unsteady 128× 192× 48 B-100

395 0.71 Kawamura et al. [38] steady
48× 72× 48 A-100

unsteady
unsteady 128× 192× 48 B-100

150 200 Bergant et al. [8] steady
48× 72× 48 A-1000

unsteady
unsteady 128× 192× 96 C-250

i.e. entropy production has been calculated using available DNS data for quantities such

as velocity and temperature as input data for relations discussed in Section 3.3.4. For

this study the required DNS data have been taken from [38, 8].

Table 3.2: Details of the grid resolution for fully developed turbulent channel flow for
unsteady state simulations

Reτ Grids ∆x+ ∆y+
w −∆y+

c ∆z+ Nx Ny Nz r

395
DNS [38] 9.88 0.15-6.52 4.59 512 192 512 -

Mesh A-100 51.7 0.49-19.1
25.9

48 72
48

1.14
Mesh B-100 19.5 0.19-19.0 128 192 1.05

150
DNS [8] 12.3 0.04-3.3 4.6 192 145 128 -

Mesh A-1000 19.5 0.03-27.7 9.7 48 72 48 1.21
Mesh C-250 7.5 0.03-8.7 5.1 128 192 96 1.06

3.4.2 Code description

All numerical simulations presented in this chapter are performed using

OpenFOAM-v1706 with necessary modifications. PISO algorithm has been used for

steady and unsteady calculations. Second order schemes have been used for velocity,

turbulence and thermal quantities for both steady and unsteady simulations. Further, a

Courant number around 0.05 was chosen for a reliable prediction of the velocity and

temperature field for unsteady calculations as suggested in [23].
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3.5 Results and Discussion

In the framework of the present study, prediction capabilities of the Reynolds

Analogy in accordance with the second law of thermodynamics for turbulent thermal

effects at different Reynolds and Prandtl numbers are investigated, as provided in Table

3.1. This covers a wide range of Pr numbers, i.e. Pr = 0.025, 0.71, 200, to study

capabilities of the Reynolds Analogy when dynamics of heat transfer are significantly

different. The main goal here is to provide an assessment by investigating the entropy

prediction capabilities of the Reynolds Analogy. The results obtained from different

simulations will be explained and discussed in the following.

3.5.1 Steady state simulations

The steady state simulations are carried out using the k − ω − SST and ζ − f

RANS-based models. It should be noted that mesh convergence studies have been done

for all simulations. While only mesh independent results are presented, the detailed

analyses can be found in [126].

3.5.1.1 Pr = 0.71

Figure 3.3 presents mean velocity, dissipation of turbulent kinetic energy k,

mean temperature, rms value of temperature fluctuations, as well as production and

dissipation of θ2 at Reτ = 395 for Pr = 0.71. As expected, mean velocity and mean

temperature profiles are in good agreements with the DNS data. In contrast, ε is mis-

predicted in the near-wall region and shows only good agreement with DNS data after

the buffer layer, i.e. y+ > 30. Further, the rms value of temperature fluctuation (θrms)

is mispredicted by both turbulence models. A detailed analysis of the transport equa-

tion for θ2 (Eq. 3.13) will help to understand the reason behind the misprediction. The

production of θ2 is well predicted, indicating the production is primary due to the tem-

perature gradient in the wall-normal direction. However, the thermal dissipation εθ is

mispredicted particularly in the near-wall region, which is thought to be the main reason

of misprediction of θ2 and thus, θrms. For this study, the assumption of a constant ther-
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Figure 3.3: Evolution of streamwise velocity (top left), dissipation of k (top right),
temperature (middle left), temperature rms (middle right), production of θ2 (bottom
left) and dissipation of θ2 (bottom right) at Reτ = 395 for Pr = 0.71. ζ − f : ,
k − ω − SST: , DNS:

mal to mechanical time-scale ratio (R) is used to derive εθ. This assumption describes

εθ based on ε, which could lead to misprediction of εθ in near-wall region, since ε is

mispredicted in the near-wall region.

Figure 3.4 presents entropy production due to viscous dissipation (mean and

fluctuation) and production due to heat transfer (mean and fluctuation). It can be ob-

served that both mean entropy generations are well predicted as they are directly related

to the mean velocity and temperature, which are well predicted by both turbulence mod-
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Figure 3.4: Evolution of mean entropy production Πi (top) and fluctuation entropy
production Π

′
i (bottom) due to viscous dissipation (v, left) and heat transfer (q, right) at

Reτ = 395 for Pr = 0.71. ζ − f : , k − ω − SST: , DNS:

els. However, the entropy productions due to fluctuations are mispredicted in near-wall

region for both generation mechanisms. Further away from the wall, both fluctuation

quantities follow a very similar tendency compared to DNS data. Moreover, the as-

sumption of a constant thermal to mechanical ratio (constantR) seems to be reasonable

for fluids with Pr number around unity, as ε and εθ show pretty much similar dynamics

as shown in Figure 3.3. However, more advanced models for ε are required to accu-

rately predict ε and consequently, εθ as well as entropy generation by fluctuations in

near-wall region. Furthermore, it can be seen that both entropy generation mechanisms

almost equally contribute to the total amount of entropy generated in the process.

3.5.1.2 Pr = 0.025

The simulation for Pr = 0.025 is carried out at Reτ = 395 as provided in Table

3.1. It should be noted that the flow field results are not shown as the temperature is

considered to be a passive scalar. Figure 3.5 presents mean temperature and tempera-

55



0

1

2

3

4

5

1 10 100
0

0.2

0.4

0.6

0.8

1 10 100

0

0.004

0.008

0.012

1 10 100
0

0.004

0.008

0.012

1 10 100

T
+

y+

θ+ r
m
s

y+

P
θ
2
+

y+

ε θ
+

y+
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of θ2 (bottom left) and dissipation of θ2 (bottom right) at Reτ = 395 for Pr = 0.025.
ζ − f : , k − ω − SST: , DNS:

ture rms profiles along with production and dissipation of θ2. In contrast to the previous

simulation concerning Pr = 0.71, there are discrepancies in mean temperature (un-

derprediction of ≈ 25%) and temperature variance (equivalently θrms) is severely over-

predicted over the whole channel domain. As discussed in [126] and shown in Figure

3.1, the misprediction of the temperature is likely to be a result of the assumption of a

constant turbulent Prandtl number in the Reynolds Analogy. Further, the overprediction

of the production of θ2 leads to the discrepancy in θrms. However, the situation is worse

for the dissipation: as shown, both turbulence models fail to predict the plateau behavior

of εθ. Furthermore, it clearly can be seen that the assumption of constant thermal to me-

chanical time scale (R) is not reasonable for fluids with Pr numbers significantly less

than unity, as ε (shown in Figure 3.3) indicates completely different tendency compared

to εθ—in contrast to fluids with Pr number around unity.

Figure 3.6 presents entropy production due to viscous dissipation (mean and

fluctuation) and production due to heat transfer (mean and fluctuation). As expected,
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Figure 3.6: Evolution of mean entropy production Πi (top) and fluctuation entropy
production Π

′
i (bottom) due to viscous dissipation (v, left) and heat transfer (q, right) at

Reτ = 395 for Pr = 0.025. ζ − f : , k − ω − SST: , DNS:

mean entropy generation due to viscous dissipation is in reasonable agreement with the

DNS data. Further, mean entropy generation due to heat transfer follows closely DNS

data, with a slight deviation. Similar to the previous simulation, entropy generation

due to the fluctuations is in the near-wall region not accurately predicted, mainly due to

misprediction of ε and accordingly misprediction of εθ in near-wall region. However,

the prediction is in good agreement with the reference data further away form the wall.

It is worth to mention, that in contrast to Pr = 0.71, the total entropy generation and

therefore, the irreversibilities of the process mainly stems from the viscous dissipation

as it dominates over the entropy production due to heat transfer. This is probably to

high thermal conductivity of fluids with low Pr numbers that allows an efficient heat

transfer.
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3.5.1.3 Pr = 200

In contrast to previous simulations, simulations for Pr = 200 are carried out at

Reτ = 150 due lack of sufficient reference data at higher Reτ . It was shown in [25]

that for Pr = 0.71 and larger, temperature field data is roughly independent of Reτ

and the temperature field mainly depends on Pr number. It is worth to mention that

high Prandtl number fluids impose some computational challenges and thus, certain

mesh requirements need to be considered [9, 8, 126]. However, only mesh independent

results are presented in this study.

Figure 3.7 presents mean velocity, dissipation of k, mean temperature, rms of

temperature fluctuations, as well as production and dissipation of θ2. It should be noted

that generally turbulence models have been developed based on high Reynolds number

assumption. Therefore, prediction quality of these models when dealing with relatively

low Reynolds number, as in the present case, might be decreased [126], such as for the

mean velocity profile, which is thought to be the main reason of the overprediction of

mean temperature. In contrast to the mean temperature, θrms is strongly underpredicted

by both turbulence models, mainly due to the misprediction of dissipation of θ2, i.e. εθ.

While the production is in good agreement with DNS data, the dissipation in near-wall

region is severely mispredicted inside the thermal boundary layer, i.e. y+ ≈ 4.

Figure 3.8 presents entropy production due to viscous dissipation (mean and

fluctuation) and production due to heat transfer (mean and fluctuation). It is worth to

mention that the very thin thermal boundary layer with its high temperature gradient is

clearly visible, especially in the evaluation of Πq which vanishes for y+ > 3. Again, it

can be observed that both mean entropy generations, i.e. Πv and Πq, are overall fairly

well predicted as they are directly related to the mean velocity and temperature values,

which are in good agreement with the DNS data for both turbulence models. Similarly,

entropy production due to fluctuating quantities indicate acceptable predictions except

for regions very close to the wall. More importantly, entropy generation due to heat

transfer is the dominant mechanism, in contrast to previous simulation concerning low

Pr fluids. This is most likely due to very low thermal conductivity of the fluids, which
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Figure 3.7: Evolution of streamwise velocity (top left), dissipation of k (top right),
temperature (middle left), temperature rms (middle right), production of θ2 (bottom
left) and dissipation of θ2 (bottom right) at Reτ = 150 for Pr = 200. ζ − f : ,
k − ω − SST: , DNS:

leads to a very high temperature gradient at the surface to reach the targeted energy that

needs to be transferred to the fluid at the wall via conduction.

3.5.2 Unsteady Simulations

Unsteady simulations have been carried out using the k − ω − SST-IDDES

model. Three different Pr numbers, i.e. 0.71, 0.025 and 200, have been considered.

All three Pr numbers are investigated with two different resolutions to demonstrate
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the influence of mesh resolution, and more importantly, to study the behavior of the

Reynolds Analogy when operating as a sgs-model. Further, only results on adequate

grids will be presented, for details see [126], and all presented results are spatial and

time averaged, which corresponds to 〈( )〉; as described in the nomenclature.

The k − ω − SST-IDDES model is a hybrid URANS/LES approach and is able

to provide an accurate prediction of the flow field comparable to wall-modeled LES at

affordable computational cost [11]. Furthermore, this model treats the near-wall region

in URANS-model, while transitioning to LES-mode away from the wall. This will

allow investigation on the dynamics of the transition of the Reynolds Analogy from

URANS to LES-mode, where this analogy operates as a sgs-model.

3.5.2.1 Pr = 0.71

Figure 3.9 presents the results obtained at Reτ = 395 for Pr = 0.71 on mesh

A-100 and B-100. This includes mean velocity, mean temperature, modeled viscous
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and thermal dissipations (ε and εθ). It is important to mention, that the resolved—and

thus, total—components of ε and εθ are not presented because they are not contributing

in the calculation of entropy generation.

It can be observed that the mean velocity is marginally influenced by mesh res-

olution. In contrast, the mean temperature improves with increasing the resolution.

Further, the model is not capable of predicting the near-wall behavior of modeled ε

and consequently, εθ. More importantly, both quantities vanish with increasing mesh

resolution. This is particularly important for calculation of entropy production, as the

modeled part of ε and εθ contribute to determine irreversibilities of the process. How-

ever, the Reynolds Analogy operating as a sgs-model for thermal effects within IDDES-

methodology indicates similar response to mesh resolution as the flow quantities, i.e.

k and ε. This has been discussed in detail in [126]. Vanishing of modeled ε and εθ in

response to mesh refinement cannot be considered appropriate, as the fine resolution

is still too coarse to support DNS. Therefore, the Reynolds Analogy needs to be cau-

tiously applied in unsteady simulations as it may fail to capture phenomena that mostly

occur at small scale/sgs-level.

Similar behavior is present in the prediction of θrms, see figure 3.10. The near-

wall behavior of the total quantity is in acceptable agreement with DNS data while the

behavior further away is mispredicted on the coarse mesh (A-100). More importantly,

the results are improved on the finer resolution (B-100) and the resolved part of θrms is

well predicted while sgs-part shows rather a nonphysical plateau profile. Thus, it may

be concluded that the model tries to resolve most of thermal structures irrespective of

mesh resolution.

The entropy production obtained on both mesh resolutions is given in Figure

3.11. As expected, both resolved quantities, i.e. 〈Πres
v 〉 and 〈Πres

q 〉, are well predicted

with a negligible discrepancy at the wall. However, the modeled-/sgs-parts are not pre-

dicted accurately, due to inaccurate prediction of ε and consequently εθ. It is worth

mentioning that the reduction of the modeled part is a consistent response to mesh re-

finement. However, the extend of the reduction (vanishing) on a mesh that cannot sup-
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Figure 3.10: Evolution of θrms at Reτ = 395 for Pr = 0.71 obtained on different
meshes; A-100 (left) and B-100 (right). total: , resolved: , modeled: , DNS:

port DNS is concerning. Regarding total entropy production due to both mechanisms,

it can be observed that results obtained on the coarse mesh are in better agreement with

the DNS data compared to results obtained on the fine mesh. This will lead to the con-

clusion, that the k − ω − SST-IDDES model tries to resolve most structures especially

on the fine mesh, but fails to improve the resolved quantities accordingly.
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Figure 3.11: Evolution of entropy production due to resolved 〈Πres
i 〉 (top), sub-grid

〈Πsgs
i 〉 (middle) and total 〈Πtot

i 〉 (bottom) parts due to viscous dissipation (v, left) and
heat transfer (q, right) at Reτ = 395 for Pr = 0.7 obtained on different meshes. DNS:

, A: , B:

3.5.2.2 Pr = 0.025

It is shown in [126] that mesh design plays an integral role to capture thermal

statistics at low Pr numbers in unsteady state simulations and thus, only appropriate

grids are employed for this study, see Table 3.2 for details. It was shown that mesh

needs to be close to isotropic in the core region of channel in order to accurately resolve

thermal structures. Furthermore, it should be noted that the temperature is a passive

scalar and thus, the flow quantities are not presented again.
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Results obtained for mean temperature and modeled εθ on mesh A-100 and B-

100 are presented in Figure 3.12. The temperature profile is well predicted on both

grids and shows no remarkable sensitivity regarding the mesh resolution. As expected,

modeled εθ is mispredicted on both grids over the whole domain and vanishes with

increasing resolution. In contrast, the prediction of θrms shows a slight mesh sensitivity,

see Figure 3.13. The IDDES-model tries to resolve θrms completely and pushes the

simulation towards DNS. However, the modeled part does not vanish completely and

finally, leads to a slight overprediction on the fine mesh.
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Figure 3.12: Evolution of the mean temperature (left) and modeled dissipation of εθ
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Figure 3.13: Evolution of θrms at Reτ = 395 for Pr = 0.025 obtained on different
meshes. A-100 (left) and B-100 (right). total: , resolved: , modeled: , DNS:

The entropy production obtained on both mesh resolutions is given in Figure

3.14. As expected, both resolved quantities, i.e. 〈Πres
v 〉 and 〈Πres

q 〉 show reasonable

agreement with the DNS data. However, the sgs-entropy generation, i.e. 〈Πsgs
v 〉 and
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〈Πsgs
q 〉, are severely mispredicted. This is mainly due to the fact that the viscous dissi-

pation rate ε is not accurately predicted and consequently, the thermal dissipation rate

εθ suffers from the same misprediction. Total entropy production due to viscous dis-

sipation 〈Πtot
v 〉 is in good agreement with DNS data. Similar to previous simulation

for Pr = 0.71, the prediction capabilities decrease slightly with increasing resolution.

However, 〈Πtot
q 〉 is mispredicted over the whole domain. Taking into account that in

contrast to Pr = 0.71, the sgs-part of entropy production due to heat transfer is roughly

twice as big than the res-part, the incapability of the methodology to predict the sgs-part

accurately is believed to be the reason for the misprediction of 〈Πtot
q 〉.

The results suggest, that the main assumption of the Reynolds Analogy—

strong similarity between mechanical and thermal fields in combination with a constant

thermal-mechanical time scaleR—is facing severe challenges in case of fluids with Pr

numbers significantly less than unity, calling for more advanced models for the heat

flux as well as for εθ.

Similar to the previous RANS simulations concerning Pr = 0.025, comparing

total entropy production due to the viscous dissipation and heat transfer leads to conclu-

sion that viscous dissipation is the dominant mechanism, causing most irreversibilities

of processes dealing with low Pr fluids.

3.5.2.3 Pr = 200

Simulations for Pr = 200 have been performed at Reτ = 150 on two dif-

ferent resolutions, see Table 3.1. As mentioned before, capturing the thermal effects

at high Pr numbers fluids is very challenging as the thermal boundary layer is very

thin—compared to the boundary of the flow, which leads to very dominant wall effects.

As a result, investigating thermal boundary layers at high Pr numbers are limited to

relatively low Reτ due to the prohibitively expensive computational cost [9, 8].

Results obtained for mean temperature, modeled dissipation of k and θ2 on

both meshes are shown in Figure 3.15. Concerning temperature profile, the result is

underpredicted on the coarse grid (A-1000) by roughly 10%. However, the prediction
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Figure 3.14: Evolution of entropy production due to resolved 〈Πres
i 〉 (top), sub-grid

〈Πsgs
i 〉 (middle) and total 〈Πtot

i 〉 (bottom) parts due to viscous dissipation (v, left) and
heat transfer (q, right) at Reτ = 395 for Pr = 0.025 obtained on different meshes.
DNS: , A: , B:

improves on the fine mesh (B-250) and the profile is in good agreement with DNS data.

Regarding modeled dissipation of k, the quantity is mispredicted especially close to the

wall. Furthermore, the situation is worse for modeled εθ where the near-wall region is

completely mispredicted.

θrms obtained on the same grids is presented in figure 3.16. The profile is un-

derpredicted over the whole domain with negligible modeled part on the coarse mesh.

The sgs-model is incapable to capture the near-wall dynamics and provide appropriate
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results, while the resolution is too coarse to capture dynamics of θrms. While general

improvement can be observed for θrms on the finer mesh, the mesh resolution is not fine

enough to deliver acceptable results for the thermal second order statistics.
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Figure 3.16: Evolution of θrms at Reτ = 150 for Pr = 200 obtained on different
meshes. A-1000 (left) and C-250 (right). total: , resolved: , modeled: , DNS:

Figure 3.17 demonstrates the entropy generation due to different mechanism

for Pr = 200. As expected, the entropy generation due to resolved quantities, i.e.
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〈Πres
v 〉 and 〈Πres

q 〉, are well predicted with no significant sensitivity to grid resolution.

In contrast, the entropy generation due to the sgs-model, e.g. 〈Πsgs
v 〉 and 〈Πsgs

q 〉, are

mispredicted mainly due to the misprediction of the modeled dissipation rate ε and

consequently, the modeled thermal dissipation rate εθ. However, in contrast to previous

cases, sgs-parts of entropy generation plays a minor role compared to the res-part. Thus,

the misprediction of sgs-parts is not notably present in the total value.
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Figure 3.17: Evolution of entropy production due to resolved 〈Πres
i 〉 (top), sub-grid

〈Πsgs
i 〉 (middle) and total 〈Πtot

i 〉 (bottom) parts due to viscous dissipation (v, left) and
heat transfer (q, right) at Reτ = 150 for Pr = 200 obtained on different meshes. A-
1000: , C-250: , DNS:
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The results obtained for Pr = 200 suggest that the Reynolds Analogy is not

playing an integral part to model sub-grid thermal effects. This analogy fails to fea-

ture basic property of an appropriate sgs-model in a mesh with a coarser resolution

than DNS, i.e. there is basically no modeled part for temperature variance and entropy.

Therefore, application of this analogy to capture near-wall thermal phenomena in com-

plex high Prandtl number flows where providing high enough resolution is not feasible,

might lead to significant inaccuracies.

However, despite the issue discussed, the total entropy generation obtained from

both mechanisms confirm the finding of RANS simulation that most irreversibly of

process dealing with high Pr number fluids stem from thermal phenomena.

3.6 Conclusions and Outlook

In this study, predictive capabilities of the Reynolds Analogy to determine en-

tropy production mainly through heat transfer has been thoroughly assessed. This in-

cludes application of this analogy to turbulent wall-bounded shear flows at different

Reynolds and Prandtl numbers within steady and unsteady state calculations. In case of

steady state calculations, the Reynolds Analogy is able to provide acceptable results for

mean and fluctuating entropy generation for Prandtl numbers around unity. Departing

away from these Prandtl numbers, the Reynolds Analogy is still capable of predicting

the mean entropy production in good agreement with DNS data. However, the fluctuat-

ing production fails particularly in near-wall region, mainly due to the misprediction of

the dissipation of kinetic energy.

Concerning unsteady calculations, it was shown that the Reynolds Analogy fails

to feature basic properties of an appropriate sub-grid scale model, mainly due to inap-

propriate response to mesh resolution. Further, the mean entropy generation is well

predicted for all investigated Prandtl numbers. Concerning the sub-grid model proper-

ties, the model pushes the simulations towards direct numerical simulation on any grid

resolution, leading to misprediction of sub-grid values such as sub-grid entropy produc-

tion particularly for low and high Prandtl numbers. This could lead to significant error
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when near-wall phenomena and/or fluctuations are of great importance and thus, the

Reynolds Analogy may not be considered as reliable sub-grid scale modeling strategy.

Moreover, results suggest that optimization efforts need to be put on minimizing vis-

cous dissipation for processes involving low Prandtl number fluids, while efficient heat

transfer is the key to reduce irreversibility of a process dealing with high Prandtl num-

ber fluids. Further, it turns out that both mechanisms for entropy generation are equally

important concerning fluids with Prandtl number around unity, suggesting necessity of

concurrent optimization to reduce viscous dissipation while making heat transfer more

efficient. This clearly makes the optimization a more challenging task.

The obtained results confirm that using zero-equation approach (the Reynolds

Analogy) cannot be deemed as an appropriate tool for design and optimization pur-

poses, especially when relying on entropy generation/optimization strategies and work-

ing fluids with non-unity Prandtl number. This strongly suggests moving toward devel-

opment of more advanced turbulent heat transfer models consistent with thermodynam-

ics laws, which requires application of one-equation or algebraic models to model heat

transfer phenomena [109], in conjunction with advanced turbulence models capable of

capturing complex and nonlinear wall effects.
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Name
cp specific heat capacity at constant pressure
f elliptic relaxation
k kinetic energy
r grid stretching factor in y-direction
s entropy density
ui velocity fluctuations
ui mean velocity
qi heat flux density vector
qw wall heat flux
y+ yPlus
Pr Prandtl
R = τθ/τm mechanical to thermal time scale ratio
Reτ = Uτδ/ν turbulent Reynolds number
Sτ = να(Tw/Tτ )2/Uτλ friction entropy production rate
ST source terms in internal temperature equation
T mean temperature
Tτ = ρ/cpqwUτ friction temperature
Tw wall temperature
Uτ = Reτν/δ =

√
τw/δ friction velocity

Ui = ui + ui total velocity
α = λ/ρcp thermal diffusivity
δ channel half height
ε dissipation of kinetic energy
εθ dissipation of the variance of temperature fluctuations
ζ = v2/k velocity scale ratio
θ temperature fluctuations
θui turbulent heat flux
θrms rms value of temperature fluctuations
θ2 temperature variance
Θ = T + θ total temperature
ω dissipation rate of kinetic energy
λ thermal conductivity
µ dynamic viscosity
ν kinematic viscosity
νt turbulent kinematic viscosity
Π entropy production
ρ density
σt turbulent Prandtl number
τm = k/ε mechanical time scale
τθ = θ2/2εθ thermal time scale
τw wall shear stress
( )sgs sub-grid component
( )res resolved component
( )tot total
( ) mean value
〈( )〉 spatial and time averaged
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( )
′ fluctuating component

( )+ normalized by wall variables
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CHAPTER 4

AN ASSESSMENT OF THE REYNOLDS ANALOGY IN PREDICTING HEAT
TRANSFER IN TURBULENT FLOWS OF LOW PRANDTL NUMBERS

The conference presentation was held by Matthias Ziefuss1 and supervised by

Amirfahrhang Mehdizadeh1 at the 72nd Annual Meeting of the APS Division of Fluid

Dynamics.

1 Civil and Mechanical Engineering Department, School of Computing and Engineer-

ing, University of Missouri-Kansas City, Kansas City, MO 64110, USA

APS Division of Fluid Dynamics (Fall) 2019, abstract id.Q13.006;

2019APS..DFDQ13006Z

4.1 Abstract

Heat transfer modeling plays a major role in design and optimization of modern

and efficient cooling systems. However, currently available models suffer from a funda-

mental shortcoming: their development is based on the general notion that an accurate

prediction of the flow field will guarantee an appropriate prediction of the thermal field,

known as the Reynolds Analogy. This analogy works reasonably well when applied to

fluids with a Prandtl number around unity to obtain first order statistics. Concerning

fluids with non-unity Prandtl number, there is no comprehensive assessment available.

Thus, this investigation presents an introductory assessment of the capability of the

Reynolds Analogy when applied to turbulent shear flows of fluids with small Prandtl

number. The assessment includes steady and unsteady state simulations. In case of

steady state simulations, it turns out that the Reynolds Analogy is not able to predict the

mean temperature at an acceptable level of accuracy, while second order statistics are

severely mispredicted. In case of unsteady simulations, it is shown that the Reynolds

Analogy cannot be considered as an appropriate sub-grid scale model as it fails to fea-

ture basic properties of a reliable sub-grid scale model.
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CHAPTER 5

A WALL-ADAPTED ANISOTROPIC HEAT FLUX MODEL FOR LARGE EDDY
SIMULATIONS OF COMPLEX TURBULENT THERMAL FLOWS

The paper is published in Flow, Turbulence and Combustion and written by Florian

Ries1*, Yongxiang Li1, Louis Dressler1, Matthias Ziefuss2, Amirfarhang Mehdizadeh2,

Christian Hesse 3 and Amsini Sadiki1

1 Department of Reactive Flows and Diagnostics, Technische Universität Darmstadt,

64289 Darmstadt, Germany
2 Civil and Mechanical Engineering Department, School of Computing and Engineer-

ing, University of Missouri-Kansas City, Kansas City, MO 64110, USA
3 Department of Simulation of Reactive Thermo-Fluid Systems, Technische Universität

Darmstadt, 64289 Darmstadt, Germany

* Corresponding author: ries@ekt.tu-darmstadt.de

Flow, Turbulence and Combustion, 14 August 2020; https://doi.org/10.1007/s10494-

020-00201-6

5.1 Abstract

In this paper, a wall-adapted anisotropic heat flux model for large eddy simula-

tions of complex engineering applications is proposed. First, the accuracy and physical

consistency of the novel heat flux model are testified for turbulent heated channel flows

with different fluid properties by comparing with conventional isotropic models. Then,

the performance of the model is evaluated in case of more complex heat and fluid flow

situations that are in particular relevant for internal combustion engines and engine ex-

haust systems. For this purpose large eddy simulations of a strongly heated pipe flow,

a turbulent inclined jet impinging on a heated solid surface and a backward-facing step

flow with heated walls were carried out. It turned out that the proposed heat flux model

has the following advantages over existing model formulations: (1) it accounts for vari-

able fluid properties and anisotropic effects in the unresolved temperature scales, (2)

no ad-hoc treatments or dynamic procedure are required to obtain the correct near-wall

behavior, (3) the formulation is consistent with the second law of thermodynamics, and
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(4) the model has a similar prediction accuracy and computational effort than conven-

tional isotropic models. In particular, it is shown that the proposed heat flux model is

the only model under consideration that is able to predict the direction of subgrid-scale

heat fluxes correctly, also under realistic heat and fluid flow conditions in complex en-

gineering applications.

5.2 Introduction

Many energy systems, such as internal combustion engines or exhaust after

treatment devices, are confined by solid walls. Thereby, combustion and other energy

conversion processes lead to an intensive heat transfer through the solid walls along

with complex unsteady mixing dynamics that determine the lifetime and overall ther-

modynamic performance of thermo-fluid systems. These complex heat and fluid flow

phenomena make a description and optimization of such energy systems very challeng-

ing and require accurate and viable tools for their engineering design.

On the numerical side, LES technique has proved to be a promising approach to

predict complex heat and fluid flow phenomena in many thermo-fluid systems, likewise

in automotive applications [69, 29, 68, 21, 97, 20]. In LES, the large three-dimensional

unsteady turbulent motions are explicitly computed, whilst a turbulence closure model

accounts for the influence of the unresolved more universal scales [48, 100, 85]. The

benefit of such an approach is quite obvious. First, the computational expense of LES

is significantly lower than in fully resolved LES. Secondly, only small scale turbulent

structures with a small amount of turbulent energy have to be modeled, which are be-

lieved to be universal, homogeneous and isotropic. This simplifies the turbulence mod-

eling, improves the predictive capability compared to approaches based on the solution

of the RANS and makes LES valid for a broad range of flow situations with complex

physics.

In principle, most strategies that are used to close the LES momentum equa-

tion can be also applied to deal with the unresolved subgrid-scale heat flux vector in

the energy equation [100]. However, based on turbulence theory, the rationale behind
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LES is less obvious when dealing with turbulent heat transport. The main reason is that

the temperature variance spectrum as well as the dynamics of small temperature scales

have a less universal character than the kinetic energy spectrum and velocity scales.

As a consequence, the spectral scalar transfer across the LES cutoff can strongly de-

pend on the physical regime in which it is located [100]. Moreover, small temperature

scales are also influenced by the interaction of the velocity gradient and the scalar fluc-

tuations, which causes anisotropic behavior even at smallest temperature scales. Con-

sequently, more advanced subgrid-scale models are required in the case of turbulent

heat transport in order to justify the cut off and modeling of the unresolved temperature

scales. However, despite of the anisotropic behavior of small turbulent thermal struc-

tures, isotropic models are most often employed in LES of turbulent heat transport.

Thereby, the subgrid-scale thermal diffusivity is traditionally represented based on the

Reynolds analogy and the concept of turbulent Prandtl number. Many researchers in-

tended to improve this simple approach by using a dynamic procedure to calculate the

turbulent Prandtl number [58, 63], including buoyancy effects [17], using a definition

of the thermal diffusivity based on Kolmogorov scaling [123] or including the effects

of local fluid properties in the subgrid-scale model [75].

As implied by the discussion above, a better representation of the subgrid-scale

heat flux vector for complex heat and fluid flow situations can be obtained by account-

ing for the anisotropic behavior of small temperature scales and introducing a tensor

subgrid-scale thermal diffusivity. Some of these models were derived in analogy to the

general gradient diffusion hypothesis [14] as it is often applied in the RANS context. In

the approach of Peng and Davidson [82], the authors developed a non-linear subgrid-

scale heat flux model based on considerations of the transport equation of the subgrid-

scale heat flux. Wang et al. [117, 116, 118] proposed a series of models which includes

the resolved strain-rate tensor Sij , rotation rate tensor Ωij and the temperature gradient

∂T/∂xi. Similar, Rasam et al. [87] proposed an anisotropic scalar flux model that is

based on the modeled transport equation of the subgrid-scale scalar flux and depends

also on Sij , Ωij and ∂T/∂xi. In contrast to these model formulations, the anisotropic
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model by Huai and Sadiki [31, 79] is based on the second law of thermodynamics in

conjunction with the invariant theory. In this way, the irreversibility requirements of the

second law of thermodynamics are automatically fulfilled by the model formulation.

Besides, scale similarity and mixed models were also proposed in the literature, e.g.

[35, 86, 102].

From this brief literature review it appears that only a few advanced anisotropic

heat flux models exist in the literature and they are almost never used in LES practice.

Most of these models are relatively complex, do not account for the effects of local fluid

properties and do not provide the correct asymptotic near-wall behavior. To overcome

these limitations, a novel wall-adapted anisotropic heat flux model for LES is proposed

in this chapter. The main features of the novel model are that (1) it accounts for variable

fluid properties and anisotropic effects in the unresolved temperature scales, (2) no

ad-hoc treatments or dynamic procedure are required to obtain the correct near-wall

behavior, and (3) the formulation is consistent with the second law of thermodynamics.

First, the prediction accuracy and computational cost of the novel heat flux model are

evaluated in the present work for a turbulent heated channel flow with different Prandtl

numbers. Then, the performance of the proposed heat flux model is demonstrated for

complex heat and fluid flow situations.

The present chapter is organized as follows: First, the applied LES approach and

the novel anisotropic heat flux model are introduced (Section 5.3). Then, the accuracy

and consistency of the proposed model is evaluated for turbulent heated channel flows

at different Prandtl numbers (Section 5.4). Thereby comparison with available DNS

data and with achievements obtained by means of conventional isotropic models are

presented and discussed. Subsequently, the model is applied to more complex heat and

fluid flow situations that are in particular relevant to internal combustion engines and

exhaust gas systems, namely, a strongly heated pipe flow, a turbulent inclined jet im-

pinging on a heated surface and a backward-facing step flow with heated walls (Section

5.5). Finally, some concluding remarks are provided at the end (Section 5.6).
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5.3 Model Description and Numerical Treatment

In the case of LES with implicit filtering of an incompressible fluid flow with

variable physical properties, the transport equations of mass, momentum and enthalpy

can be formulated as [100]
∂ρ

∂t
+
∂ρUŨi
∂xi

= 0, (5.1)

∂ρUŨi
∂t

+
∂ρUŨiUŨj

∂xj
=
∂σij
∂xj
−
∂ρτ sgsij

∂xj
, (5.2)

∂ρhh̃

∂t
+
∂ρUŨjhh̃

∂xj
= −

∂qj
∂xj

+ σ<ij>
∂UŨi
∂xj

−
∂ρqsgsj

∂xj
, (5.3)

where (.) are spatially filtered quantities, (.)(̃.) Favre-filtered quantities and (.)sgs de-

notes the subgrid-scale quantities. ρ is the mass density, Ui the velocity, h the sen-

sible enthalpy, σij the stress tensor, τ sgsij the subgrid-scale stress tensor, and qsgsj the

unresolved heat flux. In the case of a Navier-Stokes-Fourier fluid, the stress tensor is

described as

σij = σ<ij> − pδij = µ

(
∂UŨi
∂xj

+
∂UŨj
∂xi

− 2

3

∂UŨk
∂xk

δij

)
− pδij, (5.4)

where µ is the molecular viscosity and p is the pressure. The resolved heat flux is

expressed by means of Fourier’s law for incompressible flow as

qj = −λ∂T T̃
∂xj

= − λ
cp

∂hh̃

∂xj
, (5.5)

where λ is the thermal conductivity and cp the isobaric heat capacity. The gravitational

force and the radiation are not considered in equations 5.2 and 5.3. Furthermore,

the unsteady pressure term in the enthalpy equation is usually assumed to be small in

incompressible flows [84]. It is therefore neglected in this work.

In order to close the filtered momentum and energy transport equations, the

subgrid-scale stress tensor τ sgsij =
(
UiUjŨiUj − UŨiUŨj

)
and the subgrid-scale heat
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flux vector qsgsi =
(
UihŨih− UŨihh̃

)
have to be postulated by being related to the

resolved velocity and temperature fields, respectively, in terms of subgrid-scale models.

5.3.1 Modeling of the subgrid-scale momentum transport

In this work, the eddy viscosity approach is applied to model the subgrid-scale

transport of momentum. Thereby, the isotropic part of τ sgsij is included into the modified

filtered pressure

P = p+
1

3
τ sgskk (5.6)

and the remaining deviatoric part is expressed using the eddy viscosity νsgs and the

Boussinesq approximation as

τ sgs〈ij〉 = τ sgsij −
1

3
τ sgskk δij = −2νsgs

(
SS̃ij −

1

3
SS̃kkδij

)
, (5.7)

where SS̃ij = 1/2
(
∂UŨi/∂xj + ∂UŨj/∂xi

)
is the strain-rate tensor. The eddy vis-

cosity is represented by means of the SIGMA-model [67] with standard model coeffi-

cient Cσ = 1.5.

5.3.2 Modeling of the subgrid-scale heat transport

Because turbulent flows are thermodynamic processes and the directions of all

such processes are restricted by the second law of thermodynamics, it is recommend-

able to take account of this fact at every level and kind of closure formulations. In

analogy to the anisotropic scalar flux model of Huai and Sadiki [31, 79], the explicit

algebraic anisotropic heat flux model proposed here is based on the second law of ther-

modynamics in conjunction with the invariant theory. From this formalism, a general

expression for the subgrid-scale heat flux vector in non-rotating observer system can be

written as (see [31, 79]):

qsgsi = −αsgsij

∂hh̃

∂xj
=

(
β1δij + β5τ

sgs
ij + β8

(
∂T T̃

∂xk

∂T T̃

∂xk

)
δij

)
∂hh̃

∂xj
, (5.8)
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where the first term on the right-hand side represents the contribution by linear dif-

fusion, the second term expresses the influence of the subgrid-scale flow fluctuations

acting on the resolved enthalpy gradient and the last term is associated with produc-

tion/dissipation of subgrid-scale variance. For more details on the derivation of equation

5.8 the reader is referred to [5, 98].

Restricting ourselves to linear subgrid-scale viscosity models for the velocity

field in equation 5.8 to represent τ sgsij and by means of dimensional analysis, equation

5.8 can be reformulated as

qsgsi =

(
− C1τcksgsδij − C5τc

2

3
ksgsδij + C5τc2νsgs

(
SS̃ij −

1

3
SS̃kkδij

)

− C8τc
k2
sgs

εθsgsεksgs
δij

(
∂T T̃

∂xk

∂T T̃

∂xk

))
∂hh̃

∂xj
, (5.9)

where ksgs is the unresolved turbulent kinetic energy, εksgs the dissipation rate of ksgs,

θsgs the subgrid-scale temperature variance and εθsgs its dissipation rate. τc is a char-

acteristic subgrid-scale time scale that can be either represented by means of a me-

chanical τc = ksgs/εksgs , a thermal τc = θsgs/εθsgs or a mixed subgrid-scale time scale

τc =
√

θsgsksgs
εksgsεθsgs

. The latter one was used for example in the model formulation pro-

posed by the first author in [91]. As shown by DNS [40], the time scale ratio between

thermal and mechanical time scales behaves proportionally to ∼
√
Pr for turbulent

fluid flows with a wide range of molecular Prandtl numbers. In order to account for

fluid flows with variable molecular Prandtl numbers, the same behavior is assumed for

the characteristic subgrid-scale time scale in the present model formulation leading to

τc ∼
√
Pr ksgs

εksgs
.

At this stage, it is obvious that closure relation for ksgs, εksgs , θsgs and εθsgs are

required to close the model formulation in equation 5.9. However, by applying the

inertial-convective subrange theory [72, 13, 105] and combining all isotropic terms on

the right-hand side, equation 5.9 can be rewritten in a fully algebraic form as

qsgsi = −CI
√
Pr νsgs

∂hh̃

∂xi
+ CII

√
Pr ∆2

(
SS̃ij −

1

3
SS̃kkδij

)
∂hh̃

∂xj
, (5.10)
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where the coefficients CI and CII are determined in analogy to the generalized gradient

diffusion hypothesis [14] and in accordance with the inertial-convective subrange theory

[72, 13, 105] as CI = 2.381 and CII = 0.081.

Finally, in order to obtain the correct asymptotic behavior of qsgsi ∼ O (y3) in

the vicinity of the wall, a damping factor fq is added to the second term on the right-

hand side of equation 5.10. This leads to the final formulation of the present explicit

algebraic anisotropic heat flux model as

qsgsi = −CI
√
Pr νsgs

∂hh̃

∂xi
+ CII

√
Pr ∆2

(
SS̃ij −

1

3
SS̃kkδij

)
fq
∂hh̃

∂xj
, (5.11)

where fq is defined as

fq = min

 C
1/2
ε νsgs

C
3/2
k ∆2

√
2SijSij

, 1

 , (5.12)

which accounts for shear damping effects in the near-wall region. From scaling analy-

sis, it appears that fq ∼ O (y3) leads to the correct asymptotic behavior of qsgsi ∼ O (y3)

for y → 0 in the case that νsgs ∼ O (y3). Notice that the asymptotic behavior of νsgs

switches from cubic to quadratic when density fluctuations are present at the wall, which

is correctly represented by the SIGMA-model [67]. This holds also for qsgsi in case the

SIGMA-model is used as subgrid-scale closure for the flow field. The coefficients of the

novel model are summarized as CI = 2.381, CII = 0.081, Ck = 0.094 and Cε = 1.048.

A detailed derivation of the model can be found in [91]. An analysis of the asymp-

totic behavior of the proposed model for different spatial resolutions is provided in the

Appendix.

5.3.3 Numerical Treatment

All simulations were carried out using OpenFOAM 2.4.0 [22]. Thereby, a low

Mach-number approach was employed that is suitable for flows under incompress-

ible conditions (Ma < 0.3). This consists of a merged PISO[34]-SIMPLE[81] algo-
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rithm for the pressure-velocity coupling along with a second-order implicit backward-

differencing scheme for time integration. The solution procedure was applied with a

low-dissipative second-order flux-limiting differencing scheme for the convection terms

and a conservative scheme for the Laplacian and gradient terms. A detailed description,

verification and validation of the code employed in this study can be found in [94, 91].

5.4 Model Evaluation

The evaluation study of the proposed anisotropic heat flux model (see equation

5.11) is divided into three parts. First, the physical consistency of the model is testi-

fied for turbulent heated channel flow at Reτ = 395 and Pr = 0.71. For comparison

purpose, the DNS dataset of Kawamura et al. [39] is utilized. Additionally, results of

the linear thermal diffusivity model with a constant subgrid-scale Prandtl number of

Prsgs = 0.7 and with a dynamic procedure to calculate Prsgs are also provided. In

the second part, the influence of the fluid properties on the prediction accuracy of the

heat flux models is analyzed. For this purpose LES of turbulent heated channel flow at

different molecular Prandtl numbers were carried out and predictions are compared and

assessed with the reference DNS dataset of Abe et al. [1]. Finally, in the last part of the

model evaluation study, the prediction accuracy and computational cost of the proposed

heat flux model are quantified and compared with those of isotropic heat flux models.

An illustration of the computational domain employed in the present evaluation

studies is depicted in figure 5.1, where δ denotes half the height of the channel and

N1,2,3 is the number of grid points in x-, y- and z-direction.

Figure 5.1: Computational domain for the LES study of heated channel flow. N1,2,3

represents the number of grid points
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Three numerical grids with (N1×N2×N3) = (81× 91× 81), (97× 111× 97),

and (121 × 137 × 121) cells, denoted here as grid no. 1, 2, 3, respectively, are used

in the evaluation study. Thereby, all grids are refined towards the near wall region to

ensure a non-dimensional wall distance much smaller than one.

5.4.1 Physical Consistency

Figure 5.2 shows non-dimensional mean and rms temperature profiles predicted

by the different heat flux models in comparison with DNS data. Thereby, the non-

dimensional temperature is defined as Θ+ = (Tw − T )/Tτ , where Tτ = qw/(ρcpuτ ) is

the friction temperature taken from the DNS. As focus is put on thermal quantities only,

velocity fields are not shown.
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Figure 5.2: Predicted mean (a) and rms (b) temperature profiles for different spatial
resolutions. Grid no. 1 ( ), grid no. 2 ( ), grid no. 3 ( ). Comparison with DNS data
(+) of [39]

As it is expected, predictions of mean and rms temperature profiles become

more accurate with increasing spatial resolution. This holds true for all heat flux models

under consideration. Thereby, LES results of the different models are very close to each

other which indicates a similar prediction accuracy of the models.

Next the physical consistency of predicted subgrid-scale heat fluxes are ana-

lyzed. For this purpose, figure 5.3 shows predicted wall-normal (a) and axial (b) tur-
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bulent heat fluxes in comparison with the DNS data. Solid lines denote resolved heat

fluxes, while dashed lines represent subgrid-scale heat fluxes. Thereby, in case of turbu-

lent heated channel flow, axial velocity u and temperature θ are always greater than or

equal to zero. From this reason and by using the Steiner translation theorem, it follows

directly that resolved and subgrid-scale axial heat fluxes should be also greater than or

equal to zero.
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Figure 5.3: Predicted wall-normal (a) and axial (b) turbulent heat fluxes. Solid lines
represent resolved heat fluxes and dashed lines are subgrid-scale heat fluxes. (see figure
5.2 for legend)

Regarding wall-normal heat fluxes as depicted in figure 5.3 (a), it can be clearly

seen that predictions of all subgrid-scale heat flux models are quite similar. In contrast,

resolved and subgrid-scale axial heat fluxes have only same positive sign in case of the

anisotropic heat flux model (see figure 5.3 (b)). This reflects the physical consistency

of the proposed anisotropic heat flux model. Considering the isotropic models, both,

the standard and dynamic thermal diffusivity models are unable to reproduce the di-

rection of axial subgrid-scale heat flux correctly. Nevertheless, although the resolved

and subgrid-scale axial heat fluxes are not correctly predicted by means of the isotropic

models, the additional anisotropic contribution appears quite small, which might ex-

plain that the overall prediction accuracy of thermal statistics with such isotropic models

is often comparable to anisotropic model. This will be quantified in subsection 5.4.3.
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5.4.2 Influence of the Molecular Prandtl Number

The influence of the fluid properties on the prediction accuracy of the subgrid-

scale heat flux models is analyzed next. For this purpose, figure 5.4 shows LES results

of a turbulent heated channel flow at Reτ = 395 and molecular Prandtl numbers of

Pr=0.025, 0.71 and 10. Thereby, predictions of the proposed anisotropic heat flux

model, the isotropic heat flux model with Prsgs = 0.7 and the isotropic heat flux model

using a dynamic procedure to calculate Prsgs are compared to DNS data of [39]. In ad-

dition, results of the anisotropic heat flux model without the anisotropic term (CII = 0

in equation 5.11) are provided in figure 5.4 in order to assess the advantage of the

proposed
√
Pr dependency of the model. Figure 5.4 (a) depicts predicted mean tem-

perature profiles and figure 5.4 (b) shows rms temperature profiles as a function of

non-dimensional wall distance. Thereby, only LES results of grid no. 1 are presented.

Similar results are obtained for grid no. 2 and 3, and are therefore simply omitted for

the sake of clarity.
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Figure 5.4: Predicted mean (a) and rms (b) temperature profiles for different molecu-
lar Prandtl numbers. Anisotropic heat flux model ( ), isotropic heat flux model with
Prsgs = 0.7 ( ), isotropic heat flux model with dynamic procedure ( ), anisotropic
heat flux model with CII = 0 ( ). Comparison with reference DNS data (+) of [39]

As it can be clearly seen in figure 5.4, the physics of turbulent heat transfer

in channel flow differs significantly for different Prandtl numbers. Non-dimensional
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mean and rms temperatures (Θ+ and Θ+
rms) increase with increasing molecular Prandtl

number and peak values of Θ+
rms are shifted towards the wall. This tendency is well

retrieved by all tested subgrid-scale heat flux models, and, just as in the case of Pr =

0.71, predictions of the different models are also quite similar. However, it can be seen

that predicted mean temperature profiles and peak values of Θ+
rms at Pr = 0.025 and

Pr = 10 are closer to the reference DNS data when the proposed anisotropic model is

applied in comparison to cases conventional isotropic models are used. Similar results

are obtained by using the proposed heat flux model without the anisotropic contribution

term (CII = 0). This suggests that mainly the
√
Pr dependency, that reduces the

residual contribution in case of fluid flows with Prandtl numbers smaller than one and

increases the modeling contribution regarding fluid flows with Prandtl numbers higher

than one, leads to a better prediction of flows with variable fluid properties.

5.4.3 Prediction Accuracy and Computational Cost

It appears that LES predictions of first and second order thermal statistics in

turbulent heated channel flows are very similar for anisotropic and isotropic heat flux

models. This is quantified next by means of an error analysis. Thereby, a turbulent

heated channel flow test case at Reτ = 395 and Pr = 0.71 is selected for the error

analysis and the DNS dataset of Kawamura et al. [39] is utilized as reference. The

normalized relative error of the mean (eθ+) and rms (eθ+rms) temperatures with respect

to the non-dimensional wall distance y+ are shown in figure 5.5. Results are shown for

grid no. 1. Similar error characteristics are obtained for the other spatial resolutions.

Notice that the relative error is normalized in this study by means of the difference be-

tween the maximal and minimal value of the reference data, following the error analysis

procedure for LES described in [92].

It is visible in figure 5.5 that errors are small in the near-wall region, increase

rapidly in the buffer layer and finally decrease in the outer region. This trend is similar

for all tested LES heat flux models and also for both thermal statistics, mean and rms

temperatures. Especially in regard to eθ+rms , it is interesting to observe that the isotropic
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Figure 5.5: Normalized error of predicted mean and rms temperatures of differ-
ent subgrid-scale heat flux models as a function of non-dimensional wall distance.
Anisotropic heat flux model ( ), isotropic heat flux model with Prsgs = 0.7 ( ),
isotropic heat flux model with dynamic procedure ( )

model with Prsgs = 0.7 and in particular the proposed anisotropic heat flux model are

more accurate in the near-wall region than the isotropic heat flux model with dynamic

procedure. Further away from the wall, in the outer region, the error contribution is

similar for all models. As shown by the authors in [92], localized dynamic procedures

can produce a non-physical amount of residual contribution in the near-wall region

when the dynamic procedure is not applied over homogeneous planes parallel to the

walls. Such a procedure is generally not feasible in complex geometries and therefore

not applied in this study. Thus, it seems to be likely, that this physical inconsistency of

the dynamic procedure is responsible for the higher errors of the dynamic model in the

near-wall region.

After analyzing the error characteristics of the different heat flux models for a

given spatial resolution, the overall prediction accuracy of the models is now exam-

ined with respect to spatial resolution. Following the procedure described in [92], the

normalized mean absolute error (nMAE) is employed as global error metric to quan-

tify the overall prediction accuracy of each model. Thereby, the locations at which the

nMAEs are computed are logarithmically distributed along the channel height in order

to obtain an approximately equal number of sampling points in each flow regime. Re-

sults with respect to the spatial averaged ratio of Kolmogorov length scale ηK and grid

width ∆grid are depicted in figure 5.6.
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Figure 5.6: Normalized mean absolute error (nMAE) of predicted mean and rms tem-
peratures with respect to spatial resolutions. (legend see figure 5.5)

As it is expected the nMAEs decrease with increasing spatial resolution

(ηK/∆grid ↑). This holds true for all tested heat flux models and also for both statis-

tics, which confirms the consistency of all these modeling approaches in terms of LES.

Thereby, in particular the anisotropic heat flux model and the isotropic model with

constant Prsgs have lowest values of nMAEs, reflecting a smaller modeling error and

therefore best prediction accuracy. However, deviations are small, and it can be con-

cluded that all the tested models have a comparable prediction accuracy, at least for the

turbulent heated channel flow test case at Reτ = 395 and Pr = 0.71.

Finally, the required computational cost of the subgrid-scale heat flux models

is analyzed. Following the procedure described in [92], the relative computational cost

of a subgrid-scale model CPUh∗ can be defined as the ratio of the CPU time spent for

the calculation of the subgrid-scale model and the total computation time of the simu-

lation. Regarding the selected subgrid-scale heat flux models in this study, it is found

that the eddy diffusivity model with constant Prsgs has the lowest relative computa-

tional cost (CPUh∗ ∼ 0.25%), whereas the eddy diffusivity model using a dynamic

procedure to calculate Prsgs is the most expensive one (CPUh∗ ∼ 3%). The proposed

anisotropic heat flux model is also quite inexpensive (CPUh∗ ∼ 0.5%) since it is fully

algebraic and does not use any dynamic procedure. Nevertheless, the CPU time spent

for the calculation of all subgrid-scale heat flux models under consideration is fairly

small compared to the total computation time of the simulations.
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Considering the present evaluation study for turbulent heated channel flow,

it turned out that the proposed anisotropic subgrid-scale heat flux model as well as

isotropic models are able to predict first and second order thermal statistics accurately

for this test case, regardless a dynamic procedure is used or not. However, only the pro-

posed anisotropic model is able to reproduce the correct direction of the axial subgrid-

scale heat flux, accounts for variable fluid properties and exhibits the proper near-wall

behavior. This reflects the physical consistency of the proposed model. Furthermore,

it is shown that the anisotropic heat flux model has not major impact on computational

cost. Its prediction capability in complex flows is therefore demonstrated in the follow-

ing section.

5.5 Application to Flow Configurations Relevant to Internal Combustion
Engines and Exhaust Gas Systems

Among various energy systems, internal combustion (IC) engines features very

complex heat and fluid flow situations. Besides being confined by solid walls, the IC

engine motor is connected to an exhaust gas system. All together includes processes

like (1) thermo-viscous boundary layer flows, (2) impinging cooling/heating, (3) recir-

culation, (4) flow separation and many more. Thus, given the complexity of heat and

fluid flows in IC-engines and exhaust gas systems, it is useful to divide the evolving

flow and mixing phenomena into different canonical flow situations that represents the

most of the physical processes relevant to such applications. This allows to evaluate a

modeling approach for such complex engineering systems in generality by considering

only process relevant unit problems.

After analyzing the performance of the proposed anisotropic heat flux model

for turbulent heated channel flow and different fluid properties, the novel approach is

now applied to more complex heat and fluid flow situations, namely a strongly heated

turbulent air flow in a pipe, a turbulent inclined jet impinging on a heated surface, and

a backward-facing step flow with heated walls. These test cases are selected since they

feature essential heat and fluid flow situations that are in particular relevant for internal

combustion engines and exhaust gas systems. An illustration of the generic test cases
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and the location where such flow situations can be found in automotive technologies is

shown in figure 5.7. A short description of each test case and the obtained LES results

are presented and discussed in the following.

Figure 5.7: Illustration of an internal combustion engine with exhaust gas system. Char-
acteristic heat and fluid flow situations: (a) thermal boundary layer flow, (b) impinging
cooling/heating, (c) recirculation and reattachment

5.5.1 Strongly Heated Turbulent Air Flow in a Pipe

In exhaust gas systems and many other engineering applications, large tempera-

ture differences occur that leads to strongly varying thermo-fluid properties. In order to

establish the validity of the present anisotropic heat flux model for such extreme oper-

ating conditions, LES of a strongly heated air flow in a vertical pipe with constant heat

flux have been carried out and simulation results are compared with measurements of

Shehata and McEligot [108] and DNS data of Bae et al. [6]. In addition, LES results

using the isotropic linear thermal diffusivity model with Prsgs = 0.7 are also provided

for comparison purpose. An illustration of the strongly heated pipe flow configuration

is shown in figure 5.8, where D denotes the inner diameter of the pipe.

In the test section, a fully developed turbulent flow of dry air (Re = 6000,

T0 = 298.15K, p = 0.1MPa) enters a DN-25 pipe (D = 0.0272m, L = 30D) and is

heated up after an entrance length of 5D. The heated pipe region has a length of 25D

with a constant wall heat flux of qw = 4.11kW/m2. In line with the DNS study of [6],

air is treated in the current LES study as an ideal gas using the ideal gas equation. Other

thermo-physical properties are obtained by means of power laws in the temperature as

described in [6].
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Figure 5.8: Illustration of the heated pipe flow domain. Isometric view (left); view
along x-axis (top right); view along r-axis (down right). D denotes the inner diameter
of the pipe.

A block-structured numerical grid with 649536 control volumes is used to dis-

cretize the pipe flow domain. Thereby, the near-wall region is refined in order to fully

resolve the small turbulence scales in the vicinity of the wall. At the pipe wall, a no-

slip condition is set for the velocity and a zero Neumann conditions for the pressure.

A constant wall heat flux of qw = λ
cp
∂h
∂r
|r=R = 4.11kW/m2 is imposed at the heated

wall while a zero temperature gradient condition is set at the adiabatic wall. In order

to obtain realistic inflow turbulence, the velocity field is extracted for each time step at

the x = 5D plane downstream of the inlet and used to prescribe the velocity field at

the inflow plane. At the outlet, a convective boundary condition is used for the velocity

to maintain the overall mass conservation, while the pressure is set to a constant value.

Figure 5.9 (a) shows predicted mean wall temperature and Nusselt number as a function

of axial distance, where heating starts at a axial position of x/D = 5.
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Figure 5.9: Predicted mean wall temperature (a) and Nusselt number (b) as a function
of axial distance.

91



As it can be seen in figure 5.9, both, the anisotropic heat flux model as well as

the isotropic model with Prsgs = 0.7 show excellent agreement with the experiment

[108] and also with the reference DNS [6] in case of streamwise distribution of the wall

temperature and Nusselt number. Furthermore, LES results are very similar to each

other, which suggests that both models are well suited to predict such a strongly heated

turbulent air flow in a pipe with variable thermo-physical properties, at least in case of

mean wall temperatures and Nusselt number.

5.5.2 Turbulent Inclined Jet Impinging on a Heated Solid Surface

Several canonical mixing and fluid flow situations that occur in internal combus-

tion engines and exhaust gas systems can be also found in impinging jet flows. These

complex phenomena include (1) thermo-viscous boundary layers, (2) impinging heat-

ing/cooling, (3) wall-jets, (4) recirculation and (5) separation. In order to establish the

validity of the novel anisotropic heat flux model under such flow conditions, the second

application test case consists of a turbulent square jet impinging on a heated solid sur-

face. The heat and fluid flows within this configuration were investigated numerically

using DNS technique (see [90, 93]). A schematic of the impinging jet configuration

used in the LES study is provided in figure 5.10.

Figure 5.10: Computational domain, slice through the numerical grid at mid-plane sec-
tion, and description of the coordinate system of the impinging jet configuration [91]

In accordance with the reference DNS, a turbulent jet of dry air (Tinlet = 290K,

p = 1atm) leaves a square nozzle (D = 40mm) and impinges on a heated flat plate.

The heated wall has a constant wall temperature of Tw = 330K, a jet-to-plate distance

of H/D = 1, and an inclination angle of α = 45◦. At the impinged wall, the jet
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is divided into two opposed wall-jets directed outward along the solid wall and gets

heated up.

A block-structured numerical grid with 1699375 control volumes is employed

in the LES study, that is refined in the near-wall region to ensure a non-dimensional

wall distance smaller than one. Regarding the inflow, synthetic turbulent inlet condition

is employed at the nozzle exit section. Thereby, realistic turbulence is generated using

the digital filter approach proposed by Klein et al. [49], while the mean velocity profile

is taken from the DNS study.

Figure 5.11 (a) shows LES predictions of the distribution of the local Nusselt

number along the ζ-axis at x = η = 0 in comparison with the DNS data. Thereby,

the local Nusselt number is defined as Nu = htD/λ, where ht denotes the local heat

transfer coefficient and λ the thermal conductivity. Figure 5.11 (b) depicts the turbulent

wall-parallel heat flux as a function η at ζ/D = −0.15. At this location, the Nusselt

number is maximal, heat is transported counter to the temperature gradient and heat

fluxes appear highly anisotropic (see [93]). In figure 5.11 (b) solid lines denote resolved

heat fluxes and dashed lines represent modeled subgrid-scale heat fluxes. LES results

of the proposed anisotropic heat flux model and the isotropic heat flux model with

Prsgs = 0.7 are presented.
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Figure 5.11: LES results of local Nusselt Number along the wall-parallel direction (a)
and turbulent wall-parallel heat flux at ζ/D = −0.15 (b). Comparison with DNS data
of [90, 93]

Examining figure 5.11, a clear peak in the Nusselt number can be observed at

ζ/D = −0.15. Additionally, the higher values perceived around the stagnation point
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rapidly decrease away from this location. This tendency is well reproduced by both

heat flux models under consideration. Regarding turbulent wall-parallel heat fluxes

< U ′ζΘ
′ > at ζ/D = −0.15 shown in figure 5.11 (b), it can be clearly seen that the

direction of < U ′ζΘ
′ > changes close to the wall in the DNS data. This trend is only re-

produced correctly by means of the proposed anisotropic heat flux model. Furthermore,

predictions of < U ′ζΘ
′ > using the proposed anisotropic heat flux model compare much

better to the reference DNS than heat fluxes obtained by using the standard isotropic

model. This confirms that only the proposed heat flux model is able to predict resolved

and subgrid-scale heat fluxes in a physically consistent way for such a complex heat

and fluid flow situation, while standard isotropic models fail.

5.5.3 Backward-Facing Step Flow with Heated Walls

The last test case in the evaluation study deals with a backward-facing step flow

with a constant heated surface behind a sudden expansion. This generic test case fea-

tures complex flow situations such as recirculation and flow separation and is therefore

an excellent benchmark flow for exhaust gas systems, in particular to mimic heat and

fluid flow phenomena within exhaust silencer devices. The backward-facing step flow

with heated walls was investigated experimentally by Vogel and Eaton [115]. A repre-

sentation of the computational domain used in the LES study is shown in figure 5.12.

Figure 5.12: Computational domain of the backward-facing step configuration

In the backward-facing step test case, a turbulent stream of dry air (T = 298K,

Pr = 0.71) enters a wind tunnel, expands suddenly after 2h and is finally heated up

with a constant heat flux of qw = 270W/m2 behind the sudden expansion. The channel
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expansion ratio is 1.25 with a Reynolds number ofRe = 28000 (based on the freestream

velocity and step height, h).

A block-structured numerical grid with 2745504 control volumes is employed

in the LES study, that is refined in the near-wall region to ensure a non-dimensional wall

distance smaller than one. Realistic inflow turbulence is generated using the digital filter

approach proposed in [49], while the mean velocity profile equals a boundary layer flow

profile with a boundary layer thickness of δ99 = 1.07h.

Figure 5.8 depicts (a) temperature profiles at different axial positions and (b)

the distribution of the Stanton number along the axial direction at the heated lower wall

behind the expansion. Thereby, the Stanton number is defined as St = qw/(U∞ρcp(T −

Tw)), where U∞ is the freestream velocity, cp the specific heat capacity of the fluid, ρ

the fluid density and Tw the wall temperature.
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Figure 5.13: Temperature profiles at different axial positions (a) and Stanton number
at the heated wall as a function of axial position (b). ( ): anisotropic heat flux model;
( ): isotropic heat flux model with Prsgs = 0.7; : experimental data of Vogel and
Eaton [115].

As it can be observed in figure 5.13, there is excellent agreement between LES

predictions and the experiment. Mean temperature profiles are very close to the ex-

perimental data and peak values in the computed profiles of St compare qualitatively

and quantitatively very well with the experiment. This holds true for the anisotropic

heat flux model as well as for the isotropic model with Prsgs = 0.7. A significant

improvement in using an anisotropic heat flux model cannot be determined.
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5.6 Conclusion and Outlook

A novel anisotropic heat flux model for large eddy simulations of complex en-

gineering applications have been proposed and evaluated. The prominent features of

the proposed model are that (1) it accounts for variable fluid properties and anisotropic

effects in the unresolved temperature scales, (2) no ad-hoc treatments or dynamic pro-

cedure are required to obtain the correct near-wall behavior, and (3) the formulation is

consistent with the second law of thermodynamics. It is shown in this work that only

the proposed anisotropic model from the tested ones is able to predict subgrid-scale

heat fluxes in a physically consistent way, while both, the standard and dynamic ther-

mal diffusivity models are unable to reproduce the direction of subgrid-scale heat flux

correctly. However, the proposed anisotropic heat flux model has a similar prediction

accuracy and computational expense than conventional isotropic models. This was con-

firmed by comparison with DNS and experimental data from the literature for several

test cases that are relevant for internal combustion engines and exhaust gas systems,

namely, a turbulent heated channel flow, a strongly heated air flow in a vertical pipe, a

turbulent inclined jet impinging on a heated solid surface and a backward facing step

flow with heated walls.
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[

Appendix]Appendix Similar to the subgrid-scale viscosity, a correct asymp-

totic behavior of the subgrid-scale thermal diffusivity αsgsij is an important factor in

dealing with wall-resolved LES of turbulent flows with heat transport. In order to an-
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alyze the asymptotic behavior of the proposed heat flux models near solid walls, fig-

ure 5.14 presents the scaled wall-normal subgrid-scale thermal diffusivity component

αsgsyy as a function of dimensionless wall distance y+ in a turbulent heated channel flow

at Reτ = 395 and Pr = 0.71. LES results of three different numerical grids with

(N1×N2×N3) = (81×91×81), (97×111×97), and (121×137×121) control vol-

umes are shown. It is visible in figure 5.14 that the theoretical behavior of αsgsyy ∼ O (y3)

is well retrieved numerically. This holds true for all grid resolutions under considera-

tion, which confirms the proper asymptotic behavior of the proposed heat flux models

near solid walls.
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Figure 5.14: Scaled wall-normal subgrid-scale thermal diffusivity component αsgsyy as a
function of dimensionless wall distance y+ in a turbulent heated channel flow at Reτ =
395 and Pr = 0.71
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6.1 Abstract

Heat transfer modeling plays an integral role in design and optimization of tradi-

tional, as well as modern emerging thermal-fluid systems. However, currently available

models suffer from a fundamental shortcoming: their development is mainly based on

the general notion that accurate prediction of the flow field will guarantee an appropriate

prediction of the thermal field, known as eddy diffusivity models based on the Reynolds

Analogy concept. In particular, these models face serious challenges in prediction of

second order statistics such as heat fluxes in homogeneous directions and temperature

variance. Additionally, these models are developed targeting fluids with Prandtl (Pr)

number around unity and thus, incapable of capturing thermal fields of working fluid

with Pr numbers significantly different than unity. In an attempt to address the existing

shortcomings of such models, this investigation aims to identify a reliable framework

to predict the thermal field in wall-bounded shear flows. Towards this, most advanced

models, i.e. implicit and explicit algebraic turbulent heat flux models have been applied
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to a turbulent attached boundary layer of various working fluids with significantly dif-

ferent Prandtl numbers. It turns out that the explicit framework is potentially capable of

dealing with complex turbulent thermal fields and to address longstanding shortcomings

of currently available models if the flow field is predicted accurately. Moreover, it has

been shown that thermal time scale plays an integral role to predict thermal phenomena,

particularly those of fluids with low/high Pr numbers.

6.2 Introduction

The passive transport of heat in a turbulent environment plays an integral role

in development and optimization in various advanced and emerging systems. These

include cooling systems for nuclear power plants, where liquid metal is used as coolant

[71, 12], boiler systems for biomass combustion [50], and heat exchange devices in

the petroleum/petrochemical industry [78], to name only a few. The design and op-

timization of such systems rely heavily on computational modeling and simulation as

experimental investigations are either not possible or prohibitively expensive [106].

Development and optimization of such systems require insight into complex dy-

namics of heat and mass transfer inside the system, which necessitates the application of

reliable models. Furthermore, the above mentioned applications impose an additional

challenge for models in predicting the heat transport at an acceptable level of accuracy

when the Prandtl (denoted as Pr) number of the working fluid is significantly different

than unity [25, 8, 125], i.e. ranges from Pr << 1 for liquid metal to a few thousands

for crude oils. Thus, understanding and correct modeling of heat transport have intro-

duced a major challenge in the past decades [24]. One of the underlying challenges is

the strong dependency of the thermal field (temperature) on the flow field, which often

is highly turbulent. As a direct consequence, an appropriate model for the momentum

transport is an indispensable necessity and therefore, the main focus of modeling in the

past few decades has been placed on turbulent flow field modeling [107]. The intuitive

assumption is that a better prediction of momentum quantities leads to a better predic-

tion of thermal quantities. Moreover, it was assumed that the heat transport could solely
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be predicted by knowledge of the momentum transport. That has led to the formulation

of the simplest model for turbulent heat fluxes, i.e. the on the eddy diffusivity approach

based Reynolds Analogy. While this approach is a drastic simplification of the physical

mechanisms, it has been applied successfully to predict first order statistics such as the

mean temperature in a large number of industrial applications using CFD technique. It

is worth noting that these applications mostly deal with working fluids with Pr number

around unity [7]. It was shown in [126, 125] that the eddy diffusivity approach (e.g. the

Reynolds Analogy) suffers from serious shortcomings when applied to predict second

order statistics or thermal field of fluids with Pr number different than unity. Further,

due to the mathematical formulation of the Reynolds Analogy—the heat flux is pro-

portional to the mean temperature gradient [44]—a non-existing temperature gradient

leads to a non-existing heat flux, which leads to inaccurate prediction of turbulent heat

fluxes in homogeneous direction in turbulent shear flows [125].

In order to address the shortcomings of the Reynolds analogy based models,

several approaches, with different levels of complexity, have been proposed based on

the concept of cross-streamwise mixing, which is known to be the major underlying

mechanism for both momentum and heat transfer [107]. These include, the GGDH,

which includes time scales for the momentum or temperature field [14, 33], and AFM,

which introduce additional correlations to predict the heat flux [62, 55, 44, 124, 64].

However, these approaches have never been extensively investigated and there is only

limited information on prediction capabilities of these methods in the literature [76,

25]. Nevertheless, it should be noted that algebraic heat flux models may offer promis-

ing potential to overcome shortcomings of the Reynolds Analogy, based on limited

information in the literature [25, 124, 42]. Therefore, this study centers these models

and aims to provide a comprehensive assessment of these methods when applied to a

fully attached turbulent boundary layer using different working fluids.

There are two major variants of the AFM distinguished by two fundamental dif-

ferent approaches: implicit and explicit models. The former is a result of truncating the

exact heat flux equation [42, 27], while the latter is derived based on the representation
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theorem [124, 64]. There are few recent efforts on applications of implicit methods to

predict thermal behavior of low Pr number fluids in turbulent wall bounded channel

flow [107, 96], which will be discussed in section 6.3.3.3. Although some improvement

were achieved compared to the classical methods, these studies do not provide some

relevant statistical quantities such as the heat fluxes and dissipation of temperature vari-

ance. Additionally, these studies mainly target fluids with Pr numbers less than unity,

i.e. the implicit models were calibrated/tuned for low Pr number fluids, which limits

the application of the models.

In contrast, there is only one study that uses the explicit model to predict the

temperature field in a turbulent channel flow [64]. This study shows clear improve-

ments as compared to the classical approach based on the Reynolds Analogy. However,

detailed results are only presented for a turbulent rotating channel flow with main em-

phasis on temperature first order statistics.

The current study presents a comprehensive assessment of the predictive capa-

bilities of the implicit and explicit turbulent heat flux models for first and second order

statistics when applied to 3D wall-bounded shear flow using different working fluids.

Additionally, the assessment includes sensitivity analysis with respect to the turbulence

model used to describe the flow field.

Moreover, both implicit and explicit models considered here use only mechan-

ical time scale in their formulations, as will be discussed in the following sections. As

a result of this, relevance and effects of thermal time scale in prediction capability of

heat flux models remains unclear. This investigation aims to study the effects of ther-

mal time scale on the predictive capabilities of both models. Therefore, the existing

mechanical time scale is modified by including the thermal time scale in both models

as will be shown in section 6.3.3. However, it should be noted that the goal here is

only to study model sensitivity to the inclusion of thermal time scale and therefore, no

additional model calibrations/tuning have been performed after inclusion of the thermal

time scale into the model.
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The chapter is organized as follows: in Section 6.3, the governing equations

including employed turbulence and heat flux models will be presented and discussed. In

Section 6.4, an overview of test cases and the numerical approach is provided. Results

obtained from simulations are presented and discussed in Section 6.5. The chapter

concludes with a summary and conclusion in Section 6.6.

6.3 Governing Equations and Model Description

The current study aims to provide a comprehensive assessment and comparison

of the prediction capabilities of the implicit and explicit heat flux models when applied

to turbulent attached boundary layer (channel flow) using working fluids with different

Pr numbers. Moreover, sensitivity of both modeling approaches towards to turbulence

models used to describe the flow field will be studied.

Two different turbulence models, including Launder-Sharma’s k− ε model [56]

and Lien-Abe’s k − ε model, will be used. The major difference between these models

is that Launder-Sharma’s model is a linear eddy viscosity model, while Lien-Abe’s is a

non-linear eddy viscosity model. This model is based on Lien’s k− ε model [57], mod-

ified with the non-linear term proposed by Abe [2]. As it will be shown and discussed

later, the non-linear model is capable of predicting the Reynolds Stress tensor with a

remarkably higher accuracy compared to the linear model, which should lead to more

accurate predictions of thermal quantities.

6.3.1 Turbulence Models

6.3.1.1 Launder and Sharma’s k − ε model

The Launder-Sharma k− ε [56] model is one of the most commonly used linear

models. Henceforth, this model will be denoted as LS. It employs two transport equa-
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tions, one for turbulent kinetic energy k, and one for the dissipation rate ε. The model

equations read:

Dk

Dt
=

∂

∂xi

[(
ν +

νt
σk

)
∂k

∂xi

]
+ Pk − ε, (6.1)

Dε̃

Dt
=

∂

∂xi

[(
ν +

νt
σε

)
∂ε̃

∂xi

]
+ C1Pk

ε̃

k
− C2f2

ε̃2

k
+ E. (6.2)

Where

Pk = −uiuj
∂Ui
∂xj

, E = 2ννt

(
∂2Ui
∂xj∂xk

)2

, ε̃ = ε− 2ν

(
∂
√
k

∂xk

)2

,

νt = Cµfµ
k2

ε̃
, fµ = exp

[
−3.4

1 + Ret
50

]
,

and

−uiuj = bij −
2

3
δijk. (6.3)

Here, bij is the Reynolds stress anisotropy tensor and since this is a linear model,

bij holds only a linear term (denoted as lbij):

bij = lbij = Sij = νt

(
∂Ui
∂xj

+
∂Uj
∂xi

)
. (6.4)

Further details on model constants and functions, i.e. C1, C2, Cµ, σk, σε, f2, are

provided in [56].

6.3.1.2 Lien-Abe’s k − ε model

As previously mentioned, the Lien-Abe model is based on the linear part of the

k− ε model proposed in [57] and employs the non-linear term introduced by Abe et. al
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[2]. This model will be denoted as LA in the current study, and below is a summary of

the model equations:

Dk

Dt
=

∂

∂xi

[(
ν +

νt
σk

)
∂k

∂xi

]
+ Pk − ε, (6.5)

Dε

Dt
=

∂

∂xi

[(
ν +

νt
σε

)
∂ε

∂xi

]
+ Cε1Pk

ε

k
− Cε2f2

ε2

k
+ E(f2), (6.6)

where

Pk = −uiuj
∂Ui
∂xj

, E(f2) = Cε2C
0.75
µ f2

√
k
ε

le
exp

[
− AEy∗2

]
, le =

κy∗

1 + 2κy∗

C0.75
µ

.

The term uiuj is defined as in Eq. 6.3 but bij holds in addition to the linear term

(lbij) two further non-linear terms (2bij and sbij):

bij = lbij + 2bij + sbij. (6.7)

These two additional terms are rather complex and further details are provided

in [2] while details on model constants for the k − ε equations and functions, i.e.

AE, Cε1, Cε2, Cµ, κ, y
∗, σk, σε, f2, are provided in [57] and [32].

6.3.2 Internal Energy Equation

The Reynolds-averaged internal energy equation reads as [27]:

ρcp
DT

Dt
= ST +

∂

∂xi

[(
λ
∂T

∂xi

)
− ρcpθui

]
. (6.8)

Assuming incompressible flow, constant physical properties and neglecting ad-

ditional source terms (such as radiation), the equation can be written as below:

DT

Dt
=

∂

∂xi

[( ν

Pr

∂T

∂xi

)
− θui

]
. (6.9)
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The quantity θui on the right hand side is called turbulent heat flux and is the

Reynolds-averaged fluctuating velocity-temperature correlation. This quantity needs to

be modeled in order to close the equation.

6.3.3 Turbulent Heat Flux

As previously mentioned, the heat flux must be determined to close the energy

equation. The exact transport equation for θui for incompressible non-buoyant flows in

the RANS-framework reads as below [42]:

Dθui
∂t

=
∂

∂xi

(
− θuiuj +

θp

ρ
δij + νθ

∂ui
∂xj

+ αui
∂θ

∂xj

)
︸ ︷︷ ︸

Dθi

+
p

ρ

∂θ

∂xi︸ ︷︷ ︸
Φθi

−

(
uiuj

∂T

∂xj
+ θuj

∂Ui
∂xj

)
︸ ︷︷ ︸

Pθi

− (ν + α)
∂ui
∂xj

∂θ

∂xj︸ ︷︷ ︸
εθi

, (6.10)

where Dθi is the diffusive transport, Φθi is the pressure-temperature correlation,

Pθi is the production due to combined actions of mean velocity and mean temperature

gradient, and εθi is the dissipative correlation/destruction term. The direct application

of this equation to predict the heat flux is not possible due to existing of several terms

that are not know (Dθi, Φθi and εθi), and need to be modeled. Explicit and implicit

algebraic methods are among strategies to model this equation and will be discussed in

detail in this study. Thereby, it will be explained how the unknown terms are treated

and modeled.

6.3.3.1 Thermal Dissipation and Temperature Variance

Among unclosed terms in the heat flux equation, thermal dissipation εθ has at-

tracted more attention and there are a few models for εθ in the literature [66, 44, 60,

76]. Following same assumptions and analogy as for the flow field, i.e. high Reynolds
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number and small scale being locally isotropic, the exact transport equation for thermal

dissipation εθ reads as follow [27]:

Dεθ
∂t

=

[
−∂εθui

∂xi︸ ︷︷ ︸
Tεθ

+α
∂2εθ
∂xi∂xi︸ ︷︷ ︸
Dεθ

]
− 2α

∂ui
∂xj

∂θ

∂xj

∂θ

∂xi︸ ︷︷ ︸
Pεθ4

− 2α

(
∂θui
∂xj

∂θ

∂xj

∂T

∂xi
+
∂θ

∂xi

∂θ

∂xj

∂Uk
∂xj

+ uk
∂θ

∂xj

∂2T

∂xi∂xj

)
︸ ︷︷ ︸

Pεθ1+Pεθ2+Pεθ3

− 2

(
α

∂2θ

∂xi∂xj

)2

︸ ︷︷ ︸
Yεθ

, (6.11)

where Tθε is the turbulent diffusive transport, Dθε is the molecular diffusive

transport, Pεθ1 + Pεθ2 + Pεθ3 are production due to gradient of mean quantities. Pεθ4 is

the turbulent production, and Yε is the destruction at small scales.

Closing this equation is more complex compared to closing the equation for the

dissipation of turbulent kinetic energy ε. As stated in [107, 54, 110, 76, 25, 60], twice

as many free parameters need to be determined. Several models have been proposed

[66, 44, 60, 76] which follow the same modeling methodology as for ε. This leads to

the following general form for the transport equation for εθ [44]:

Dε̃θ
Dt

= Dεθ + Cθ
ε1Pθ

ε̃θ

θ2
+ Cθ

ε3P
ε̃θ
k
− Cθ

ε4

ε̃2
θ

θ2
− Cθ

ε5fεθ
ε̃θε̃

k
+ Eθ︸︷︷︸

near-wall
correction

, (6.12)

where

Pk = −uiuj
∂Ui
∂xj

, Pθ = −θui
∂T

∂xi
, Eθ = 2ααt

(
∂2T

∂xj∂xk

)2

, ε̃θ = εθ − α
(
∂
√
θ2

∂xk

)2

︸ ︷︷ ︸
εθ at

the wall

.

Note that the model differs in near-wall correction and εθ at the wall. The model

proposed in [44] will be used in this study with Eθ and ε̃θ as defined above.
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Modeling of the equation for temperature variance θ2 is relatively straightfor-

ward and the modeled equation reads as below [107]:

Dθ2

Dt
= 2Pθ − 2εθ +

∂

∂xi

[( ν

Pr
+
νt
σt

)∂θ2

∂xi

]
, (6.13)

where Pθ = −θui∂T/∂xi is the production of temperature variance. Details

on model constants are provided in [107]. As will be discussed in the following, the

quantities, θ2 and εθ, are necessary to determine the thermal time scale.

6.3.3.2 Mechanical and Thermal Time Scales

There are three time scales that may play integral roles to predict the thermal

field at an acceptable level of accuracy and fidelity. They are the mechanical, the ther-

mal, and a combination out of the mechanical and thermal, referred to as mixed time

scale. The mechanical time scale is defined as the ratio of the turbulent kinetic energy

k and its dissipation ε:

τm =
k

ε
. (6.14)

The thermal time scale follows the same principle and is represented by the ratio

of the temperature variance θ2 and its dissipation εθ:

τθ =
θ2

2εθ
. (6.15)

However, in contrast to the mechanical time scale, this quantity cannot be ob-

tained directly from the flow field and requires data on θ2 and εθ to be obtained from

corresponding transport equations discussed in Section 6.3.3.1.

The combined time scale τ , which plays an integral role in the modeling of the

heat flux, is a combination of both time scales:

τ =

√
k

ε

θ2

εθ
. (6.16)
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As mentioned above, two more transport equations for θ2 and εθ are necessary to

calculate this time scale. However, often an overly simplistic assumption that avoids an

additional transport equation for εθ is used. This approach assumes a constant thermal

to mechanical time scale ratio, denoted as R = τθ/τm, to provide information on the

thermal time scale. With the typical value ofR = 0.5 [107, 43], it results in an algebraic

expression for εθ:

εθ =
εθ2

k
. (6.17)

Moreover, applying this simplification into the mixed time-scale, Eq. 6.16, leads

to the mechanical time scale:

τ =

√
k

ε

θ2

εθ

Eq. 6.17
=

k

ε
. (6.18)

Several studies [45, 109, 44] have shown that this assumption is appropriate for

fluids with Pr number around unity, but fails when used for non-unity Pr numbers

[125, 77]. Fig. 6.1 depicts dynamics of R in a turbulent channel flow for different Pr

numbers based on DNS data. It clearly shows that this assumption is appropriate away

from solid surfaces and only for fluids with Pr number around unity.
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Figure 6.1: Ratio of thermal to mechanical time scale in turbulent channel flow for
different Prandtl numbers obtained from DNS data [39]
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6.3.3.3 Implicit Heat Flux Model

The implicit heat flux model takes advantage of existing known terms (partic-

ularly the production term Pθi) in the transport equation for the heat flux (Eq. 6.10).

Application of the weak equilibrium hypothesis [95, 26] along with neglecting the de-

struction term εθi, leaves only the pressure scrambling term Φθi to model. The most

common method to model this term is proposed in [18, 42]:

Φθi = −1

τ

[
1

Ct0
θui + Ct4aijθuj

]
, (6.19)

where aij = uiuj/k − 2/3δij . The above model for Φθi results in the following

form for implicit algebraic turbulent heat flux model:

θui = −Ct0τ

[
Ct1uiuj

∂T

∂xj
+ Ct2θuj

∂Ui
∂xj

]
+ Ct4Ct0aijθuj. (6.20)

As mentioned before, the time scale τ is the mixed time scale that requires

information of θ2 and εθ. However, investigations concerning turbulent wall-bounded

shear flows [107, 96, 43] use a simplified version of the model based on the constant

thermal to mechanical time scale assumption withR = 0.5. The simplified form of the

model reads as follows:

θui = −Ct0
k

ε

[
Ct1uiuj

∂T

∂xj
+ Ct2θuj

∂Ui
∂xj

]
+ Ct4Ct0aijθuj. (6.21)

Further, it was shown [107] that the model constants need to be modified to

reach an acceptable level of accuracy for differnt Pr numbers, leading to a correlation

for Ct1. This resulting model is referred to as AHFM-NRG, and will be used in this

investigation. Model coefficients are summarized in Tab. 6.1.

Table 6.1: Coefficients for the implicit heat flux model AHFM-NRG as given by [107]

Ct0 Ct1 Ct0 Ct4

0.2 0.053 ln (RePr)-0.27 0.6 0.0
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It should be noted that all before mentioned studies that use the AHFM-NRG

model are limited to fluids with Pr numbers around or less than unity and do not provide

data on some relevant statistical quantities such as the heat fluxes. Moreover, they do

not address the sensitivity of the heat flux model with respect to the turbulence model

used to described the flow field.

In this study, the AHFM-NRG model will be assessed extensively when applied

to turbulent (attached) wall-bounded shear flows of different working fluid. Addition-

ally, the AHFM-NRG model will be modified by incorporating the thermal time scale

into the model, i.e. the mechanical time scale will be replaced by the mixed time scale.

This will allow to identify relevance of the thermal time scale, as well as, if/how the

implicit modeling methodology responds to the inclusion the thermal time scale.

6.3.3.4 Explicit Heat Flux Model

An explicit model for turbulent heat flux can be constructed based on the rep-

resentation theorem. Assuming an incompressible, non-buoyant flow at high Reynolds

numbers, the functional relationship for the turbulent heat flux is given as below [124]:

θui = −fi

(
uiuj, Sij,Wij, T,j, T, ε, θ2

)
, (6.22)

where Sij is the mean rate of strain and Wij is the mean vorticity tensor.

For the determination of the model, it is assumed that anisotropies and turbulent

time-scales are sufficiently small and that an equal balance between the effects of rota-

tional and irrotational strain rates exists. Further details including a detailed derivation

of the model are provided in [124]. The model reads as follows:

θui = −

[
C1τk

∂T

∂xi
+C2τuiuj

∂T

∂xj
+C3τ

2k
∂Ui
∂xj

∂T

∂xj
+C4τ

2

(
uiuk

∂Uj
∂xk

+ujuk
∂Ui
∂xk

)
∂T

∂xj

]
.

(6.23)

Here, τ can represent either the mechanical or thermal or mixed time scale.

Choosing the mechanical time scale (following the same assumption as for the implicit
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flux model, a constant ratio between mechanical and thermal time scale with R = 0.5)

leads to the proposed model in Younis et al. [124]:

θui = −

[
C1
k2

ε

∂T

∂xi
+C2

k

ε
uiuj

∂T

∂xj
+C3

k3

ε2

∂Ui
∂xj

∂T

∂xj
+C4

k2

ε2

(
uiuk

∂Uj
∂xk

+ujuk
∂Ui
∂xk

)
∂T

∂xj

]
.

(6.24)

This model has not been tested in fully attached turbulent boundary layers.

However, there is a recent investigation [64] that employs a slightly modified version

to study non-isothermal rotating and non-rotating turbulent channel flow. The modified

model reads as follows:

θui = −

[
C1
k2

ε

∂T

∂xi
+ C2

k

ε
uiuj

∂T

∂xj
+ C4

k2

ε2

(
uiuk

∂Uj
∂xk
− ujuk

∂Ui
∂xk

)
∂T

∂xj

]
. (6.25)

While this model offers remarkable improvements compared to the classical

Reynolds Analogy based model, it is worth noting that only the mechanical time scale

was included as well as only working fluids with Pr around unity were tested. This

modified model will be used in this study and the model coefficients are given in Tab.

6.2.

Table 6.2: Coefficients for the explicit heat flux model as given by [64]

C1 C2 C3 C4

0.03 0.21 0.0 -0.105

Moreover, similar to the implicit heat flux model, sensitivity of the model with

respect to the turbulence model and effect of considering the thermal time scale will be

investigated. Inclusion of the thermal time scale into the model and using the mixed

time scale will result in the following form of the model:

θui = −

[
C1τk

∂T

∂xi
+ C2τuiuj

∂T

∂xj
+ C4τ

2k

(
uiuk

∂Uj
∂xk
− ujuk

∂Ui
∂xk

)
∂T

∂xj

]
. (6.26)
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It should be noted that the model constants remain same after modifying the

time scale, as discussed in the introduction.

6.4 Numerical Setup

6.4.1 Flow Configuration

The configuration is a fully developed turbulent channel flow as shown in Fig.

6.2. The size of the computational domain is 2πδ, 2δ, πδ, where δ is the channel half

height. Different Prandtl numbers (0.025, 0.71, 10) have been considered based on the

availability of reference (DNS) data. The details of all simulations are summarized in

table 6.3.

Different mesh designs have been used for different Prandlt numbers and in

particular, a different spacing in wall-normal direction is required to achieve appropriate

distribution according to the findings in [125]. A simple-gradient spacing is used to

create suitable distributions in the wall-normal direction, see [74] for details.

Note that the Reynolds number Reτ = Uτδ/ν is defined based on the friction

velocity at wall (Uτ ) and channel half height δ. A constant pressure gradient is applied

via an additional source term in the momentum equation to drive the flow to the targeted

Reynolds number.

Periodic boundary conditions are imposed in the streamwise and spanwise di-

rections, and no-slip condition is used at both walls. For the temperature field, a mean

uniform heat flux at the walls, and periodic boundary conditions in the streamwise and

the spanwise directions have been applied. Further, it is important to mention that the

temperature variance and its dissipation are set to zero at the wall, i.e. θ2|w and εθ|w= 0.

The results are normalized by the δ, Uτ , the kinematic viscosity ν, the density ρ, and

the friction temperature Tτ .

Three different model categories for the thermal field will be applied and as-

sessed in this investigation. These include TV-R, TV-E and TV-M. TV-R uses solely the

mechanical time scale along with the transport equation for θ2, (Eq. 6.13), and the al-

gebraic expression to determine εθ, (Eq. 6.17), for both the implicit and explicit heat
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Figure 6.2: Sketch of horizontal channel flow configuration

flux model. TV-E makes use of the transport equation for εθ, (Eq. 6.12), to provide

information for thermal dissipation while using only the mechanical time scale similar

to category TV-R. The last category (TV-M) takes leverage of the mixed time scale τ

defined by Eq. 6.16 in both turbulent heat flux models. All three categories along with

corresponding equations are summarized in Tab. 6.4.

Table 6.3: Overview of flow variations

Reτ Pr Reference Data Resolution

395 0.025 Kawamura et al. [38] 48× 36× 6

395 0.71 Kawamura et al. [38] 48× 36× 6

395 10 Kawamura et al. [38] 48× 36× 6

Table 6.4: Overview of model categories

category
θui-Equation

time scale θ2-Equation εθ-Equation
Implicit Explicit

TV-R Eq. 6.21 Eq. 6.25 k
ε

Eq. 6.13 Eq. 6.17

TV-E Eq. 6.21 Eq. 6.25 k
ε

Eq. 6.13 Eq. 6.12

TV-M Eq. 6.20 Eq. 6.26
√

k
ε
θ2

εθ
Eq. 6.13 Eq. 6.12

6.4.2 Code Description

All numerical simulations presented in this chapter are performed using

OpenFOAM-v2.2.2 with necessary modifications. The PISO-algorithm has been used
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and second order schemes have been applied for velocity, turbulence and thermal quan-

tities.

6.4.3 Verification and Comparison of Turbulence Models

In this section, the two turbulence models used in this investigation will be as-

sessed and compared when applied to a fully developed turbulent channel flow. Mean

velocity, turbulent kinetic energy and its dissipation are shown in Fig. 6.3. It can be

seen, that the velocity is well predicted by both models. Turbulent kinetic energy k is

slightly better predicted by LA model, while both models predict the dissipation with

the same accuracy.
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Figure 6.3: Reτ= 395. Several momentum quantities

The Reynolds stresses play integral roles in prediction of the turbulent heat

fluxes, as can be deduced from the governing equations (Eqs. 6.20 and 6.26).
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Fig. 6.4 demonstrates the Reynolds stresses obtained from the two turbulence

models. It can be observed that the normal stresses (uv, vv, ww) are remarkably better

predicted by the non-linear model (LA) and its impact on the heat flux prediction for

both implicit and explicit methods will be investigated.
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Figure 6.4: Reτ= 395. Reynolds Stresses

6.5 Results and Discussion

In the current study, prediction capabilities of the implicit and explicit heat flux

models for first and second order statistics for different Prandtl numbers are investi-

gated, as described in Table 6.4. This covers a wide range of Pr numbers (O(0.01),

O(1) and O(10)) when dynamics of heat transfer are significantly different. The main

goal here is to provide a comprehensive comparison and analysis between the implicit

and explicit methods to identify a reliable framework to capture the thermal field in

turbulent wall-bounded shear flows.
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All simulations have been conducted in steady state fashion using RANS based

turbulence models described in section 6.3.1. Further, mesh convergence studies have

been done for all simulations and only mesh independent results are presented.

6.5.1 Pr= 0.71

Pr= 0.71 differs strongly in its behavior compared to high and low Pr numbers.

For this particular Pr number, the thermal and momentum boundary layers overlay and

thus, it is expected that a constant value (usually 0.5) for the ratio of mechanical to

thermal time scale works reasonably well, as also shown in [45, 109, 44]. It follows

that results from all three model categories (TV-R, TV-E and TV-M) should share a lot

of similarity, which will be investigated here.

6.5.1.1 Implicit Heat Flux Model

6.5.1.1.1 Mean Temperature

Fig. 6.5a presents mean temperatures obtained for Pr = 0.71 at Reτ = 395 for

TV-R and TV-E. It should be noted that both models result in the same temperature

profile, since the temperature equation is independent of θ2 and εθ, see section 6.3.3.3

for details. The mean temperature is not well captured irrespective of the turbulence

model used to capture the flow field. It appears that the implicit model does not respond

in a consistent manner to improvements of flow field quantities, provided by the non-

linear turbulence model LA. This inconsistent behavior is also presented in Fig. 6.6,

where accuracy of mean temperature varies significantly, even if turbulence models

with similar prediction capabilities are used to predict the flow field. Results shown in

Fig. 6.6 are obtained with three different linear-eddy viscosity turbulence models, i.e.

LS, k − ω − SST [61] (denoted as kO) and Lam and Bremhorst’s k − ε model [53]

(denoted as LB). Although all three models predict the flow quantities at comparable

level of accuracy, there is remarkable differences in mean temperature. Therefore, it

is possible to find some turbulence models such that mean temperature matches the

DNS data, similar to one proposed in [107]. In fact, this analysis demonstrates that the
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implicit formulation for the turbulent heat flux fails to establish a consistent coupling

with the flow field.

6.5.1.1.1.1 Effects of Mixed Time Scale

Fig. 6.5b presents mean temperatures for Pr = 0.71 at Reτ = 395 obtained

by TV-M with both turbulence models. Including the thermal time scale into the heat

flux equation modifies the prediction of the linear turbulence model (LS) (however, not

in a consistent manner), while results obtained using the non-linear turbulence model

(LA) remain unaffected, which is a somehow expected behavior since mechanical and

thermal time scale show similar behaviors. Thus, it suggests that an appropriate and

consistent response to the inclusion of the thermal time scale may require advanced

turbulence models to provide accurate prediction for the Reynolds stress tensor.
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Figure 6.5: Mean temperature obtained by TV-R, TV-E and TV-M for Pr= 0.71 at Reτ=
395 with the implicit heat flux model
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Figure 6.6: Mean velocity, turbulent kinetic energy and mean temperature obtained by
TV-R for Pr= 0.71 at Reτ= 395 with the implicit heat flux model

6.5.1.1.2 Temperature Variance

Unlike the mean temperature, there are some differences in results obtained by

TV-E and TV-R for temperature variance (equivalently, the rms value of temperature

fluctuations denoted as θrms), see Section 6.4. Regarding TV-R, it should be noted that

irrespective of the turbulence model, the implicit heat flux model fails to capture the

general behavior of θrms, see Fig. 6.7a. In particular, the peak around y+ ≈ 10 is

mispredicted and followed by a wrong tendency towards channel center. Furthermore,

using an extra transport equation for the thermal dissipation εθ (TV-E) only provides

marginal improvements in the near-wall region (y+ < 10), compared to TV-R, while

exacerbates the situation in the core region. The discrepancies mainly trace back to the

misprediction of the mean temperature (shown in Fig. 6.5a), since mean temperature

gradient is a main contributor in production of θ2, as shown in Eq. 6.13. Moreover, it
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appears that application of the more advanced turbulence model (LA) does not improve

the prediction accuracy for temperature variance significantly. The results may be in-

dicative of some fundamental issues in the implicit model for turbulent heat flux in its

current form (AHFM-NRG) to capture the second order statistics at an acceptable level

of accuracy.

6.5.1.1.2.1 Effects of Mixed Time Scale

In order to investigate effect of mixed time scale on the model prediction ca-

pability of temperature variance, the mixed time scale was included into the implicit

heat flux model, i.e. TV-M approach was used to capture the temperature variance. As

expected for fluids with Pr around unity, no significant improvements (sensitivity) was

observed, Fig. 6.7c.
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Figure 6.7: Temperature variance obtained by TV-R, TV-E and TV-M for Pr= 0.71 at
Reτ= 395 with the implicit heat flux model
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6.5.1.1.3 Dissipation of Temperature Variance

Results for the dissipation of temperature variance εθ under the assumption of a

constant time scale ratio (R = 0.5) are presented in Fig. 6.8a. The thermal dissipation

rate is mispredicted, particularly in the near-wall region because of the assumption of a

constant thermal to mechanical timescale ratio (R = 0.5). This assumption describes

εθ based on ε, which leads to a misprediction of εθ in near-wall region, similar to ε.

Including the transport equation for εθ (TV-E) leads to some degree of improve-

ment in the near-wall region, most notably when the non-linear turbulence model (LA)

was used, Fig. 6.8b.

6.5.1.1.3.1 Effects of Mixed Time Scale

Results obtained for εθ using the mixed time scale in the implicit heat flux model

(TV-M) are shown in Fig. 6.8c. As expected, for fluids with Pr number around unity,

inclusion of the mixed time does not provide remarkable improvements.
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Figure 6.8: Thermal dissipation obtained by TV-R, TV-E and TV-M for Pr= 0.71 at
Reτ= 395 with the implicit heat Flux model

6.5.1.1.4 Streamwise Heat Flux

The streamwise heat fluxes obtained by TV-R and TV-E approaches are shown

in Fig. 6.9a. Similar to mean temperature, the heat fluxes are independent of tem-

perature variance and its dissipation. Therefore, there is no difference between results

obtained by TV-R and TV-E models. The streamwise heat flux is strongly mispredicted

by the implicit heat flux model regardless of the turbulence model used to provide flow

field quantities. In fact, it appears that the implicit heat flux model shows only a little

sensitivity to the heat flux in the homogeneous direction.

6.5.1.1.4.1 Effects of Mixed Time Scale

Results obtained for the streamwise heat flux after inclusion of the mixed time

scale are presented in Fig. 6.9b, which show very marginal improvements. These results
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might suggest that the implicit formulation suffers from a significant shortcoming in

predicting the heat flux in homogeneous directions.
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Figure 6.9: Streamwise heat flux obtained by TV-R, TV-E and TV-M for Pr= 0.71 at
Reτ= 395 with the implicit heat flux model

6.5.1.1.5 Wall-Normal Heat Flux

Wall-normal heat fluxes obtained by TV-R and TV-E approaches are shown in

Fig. 6.10a. As shown, the implicit model is capable of capturing the wall-normal heat

flux behavior correctly. It is worth noting that it seems that the near-wall region is better

predicted with the linear turbulence model. However, this superiority is deemed to be an

accident, given the lower quality provided by the linear model for flow field quantities.

6.5.1.1.5.1 Effects of Mixed Time Scale

Inclusion of the mixed time scale (TV-M) appears to provide slight improve-

ments, when the non-linear turbulence model was used, see Fig. 6.10b. This is very

much expected as the thermal and mechanical time scales exhibit very similar dynam-

ics for fluids with Pr around unity. In contrast, the inclusion modifies the heat flux

obtained when the linear turbulence model is used, which might suggest an inconsistent

feature of the implicit formulation, confirming the previous finding regarding mean tem-

perature, i.e. a consistent response from the implicit heat flux model requires advanced

turbulence models to provide accurate prediction of the flow field.
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Figure 6.10: Wall-normal heat flux obtained by TV-R, TV-E and TV-M for Pr= 0.71 at
Reτ= 395 with the implicit heat flux model

6.5.1.1.6 Thermal to Mechanical Time Scale

Fig. 6.11 demonstrates the ratio of thermal to mechanical time scale (R) ob-

tained by different approaches (TV-E and TV-M). As can be seen, there is no change in

the model prediction after inclusion of the mixed time scale when the non-linear turbu-

lence model is used to describe the flow field, i.e. the model responds consistently to

inclusion of the thermal time scale for fluids with Pr number around unity. Addition-

ally, results suggest that an additional transport equation might be necessary to predict

the thermal time scale more accurately when compared to the traditional assumption of

a constant thermal to mechanical time ratio, even for fluids with Pr numbers around

unity, however, in conjunction with an advanced turbulence model.
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Figure 6.11: Ratio of thermal to mechanical time scale obtained by TV-R, TV-E and
TV-M for Pr= 0.71 at Reτ= 395 with the implicit heat Flux model
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6.5.1.2 Explicit Heat Flux Model

6.5.1.2.1 Mean Temperature

In Fig. 6.12a, the mean temperatures obtained by the explicit heat flux model

using both turbulence models within TV-R and TV-E approaches are shown. The result

using the linear turbulence model (LS) underestimate the profile strongly, while the re-

sult using the non-linear turbulence model (LA) is in good agreement with the reference

data. More importantly, in comparison to the implicit heat flux model, the explicit heat

flux model shows a consistent sensitivity to the turbulence model, i.e. the more accurate

the flow field, the more accurate the thermal field.

6.5.1.2.1.1 Effects of Mixed Time Scale

Introducing the thermal time scale into the explicit heat flux model (TV-M) does

not seem to have a remarkable effect, which is expected for fluids with Pr number

around unity (Fig. 6.12b).
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Figure 6.12: Mean temperature obtained by TV-R, TV-E and TV-M for Pr= 0.71 at
Reτ= 395 with the explicit heat flux model

6.5.1.2.2 Temperature Variance

Temperature variances (θrms) obtained by TV-R and the explicit heat flux model

are shown in Fig. 6.13a. As can be seen, the explicit model shows sensitivity to the

accuracy of the flow field and captures the trend of θrms accurately when the non-
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linear turbulence model (LA) was used, while using the linear model (LS) leads to a

misprediction of θrms. Inclusion of an extra transport equation for εθ (TV-E) seems to

affect the results obtained with the linear turbulence model. While some improvement

can be observed, the tendency of θrms is not well captured, particularly in the core

region, see Fig. 6.13b.

6.5.1.2.2.1 Effects of Mixed Time Scale

Inclusion of the mixed time scale, shows only slightly improvements in near-

wall region, when the non-linear turbulence model was applied. However, it appears

that the explicit heat flux model is very sensitive to the turbulence model used to capture

the flow field and responses inappropriately to the inclusion of the mixed time scale

when the linear turbulence model is used.
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Figure 6.13: Temperature rms obtained by TV-R, TV-E and TV-M for Pr= 0.71 at Reτ=
395 with the explicit heat flux model
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6.5.1.2.3 Dissipation of Temperature Variance

Results for the dissipation of temperature variance obtained by TV-R and TV-E

are presented in Fig. 6.14a and 6.14b. There is similar behavior in the wall region

(y+ < 10), irrespective of the approach, while some improvement can be seen in the

core region, when an additional transport equation for εθ is solved (TV-E).

6.5.1.2.3.1 Effects of Mixed Time Scale

As expected for fluids with Pr number around unity, the explicit model does

not provide any improvement (sensitivity) when the mixed time scale is used with the

non-linear turbulence model. However, the opposite is true when the linear model is

used (Fig. 6.14c) leading to a worse prediction.
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Figure 6.14: Dissipation of temperature variance obtained by TV-R, TV-E and TV-M for
Pr= 0.71 at Reτ= 395 with the explicit heat flux model
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6.5.1.2.4 Streamwise Heat Flux

Fig. 6.15a shows the streamwise heat fluxes obtained by TV-R and TV-E. In

contrast to the implicit model (Fig. 6.9a), the explicit heat flux model demonstrates

potential capability to capture the streamwise heat flux. In particular, the model shows

a decent capability, when the non-linear turbulence is used. This may suggest that an

accurate prediction of the flow field along with an appropriate model for the heat flux

are essential to address the longstanding shortcoming of heat flux models in predicting

heat fluxes in homogeneous directions.

6.5.1.2.4.1 Effects of Mixed Time Scale

Using the mixed time scale in the explicit heat flux model (TV-M) does offer

marginal improvements (Fig. 6.15b). In particular, the model shows some potential

capability, when the non-linear turbulence is used along with the mixed time scale.

Again, the opposite is true for the linear turbulence model, leading to a much worse

prediction.
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Figure 6.15: Streamwise heat flux obtained by TV-R, TV-E and TV-M for Pr= 0.71 at
Reτ= 395 with the explicit heat flux model

6.5.1.2.5 Wall-Normal Heat Flux

Fig. 6.16a depicts the wall-normal heat fluxes obtained by TV-R and TV-E. It

can be observed that the wall-normal heat flux can be accurately predicted, if the flow

field is accurately captured, i.e. the non-linear turbulence model (LA) is used.
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6.5.1.2.5.1 Effects of Mixed Time Scale

As expected for fluids with Pr number around unity, using the mixed time scale

does not provide any improvements. This consistent behavior is very much expected.

However, it should be noted that if the flow field is not predicted at an acceptable level

of accuracy, the heat flux model could potentially deliver a remarkable discrepancy as

shown in Fig. 6.15b, as demonstrated by the linear turbulence model (LS).
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Figure 6.16: Wall-normal heat flux obtained by TV-R, TV-E and TV-M for Pr= 0.71 at
Reτ= 395 with the explicit heat flux model

6.5.1.2.6 Thermal to Mechanical Time Scale

Fig. 6.17 shows the ratios of thermal to mechanical time scale obtained by dif-

ferent approaches, TV-E and TV-M. It clearly can be deduced that the explicit heat flux

model has the capability to provide accurate results if the flow field is accurately cap-

tured, and reliable information (via an additional transport equation for εθ) for thermal

time scale is provided.
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Figure 6.17: Ratio of thermal to mechanical time scale obtained by TV-R, TV-E and
TV-M for Pr= 0.71 at Reτ= 395 with the explicit heat flux model

6.5.2 Pr= 0.025

In contrast to fluids with Pr numbers around unity, thermal boundary layers of

fluids with Pr numbers substantially less than unity show different characteristics com-

pared to the velocity (hydrodynamics) boundary layer. In particular, thermal boundary

layers of low Pr number fluids are thicker than hydrodynamic boundary layers, leading

to much smaller thermal time scales. Therefore, as expected and confirmed in [126,

125], the classical Reynolds Analogy based models face severe challenges in predicting

the turbulent thermal field of low Pr number fluids.

In this study, the most recent version of the implicit heat flux model [107] (mod-

ified particularly to deal with low Pr number fluids), along with the explicit heat flux

model proposed in [64] are applied to assess their capabilities in predicting thermal field

of low Pr number fluids in turbulent wall-bounded shear flows.

6.5.2.1 Implicit Heat Flux Model

6.5.2.1.1 Mean Temperature

Fig. 6.18a presents the mean temperatures obtained for Pr = 0.025 and Reτ =

395 by TV-R and TV-E. The mean temperature is overpredicted similarly, irrespective

of turbulence model. Note that there is no difference between TV-R and TV-E for mean

temperature due to their mathematical formulation. Furthermore, it can be observed
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that improving the prediction accuracy for the flow field, offered by the non-linear tur-

bulence model (LA), does not lead to any improvement for the mean temperature. This

can be explained by inspecting the transport equation for the mean temperature in a

dimensionless form:

DT ∗

Dt︸ ︷︷ ︸
MD

=
∂

∂x∗i

[( 1

PrReτ

∂T ∗

∂x∗i︸ ︷︷ ︸
DT

)
− 1

Reτ
θui
∗

︸ ︷︷ ︸
HF

]
, (6.27)

where MD is the material derivative, DT the molecular thermal diffusion, and

HF the turbulent heat flux.

For low Pr number fluids the molecular diffusion term dominates the turbulent

thermal diffusivity (DT >> HF ); except for very high Reynolds number flows, which

is not the case here. This leads to the conclusion that the mean temperature prediction

accuracy is somehow independent of how the turbulent heat flux is modeled.

6.5.2.1.1.1 Effect of Mixed Time Scale

Results for the mean temperature using the mixed time scale (TV-M) in the im-

plicit heat flux model are shown in Fig. 6.18b. The inclusion of the thermal time scale

does not modify the results. As discussed before, this is a somehow expected behavior

since the turbulent heat flux is not playing a major role to predict the mean temperature.
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Figure 6.18: Mean temperature obtained by TV-R, TV-E and TV-M for Pr= 0.025 at
Reτ= 395 with the implicit heat flux model
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6.5.2.1.2 Temperature Variance

Fig. 6.19a presents θrms obtained for Pr = 0.025 and Reτ = 395 by TV-R ap-

proach using both turbulence models. The profile is underpredicted in the core region.

Using an extra transport equation for εθ to provide more accurate data for thermal time

scale (TV-E) leads to a decrease in prediction accuracy, Fig. 6.19b. This may suggest

that the implicit heat flux model in its current formulation might not be able to capture

second order thermal statistics at an acceptable level of accuracy. The discrepancies

mainly trace back to the misprediction of the heat fluxes (shown in Fig. 6.21a and

6.22a), since the fluxes are main contributors in production of θ2, as shown in Eq. 6.13.

6.5.2.1.2.1 Effect of Mixed Time Scale

As can be seen in Fig. 6.19c, there is no remarkable sensitivity to the inclusion

of the thermal time scale; very similar to what observed for the mean temperature. This

again traces back to the inaccurate prediction of heat fluxes (Fig. 6.21 and 6.21).
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Figure 6.19: Temperature rms obtained by TV-R, TV-E and TV-M for Pr= 0.025 at
Reτ= 395 with the implicit heat flux model

6.5.2.1.3 Dissipation of Temperature Variance

Results for the dissipation of temperature variance under the assumption of a

constant time scale ratio (TV-R) are presented in Fig. 6.20a. The thermal dissipation rate

εθ is mispredicted over the whole domain, indicating an inaccuracy of the assumption

of a constant thermal to mechanical timescale ratio (R = 0.5). Including the transport

equation for εθ (TV-E), Fig. 6.20b, does not lead to any improvement and in fact, there

is no sensitivity observed. This is mainly due to the inability of the implicit model to

capture heat fluxes (discussed in the following), since interaction between the heat flux

and mean temperature gradient is a major production mechanism (Eq. 2.11).
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6.5.2.1.3.1 Effect of Mixed Time Scale

Results obtained for εθ using the mixed time scale in the implicit heat flux model

are shown in Fig. 6.20c. As expected, inclusion of the mixed time scale does not

provide any improvements with the current form of the implicit model, given inability

of the model capturing the heat fluxes.
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Figure 6.20: Dissipation of temperature variance obtained by TV-R, TV-E and TV-M for
Pr= 0.025 at Reτ= 395 with the implicit heat flux model

6.5.2.1.4 Streamwise Heat Flux

The streamwise heat fluxes obtained by TV-R and TV-E are shown in Fig. 6.21a.

Similar to calculations for Pr = 0.71, the streamwise heat flux is strongly mispredicted

by the implicit heat flux model, regardless of the turbulence model. The implicit flux

model shows no sensitivity towards the heat flux in homogeneous direction.
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6.5.2.1.4.1 Effect of Mixed Time Scale

Results obtained for the streamwise heat flux after inclusion of the mixed time

scale (TV-M) are presented in Fig. 6.21b, which show no improvement. The results

obtained for the streamwise heat flux strongly point to a fundamental shortcoming of

the implicit formulation as used here.
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Figure 6.21: Streamwise heat flux obtained by TV-R, TV-E and TV-M for Pr= 0.025 at
Reτ= 395 with the implicit heat flux model

6.5.2.1.5 Wall-Normal Heat Flux

Wall-normal heat fluxes obtained by TV-R and TV-E are shown in Fig. 6.22. In

contrast to Pr = 0.71, the model is not capable of capturing the wall-normal heat flux

behavior correctly. This may suggest that the AHFM-NRG-model proposed in [107] has

been designed to predict the first order statistics (mean temperature) using a particular

turbulence model.

As discussed before, incapability of the implicit model to capture turbulent heat

flux leads to significant inaccuracy of other thermal quantities such as εθ and θrms. In

particular, the heat fluxes are major contributors to production of θ2 (Eq. 6.12) and εθ

(Eq. 6.12) and thus, a inability to predict heat fluxes leads to misprediction of other

thermal quantities.
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6.5.2.1.5.1 Effect of Mixed Time Scale

Inclusion of the mixed time scale (TV-M) does not appear to provide any im-

provements obtained with both turbulence models, Fig. 6.22b. This is very much ex-

pected since the model does not present any capability to predict the heat flux in the

first place.
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Figure 6.22: Wall-normal heat flux obtained by TV-R, TV-E and TV-M for Pr= 0.025 at
Reτ= 395 with the implicit heat flux model

6.5.2.1.6 Thermal to Mechanical Time Scale

Fig. 6.23 demonstrates the ratios of thermal to mechanical time scale (R) ob-

tained from different models, TV-E and TV-M. Although the thermal quantities used

to calculate the ratio (i.e. θ2 and εθ) are underpredicted, their ratio shows a consistent

sensitivity with respect to the flow field prediction accuracy (Fig. 6.23a and 6.23b).

Moreover, the assumption of a constant ratio withR = 0.5 fails completely and results

suggest that an additional transport equation is necessary to predict the thermal time

scale at an acceptable level of accuracy.
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Figure 6.23: Ratio of thermal to mechanical time scale obtained by TV-E and TV-M for
Pr= 0.025 at Reτ= 395 with the implicit heat flux model

6.5.2.2 Explicit Heat Flux Model

6.5.2.2.1 Mean Temperature

The mean temperatures obtained with both turbulence models using the explicit

heat flux model within TV-R and TV-E approaches are shown in Fig. 6.24a. The results

obtained with both turbulence models underestimate the profile. However, the predic-

tion with the non-linear turbulence model (LA) is slightly better. More importantly, in

comparison to the implicit heat flux model, the explicit model shows a consistent re-

sponse to the turbulence model, i.e. the more accurate the flow field, the more accurate

the thermal field.

6.5.2.2.1.1 Effect of Mixed Time Scale

Introducing the thermal time scale into the explicit heat flux model (TV-M),

shows only improvement for the profile obtained with the non-linear turbulence model,

Fig. 6.24b. Similar to previously obtained results for Pr = 0.71, the explicit heat flux

model presents a consistent behavior to the prediction quality of the flow field.
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Figure 6.24: Mean temperature obtained by TV-R, TV-E and TV-M for Pr= 0.025 at
Reτ= 395 with the explicit heat flux model

6.5.2.2.2 Temperature Variance

Temperature variances (θrms) obtained by TV-R and the explicit heat flux model

are shown in Fig. 6.25a. As can be seen, the explicit model shows no sensitivity to

the accuracy of the flow field but captures the trend of θrms accurately. Inclusion of

an extra transport equation for εθ (TV-E) seems to affect the results obtained with both

turbulence models, most notably when the flow field is predicted at a higher level of

accuracy, Fig. 6.25b.

6.5.2.2.2.1 Effect of Mixed Time Scale

Inclusion of the mixed time scale shows only slight improvements close to the

channel core when the non-linear turbulence model was applied, see Fig. 6.25c. It

appears that the explicit heat flux model is sensitive to the turbulence model used to

capture the flow field, in addition to appropriately respond to the inclusion of the mixed

time scale.
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Figure 6.25: Temperature Variance obtained by TV-R, TV-E and TV-M for Pr= 0.025
at Reτ= 395 with the explicit heat flux model

6.5.2.2.3 Dissipation of Temperature Variance

Results for the dissipation of temperature variance obtained for TV-R are pre-

sented in Fig. 6.26a. The profiles obtained with both turbulence model mostly differ

in near-wall region (y+ < 100), while fail to capture the plateau behavior. Some im-

provement regarding the general tendency of εθ can be observed, when an additional

transport equation for εθ (TV-E) is used, most notably using the non-linear turbulence

model, Fig. 6.26b.

6.5.2.2.3.1 Effect of Mixed Time Scale

Inclusion of the mixed time scale (TV-M) shows improvements regarding the

magnitude of the captured plateau obtained with both turbulence model, Fig. 6.26c. In

contrast to the implicit heat flux model, the explicit model shows consistent sensitivity
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to the turbulence model, as well as to the inclusion of the mixed time scale. However,

it should be noted that although some improvement regarding the overall behavior has

been achieved, there are still significant deviation from the reference data. In particular,

the location of the peak is very much mispredicted and has not been improved after

inclusion of the mixed time scale. This may suggest that εθ, in case of low Pr num-

ber fluids, should not be modeled solely based on similar assumptions made to model

the dissipation of turbulent kinetic energy (ε), see Section 6.3.3.1 for details about the

modeling.
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Figure 6.26: Dissipation of temperature variance obtained by TV-R, TV-E and TV-M for
Pr= 0.025 at Reτ= 395 with the explicit heat flux model
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6.5.2.2.4 Streamwise Heat Flux

Fig. 6.27a shows the streamwise heat fluxes obtained by TV-R and TV-E using

both turbulence models. In contrast to the implicit model (Fig. 6.21a), the explicit heat

flux model demonstrates potential capability to capture the streamwise heat flux.

6.5.2.2.4.1 Effect of Mixed Time Scale

As expected and similar to previous results, including the mixed time scale (TV-

M) offers somehow improvements to capture the general behavior of the heat flux (Fig.

6.27b), demonstrating promising potential of explicit framework for reliable prediction

of thermal quantities. In particular, results are indicative of relevance of thermal time

scale to capture dynamics of thermal field for fluids with Pr numbers other than unity.

However, there are still remarkable deviations from reference data that need more in-

depth investigations, which is not scope of this study. Nevertheless, it is worth noting

that the explicit model demonstrates a consistent sensitivity regarding the turbulence

model.
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Figure 6.27: Streamwise heat flux obtained by TV-R, TV-E and TV-M for Pr= 0.025 at
Reτ= 395 with the explicit heat flux model

6.5.2.2.5 Wall-Normal Heat Flux

Fig. 6.28a depicts the wall-normal heat fluxes obtained from TV-R and TV-E.

Both approaches fail to predict the heat flux at an acceptable level of accuracy. However,
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the general trend is predicted, particularly when the non-linear turbulence model was

used.

6.5.2.2.5.1 Effect of Mixed Time Scale

Inclusion of the mixed time scale shows no remarkable improvements, as shown

in Fig. 6.27b. As previously discussed and although incremental, the better the flow

field prediction the more accurate the wall-normal heat flux is predicted.
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Figure 6.28: Wall-normal heat flux obtained by TV-R, TV-E and TV-M for Pr= 0.025 at
Reτ= 395 with the explicit heat flux model

6.5.2.2.6 Thermal to Mechanical Time Scale

Fig. 6.29 shows the ratios of thermal to mechanical time scale obtained from

different approaches, TV-E and TV-M. The explicit model is capable to predict the near-

wall behavior correctly (Fig. 6.29a and 6.29b). However, the prediction accuracy de-

creases towards channel center, similar to results obtained using the implicit model. It

is worth noting here that neither implicit nor explicit model is able to predict the correct

behavior of the ratio in the core region of the channel. This is thought to trace back

mainly to the inaccurate prediction of the thermal dissipation suggesting necessity to

revisit its derivation concept.
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Figure 6.29: Ratio of thermal to mechanical time scale obtained by TV-E and TV-M for
Pr= 0.025 at Reτ= 395 with the explicit heat flux model

6.5.3 Pr= 10

In contrast to low Prandtl number fluids, the thermal boundary layer for high

Pr number fluids is much thinner than the velocity boundary layer. This requires a

different mesh design to capture dynamics of the thermal boundary layer accurately. In

particular, much finer resolution is necessary in near-wall region as discussed in [125].

6.5.3.1 Implicit Heat Flux Model

6.5.3.1.1 Mean Temperature

Fig. 6.30a presents mean temperatures obtained for Pr = 10 and Reτ = 395

with the implicit heat flux model for TV-R and TV-E. The mean temperature is not well

captured irrespective of the turbulence model used to predict the flow field. It is worth

noting that the more accurate prediction obtained using the linear turbulence model for

flow field is deemed accidental, given the lower prediction capability provided by the

linear model.

6.5.3.1.1.1 Effect of Mixed Time Scale

Fig. 6.30b presents mean temperatures for Pr = 10 at Reτ = 395 obtained

by TV-M with both turbulence models. Including the thermal time scale into the heat

flux equation improves the prediction obtained when the non-linear turbulence is used.

142



Moreover, it seems that the implicit heat flux model responds appropriately to the choice

of turbulence model, although thse improvement is only limited to the general trend of

the mean temperature. Additionally, the improvement in the mean temperature may be

indicative of the relevance of the thermal time scale when dealing with fluids with Pr

numbers significantly higher than unity.
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Figure 6.30: Mean temperature obtained by TV-R, TV-E and TV-M for Pr= 10 at Reτ=
395 with the implicit heat flux model

6.5.3.1.2 Temperature Variance

Temperature variances (θrms equivalently) obtained by TV-R are shown in Fig.

6.31a. The implicit mode captures the general behavior. Using an additional transport

equation for εθ (TV-E) to provide information on thermal time scale, improves the re-

sults significantly, Fig. 6.31b, which confirms that the assumption of a constant thermal

to mechanical time scale ratio is fundamentally wrong for high Pr numbers.

6.5.3.1.2.1 Effect of Mixed Time Scale

In order to investigate the effect of mixed time scale on the model prediction

capability, TV-M approach was used to predict the temperature variance. As expected

for high Pr numbers, the prediction improves remarkably, if the flow field is captured

accurately, i.e. the non-linear turbulence model is used, Fig. 6.31c. It should be noted

that the production term in the transport equation for TV-M includes the mean temper-

143



ature gradient, which is fairly well predicted by TV-M approach (general behavior is

captured) using the non-linear turbulence model.
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Figure 6.31: Temperature variance obtained by TV-R, TV-E and TV-M for Pr= 10 at
Reτ= 395 with the implicit heat flux model

6.5.3.1.3 Dissipation of Temperature Variance

Results for the dissipation of temperature variance under the assumption of a

constant time scale ratio (R = 0.5) are presented in Fig. 6.32a. Similar to previously

discussed Pr numbers, the thermal dissipation rate εθ is mispredicted particularly in

the near-wall region. This is due to the assumption of a constant time scale ratio, which

reflects misprediction of ε in near-wall region. Including the transport equation for εθ

(TV-E) leads to improvements in the near-wall region, as shown in Fig. 6.32b.
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6.5.3.1.3.1 Effect of Mixed Time Scale

Results obtained for εθ using the mixed time scale in the implicit heat flux model

are shown in Fig. 6.32c. As expected, for fluids with high Pr numbers, inclusion of the

mixed time scale leads to improvements. More importantly, in contrast to previously

discussed results obtained with the implicit heat flux model for low and unity Pr num-

bers (Pr << 1 and Pr ≈ 1), the implicit heat flux model shows a consistent response

to the turbulence model, i.e. the more accurate the flow field, the more accurate the

thermal field.
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Figure 6.32: Dissipation of temperature variance obtained by TV-R, TV-E and TV-M for
Pr= 10 at Reτ= 395 with the implicit heat flux model

6.5.3.1.4 Streamwise Heat Flux

The streamwise heat fluxes obtained by TV-R and TV-E are shown in Fig. 6.33a.

Similar to previously discussed cases, the streamwise heat flux is strongly mispredicted,
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regardless of the turbulence model used to capture the flow field. In fact, there is only

little sensitivity to the heat flux in homogeneous direction.

6.5.3.1.4.1 Effect of Mixed Time Scale

Results obtained for the streamwise heat fluxes after inclusion of the mixed time

scale (TV-M) are presented in Fig. 6.33b. It appears that inclusion of thermal time scale

increases the sensitivity of the model, however marginally. It should be noted that using

the linear turbulence model leads to numerical instabilities and thus, only the result

obtained using the non-linear model is presented.

10−1 100 101 102
0

5

10

15

20

y+

θu
1

+

DNS
LS
LA

(a) TV-R and TV-E

10−1 100 101 102
0

5

10

15

20

y+

θu
1

+
DNS
LA

(b) TV-M

Figure 6.33: Streamwise heat flux obtained by TV-R, TV-E and TV-M for Pr= 10 at
Reτ= 395 with the implicit heat flux model

6.5.3.1.5 Wall-Normal Heat Flux

Wall-normal heat fluxes obtained for TV-R and TV-E are shown in Fig. 6.33a. As

shown, the model is capable of capturing the wall-normal heat flux behavior correctly.

Similar to Pr = 0.71, it seems that the near-wall region is better predicted with the

linear turbulence model. Again, this superiority is deemed to be an accident, given the

lower quality provided by the linear model for the flow field.

6.5.3.1.5.1 Effect of Mixed Time Scale

Inclusion of the mixed time scale does not appear to provide any remarkable

improvements, when the non-linear turbulence model is used, see Fig. 6.33b. Moreover,

146



the prediction using the linear turbulence model experiences numerical instability and

thus, is not shown here.
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Figure 6.34: Wall-normal heat flux obtained by TV-R, TV-E and TV-M for Pr= 10 at
Reτ= 395 with the implicit heat flux model

6.5.3.1.6 Thermal to Mechanical Time Scale

Fig. 6.35 demonstrates the ratios of thermal to mechanical time scale (R) ob-

tained by TV-E and TV-M. A consistent sensitivity with respect to the flow field pre-

diction accuracy can be clearly observed (Fig. 6.35a and 6.35b). Additionally, it turns

out that the inclusion of the thermal time scale in the heat flux model is necessary to

accurately predict the thermal field, particularly close to solid surfaces. Moreover, these

results suggest that an additional transport equation is necessary to predict the thermal

time scale more accurately since the assumption of a constant thermal to mechanical

time scale faces serious challenges dealing with high Pr number fluids, particularly in

near-wall region.
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Figure 6.35: Ratio of thermal to mechanical time scale obtained by TV-E and TV-M for
Pr= 10 at Reτ= 395 with the implicit heat flux model

6.5.3.2 Explicit Heat Flux Model

6.5.3.2.1 Mean Temperature

The mean temperatures obtained using both turbulence models using the explicit

heat flux model within TV-R and TV-E approaches are shown in Fig. 6.36a. The result

obtained with the linear turbulence model (LS) underestimates the profile, while using

the non-linear turbulence model (LA) leads to an overprediction of the mean tempera-

ture.

6.5.3.2.1.1 Effect of Mixed Time Scale

Introducing the thermal time scale into the explicit heat flux model has a re-

markable effect on the prediction when the non-linear turbulence model is used, Fig.

6.36b, leading to a profile that is in good agreement with the reference data. This indi-

cates the relevance of the thermal time scale, as well as, accuracy of the flow field when

dealing with high Pr number fluids.
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Figure 6.36: Mean temperature obtained by TV-R, TV-E and TV-M for Pr= 10 at Reτ=
395 with the explicit heat flux model

6.5.3.2.2 Temperature Variance

Temperature variances (θrms) obtained by TV-R and the explicit heat flux model

are shown in Fig. 6.37a. Similar to the prediction with the implicit model, the explicit

model captures the general behavior with both turbulence models, however, with a sig-

nificant deviation from reference data. Moreover, using an extra transport equation for

εθ (TV-E) provides improvement (Fig. 6.37b), pointing to the different dynamics of

thermal time scale compared to mechanical time scale.

6.5.3.2.2.1 Effect of Mixed Time Scale

Fig. 6.37c presents θrms obtained with the mixed time scale. As expected, in-

clusion of the mixed time scale (TV-M) affects the results obtained with both turbulence

models. While remarkable improvements can be observed for the prediction with the

non-linear turbulence model, θrms predicted with the linear turbulence model demon-

strates notable discrepancy. Hence, it might be concluded that inclusion of the thermal

time scale into the heat flux models seems to be essential to predict the thermal field

accurately. However, this must be in conjunction with advanced turbulence models

capable to predicting the flow field accurately.
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Figure 6.37: Temperature variance obtained by TV-R, TV-E and TV-M for Pr= 10 at
Reτ= 395 with the explicit heat flux model

6.5.3.2.3 Dissipation of Temperature Variance

Fig. 6.38a presents εθ obtained using the explicit heat flux model and the alge-

braic expression for εθ (TV-E and Eq. 6.17). Similar to previous results, the thermal

dissipation rate εθ is mispredicted, particularly in the near-wall region. Including the

transport equation for εθ leads to particular improvements in the near-wall region, Fig.

6.38b. Moreover, the prediction with the explicit heat flux model resembles the predic-

tion obtained with the implicit model, Fig. 6.32b.

6.5.3.2.3.1 Effect of Mixed Time Scale

As expected for high Pr numbers, the explicit heat flux model provides im-

provements when the mixed time scale is used in conjunction with the non-linear tur-
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bulence model, consistent with other thermal quantities. However, the opposite is true

for the linear turbulence model, Fig. 6.38c.

It follows that currently available models for the thermal dissipation within the

explicit framework are capable to deal with high Pr number fluids, if the flow field is

accurately predicted.
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Figure 6.38: Dissipation of temperature variance obtained by TV-R, TV-E and TV-M for
Pr= 10 at Reτ= 395 with the explicit heat flux model

6.5.3.2.4 Streamwise Heat Flux

Fig. 6.39a presents the streamwise heat fluxes obtained by TV-R and TV-E using

both turbulence models. In contrast to the implicit model (Fig. 6.33a), the explicit heat

flux model demonstrates potential capability to capture the streamwise heat flux.

151



6.5.3.2.4.1 Effect of Mixed Time Scale

Results obtained for the streamwise heat fluxes after inclusion of the mixed time

scale are presented in Fig. 6.39b. The profile obtained with the non-linear turbulence

model is in a good agreement with the reference data. However, it should be noted

that if the flow field is not predicted at an acceptable level of accuracy, the heat flux

model could potentially deliver a remarkable discrepancy or even become numerical

unstable, as demonstrated here when using the linear turbulence model (LS). Further, it

may suggest that the explicit heat flux model combined with advanced flow field model

is the most promising approach to address the longstanding shortcoming of heat flux

models in predicting heat fluxes in homogeneous directions.

10−1 100 101 102
0

5

10

15

20

y+

θu
1

+

DNS
LS
LA

(a) TV-R and TV-E

10−1 100 101 102
0

5

10

15

20

y+

θu
1

+

DNS
LS
LA

(b) TV-M

Figure 6.39: Streamwise heat flux variance obtained by TV-R, TV-E and TV-M for Pr=
10 at Reτ= 395 with the explicit heat flux model

6.5.3.2.5 Wall-Normal Heat Flux

Fig. 6.40a depicts the wall-normal heat fluxes obtained by TV-R and TV-E. It

can be observed that the explicit heat flux model is capable to predict the wall-normal

heat flux fairly accurate except for regions very close to the wall (y+ < 10), irrespective

of turbulence model.

6.5.3.2.5.1 Effect of Mixed Time Scale

Inclusion of the mixed time scale improves prediction accuracy in the near-wall

region, when the non-linear turbulence model is used, 6.40b, which is indicative of
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relevance of the thermal time scale in near-wall region. In contrast, using the linear

turbulence model for the flow field leads to a significant error. Therefore, it may be

deduced that the thermal time scale plays an integral role to capture the thermal field of

high Pr number fluids, however, the flow field needs to be accurately predicted.
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Figure 6.40: Wall-normal heat flux obtained by TV-R, TV-E and TV-M for Pr= 10 at
Reτ= 395 with the explicit heat flux model

6.5.3.2.6 Thermal to Mechanical Time Scale

Fig. 6.17 shows the ratios of thermal to mechanical time scale obtained from

different approaches, TV-E and TV-M. It clearly can be seen that the explicit heat flux

model has the capability to provide accurate results when the flow field is accurately

captured and reliable information for thermal time scale is provided (via an additional

transport equation for εθ). Moreover, including this time scale into the heat flux model

leads to significant improvements when the non-linear turbulence model is used. More-

over, the results confirm again that the thermal time scale is essential for accurate pre-

diction of turbulent thermal field of high Pr number fluids.

153



100 101 102
0

10

20

30

y+

R

DNS
LS
LA

(a) TV-E

100 101 102
0

10

20

30

y+

R

DNS
LS
LA

(b) TV-M

Figure 6.41: Ratio of thermal to mechanical time scale obtained by TV-E and TV-M for
Pr= 10 at Reτ= 395 with the explicit heat flux model

6.6 Conclusion and Outlook

In this study, the implicit and explicit heat flux models have been thoroughly

assessed. This includes the application of the models to turbulent wall-bounded shear

flows of different Prandtl number fluids. Further, sensitivity of both models with respect

to the prediction accuracy of the flow field has been studied.

It turns out the implicit framework (AHFM-NRG formulation) suffers from some

fundamental shortcomings dealing with turbulent thermal fields. Most notably, it is in-

capable of providing accurate results even for first order statistics such as mean tem-

perature irrespective of the Prandtl number. The shortcoming most likely traces back to

the inability of the implicit model to establish a consistent coupling with the flow field,

which leads to inconsistent response to the flow field prediction accuracy. This makes

model calibration and tuning extremely difficult. Moreover, the implicit model does not

show any meaningful sensitivity to heat fluxes in homogeneous directions irrespective

of the Prandtl number, which renders this as incapable to address the longstanding issue

of heat flux models to capture heat fluxes in homogeneous directions.

In contrast, the explicit framework appears to able to deal with complex tur-

bulent thermal fields of different working fluids. In particular, the model is capable

to provide results at an acceptable level of accuracy when the flow field is predicted

accurately. Moreover, it turns out the explicit formulation is able to address the main
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issues of heat transfer models and shows promising capability to capture the heat flux

in homogeneous directions.

Based on the obtained results, it may be concluded that the explicit formulation

offers a promising and reliable framework to predict turbulent thermal fields. However,

there are still some issues that need to be addressed. In particular, current formulation

of the explicit model includes only the mechanical time scale, which has shown to be

not sufficient dealing with fluids with Prandtl numbers different than unity. Inclusion

of the thermal time scale to the model has shown to be necessary, particularly to predict

second order statistics (temperature variance and heat flux) of working fluids with low

and high Prandtl numbers. However, this study only shows the necessity of the thermal

time scale. Further investigation towards model validation and calibration when thermal

time scale is included, particularly for low Prandtl number fluids, is required and will

be addressed in the future.
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6.6.1 Nomenclature

Name
bij = uiuj/2k − 1/3δij Reynolds stress anisotropy tensor
cp specific heat capacity at constant pressure
k kinetic energy
p pressure fluctuations
ui velocity fluctuations
uiuj Reynolds stress tensor
Pr Prandtl
R = τθ/τm mechanical to thermal time scale ratio

155



Re Reynolds number
Reτ = Uτδ/ν turbulent Reynolds number
ST source terms in temperature equation
T mean temperature
Tτ = ρ/cpqwUτ friction temperature
Ui mean velocity
Uτ = Reτν/δ friction velocity
α = λ/ρcp thermal diffusivity
δ channel half height
δij Kronecker delta
ε dissipation of kinetic energy
εθ dissipation of the temperature variance
θ2 temperature variance
λ thermal conductivity
ν kinematic viscosity
νt turbulent kinematic viscosity
θ temperature fluctuations
θui turbulent heat flux
ρ density
τm = k/ε mechanical time scale
τθ = θ2/2εθ thermal time scale
τ =
√
τmτθ mixed time scale

( ) mean value
()∗ dimensionless value
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CHAPTER 7

CONCLUSION AND OUTLOOK

In this dissertation, several aspects concerning turbulent heat transfer have been

investigated. This includes the Reynolds Analogy for steady and unsteady-state simula-

tions, the second law of thermodynamics as a tool to evaluate heat flux models and the

Reynolds Analogy extended with a GGDH term for LES simulations. Furthermore, im-

plicit and explicit heat transfer models and sensitivity of these heat flux models towards

the inclusion of thermal time scale were thoroughly assessed.

Concerning steady state calculations, the Reynolds Analogy can provide ac-

ceptable results for first order statistics in non-homogeneous directions, but fails for

homogeneous directions. Regarding unsteady simulations, it fails to guarantee basic

properties of an appropriate sub-grid scale model, especially in the near-wall region.

The model shows an inappropriate response to mesh resolution and pushes the simu-

lations towards direct numerical simulations regardless of any grid resolution, leading

to the misprediction of sub-grid values. This could lead to enormous prediction errors

when the near-wall behavior is of importance. Moreover, for unsteady simulations of

low Pr number fluids, it is demonstrated that an isotropic mesh away from the solid

surface is necessary to avoid mispredictions. In contrast for high Pr number fluids

where an extremely high resolution mesh along with specific spacing close to the wall

is inevitable. Further, for these Pr numbers, it is shown that a transport equation for

εθ is necessary to predict the thermal time scale in good agreement with the reference

data.

Furthermore, the predictive capabilities of the Reynolds Analogy to determine

entropy production in accordance to the second law of thermodynamics have been thor-

oughly assessed. This includes the application of the analogy to turbulent wall-bounded

shear flows at different Reynolds and Prandtl numbers within steady and unsteady state

calculations. In case of steady-state calculations, the Reynolds Analogy is only capable

of predicting acceptable results for mean and fluctuating entropy generation of work-

ing fluids with Pr numbers around unity. However, it fails for the fluctuating values
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when departed from unity Pr number. Concerning unsteady calculations, the previ-

ous mentioned misprediction of sub-grid values leads to a misprediction of sub-grid

entropy production, particularly for low and high Prandtl numbers. Moreover, the re-

sults suggest that optimization efforts for low Pr number fluids need to be focused on

minimizing viscous dissipation while efficient heat transfer is the key to reducing ir-

reversibility of a process when dealing with high Pr number fluids. Both mechanism

are equally important for fluids with a Pr number around unity. The obtained results

confirm that using a zero-equation approach (the Reynolds Analogy) cannot be used

reliably, especially when relying on entropy generation/optimization strategies and for

working fluids with non-unity Prandtl numbers. This strongly suggest moving forward

to more advanced turbulence heat transfer models that are consistent with the second

law of thermodynamics.

To overcome the shortcomings of the Reynolds Analogy, an anisotropic exten-

sion of the analogy has been proposed and evaluated. The prominent features of the

proposed model are that firstly, it accounts for variable fluid properties and anisotropic

effects in the unresolved temperature scales, secondly, no ad-hoc treatments or dynamic

procedure are required to obtain correct near-wall behavior, and thirdly, the formulation

is consistent with the second law of thermodynamics. It is shown that the model is able

to predict sub-grid scale heat fluxes in a physically consistent way. This was confirmed

by comparison with DNS for several test cases, e.g. turbulent heated channel flow and

strongly heated air flow in a vertical pipe.

In this dissertation, the implicit and explicit heat flux models have been thor-

oughly assessed. This includes the application of the models to turbulent wall-bounded

shear flows of different Prandtl number fluids. Further, sensitivity of both models with

respect to the prediction accuracy of the flow field has been studied. It turns out the

implicit framework (AHFM-NRG formulation) suffers from some fundamental short-

comings dealing with turbulent thermal fields. Most notably, it is incapable of provid-

ing accurate results even for first order statistics such as mean temperature irrespective

of the Prandtl number. The shortcoming most likely traces back to the inability of
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the implicit model to establish a consistent coupling with the flow field, which leads

to inconsistent response to the flow field prediction accuracy. In contrast, the explicit

framework appears to able to deal with complex turbulent thermal fields of different

working fluids. In particular, the model is capable to provide results at an acceptable

level of accuracy when the flow field is predicted accurately. Moreover, it turns out the

explicit formulation is able to address the main issues of heat transfer models and shows

promising capability to capture the heat flux in homogeneous directions. Based on the

obtained results, it may be concluded that the explicit formulation offers a promising

and reliable framework to predict turbulent thermal fields. However, there are still some

issues that need to be addressed. In particular, current formulation of the explicit model

includes only the mechanical time scale, which has shown to be not sufficient deal-

ing with fluids with Prandtl numbers different than unity. Inclusion of the thermal time

scale to the model has shown to be necessary, particularly to predict second order statis-

tics (temperature variance and heat flux) of working fluids with low and high Prandtl

numbers. However, this study only shows the necessity of the thermal time scale. Fur-

ther investigation towards model validation and calibration when thermal time scale is

included, particularly for low Prandtl number fluids, is required and will be addressed

in the future.
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