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Abstract—An efficient finite-element-method-based scattering
operator (FEM-SO) is proposed. Utilizing field based propagation
operators as boundary conditions, arbitrary light waves including
radiation and evanescent waves can be treated at input and
output ports. In contrast to conventional scattering operator tech-
niques, the FEM-SO is applicable to arbitrary structures by using
finite element models. In addition, considering structural dis-
continuities at the connecting boundary of scattering operators,
an interface matrix to satisfy the boundary conditions between
unit structures is introduced. To verify the present approach,
numerical examples are shown for propagation characteristics
of high-index-contrast waveguide facet and power spectrum of a
photonic-crystal Fabry-Pérot (FP) cavity filter.

Index Terms—Scattering operators, finite element method
(FEM), propagation operator, boundary conditions, waveguide
discontinuities.

I. INTRODUCTION

In order to design high performance photonic devices that
are fundamental components of optical communication sys-
tems and integrated optical circuits, a highly efficient and
flexible numerical analysis method has been required. Beam
propagation method (BPM) is well known as a high efficient
technique for study of light propagation in longitudinally
varying optical structures [1]–[6]. However, the BPM only
deals with the forward propagating optical field, and thus,
they are useful only if the structure has small refractive index
contrast or sufficiently slowly-varying refractive index along
the propagation direction. For accurate modeling in many
practical optical devices with refractive index discontinuities
along the propagation direction, another approach considering
interaction of forward and backward waves is needed.

Transfer matrix methods (TMM) [7]–[14] and scattering
operator (SO) techniques [15]–[20] are effective approaches
to analyze waveguide structures involving multiple dielectric
interfaces while reducing unnecessary computation in each
invariant segment along the propagation direction. The TMM
and SO are formulated by boundary conditions at the dis-
continuity facets and eigenfields in each segment. Mode-
based approach which is so called bidirectional eigenmode
propagation (BEP) [7]–[10] and field-based approach which is
so called bidirectional BPM (BiBPM) [11]–[13] are introduced
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to construct TMM. Compared between these approaches, the
field-based approach is suitable for open system problems
because it can deal with not only guided modes but also
radiation modes. On the other hand, it has been reported
that TMM often suffers from numerical instability, and SO
techniques based on BEP [15]–[17] and BiBPM [18]–[20]
have been studied as relatively stable schemes. In an optimal
design process of optical devices, these analysis methods can
improve the computational efficiency by not only reducing a
number of discretization but also recalculating only the matrix
related to structural variation. However, since each segment
needs to be a uniform structure in propagation direction, design
freedom is greatly restricted. Especially in recent topology
optimization designs [21]–[23], more rigorous analysis for ar-
bitrary structures is required due to generation of complicated
structures, that lies outside the scope of conventional TMM
and SO. In [14], we have presented a TMM which combines
a conventional BPM and field-based propagation operator
method (POM) so that the segments whose structure varies
in the propagation direction can be considered. Although
the propagation operator technique has high accuracy in
waveguide discontinuity problems [24]–[26], the propagation
angle of the TMM is still constrained because of limitation
of slowly varying envelope approximation. Therefore, direct
discretization approaches such as finite element method (FEM)
are still essential [27], [28]. Unlike TMM and SO techniques,
the conventional FEM has to solve large-scale simultaneous
linear equations in every time the structure is updated in a
design process, that leads large computational cost.

In this paper, we first present a numerical technique using
FEM based SO (FEM-SO) for analysis of optical waveguides
with arbitrary finite element models in multiple stages. In
the analysis of microwave circuits, mode-based scattering
matrices are often used for efficient analysis to divide large-
scale circuits into basic elements. However, in the analysis
of open systems like optical circuits, mode-based approach is
not always suitable because radiated waves may couple with
guided modes of latter stage elements. Thus, field-based SO
based on finite element models is crucial and suitable for the
analysis of open systems. For this purpose, boundary condition
based on the POM is applied to the input and output ports to
allow propagation of arbitrary field at the connecting interface.
While brief explanation of how converting simultaneous linear
equations of the FEM into a scattering matrix is shown in our
recent report [29], a connectivity of the scattering matrix has
not been studied. In addition, we introduce an interface matrix
that satisfies the boundary conditions at discontinuous connect-
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ing interface. To verify the present approach, numerical ex-
amples for propagation characteristics of high-index-contrast
waveguide facet and power spectrum of a photonic-crystal
Fabry-Pérot (FP) cavity filter are demonstrated. The proposed
method can be applied to various optical device designs and
will be a good candidate to overcome the computational cost
problem by eliminating unnecessary recalculations of large-
scale simultaneous linear equations during optimal design.
Domain decomposition method (DDM), which is a popular
technique for allowing parallel computation [30], [31], usually
divides whole analysis region into multiple subdomains and
fields at interfaces are self-consistently determined by iterative
calculation. On the other hand, our FEM-SO approach does
not require recalculation of simultaneous linear equation once
scattering operator is derived. Thus, when arbitrary different
incidence field is given to the same system, its response can be
efficiently calculated by just calculating a matrix and vector
product. In addition, our approach is suitable to an optimal
design because the scattering operator of the entire structure
can be readily reconstructed with a lower computational cost
when a part of the entire structure is modified during an
optimal design.

II. FORMULATIONS

A. Finite Element Discretization

We consider a two-dimensional (2-D) optical waveguide
with implementation of perfectly matched layers (PMLs) as
shown in Fig. 1(a), where the computational window is in
the xz plane and there is no variation along the y direction
(∂/∂y = 0). The unit segment Ωi (i = 1, 2, · · · , n) has two
interfaces at distinct locations in the propagation direction
for connecting to adjacent structures, i.e. Ωi−1 and Ωi+1.
Considering Maxwell’s equations with PML, we obtain the
following basic equation:

∂

∂x

(
p

sx

∂Φ

∂x

)
+ sx

∂

∂z

(
p
∂Φ

∂z

)
+ k20qsxΦ = 0 (1)

where k0 is the free space wavenumber, Φ =
√
ε0Ey , p = 1,

q = n2 for TE modes, and Φ =
√
µ0Hy , p = 1/n2, q = 1

for TM modes. Ey and Hy are y components of electric and
magnetic fields, respectively, and n is the refractive index. sx
represents the PML parameter and the value is taken as

sx =

{
1 in non-PML region

1− j (ρ/dx)
2
tanδ in PML region

(2)

where ρ is the distance from the beginning of PML and δ is
the loss angle at the end of PML (ρ = dx).

Dividing the analysis region into quadratic (second-order)
triangular elements, and applying FEM based on Galerkin
method to (1), we obtain the following linear equation in
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Fig. 1. Connection of arbitrary waveguide structures: (a) schematic of the
waveguide geometry; (b) scattering matrix representation.

matrix form:

[P ]{Φ} = {u} (3)

[P ] =
∑
e

∫∫
e

[
p

sx

∂{N}
∂x

∂{N}T

∂x

+psx
∂{N}
∂z

∂{N}T

∂z
− k20qsx{N}{N}T

]
dxdz (4)

{u} =
∑

χ=−,+

∑
eχ

′
∫
eχ

psx{Ñ} ∂Φ

∂nz
dx

 (5)

where the components of vector {Φ} are the values of Φ at
all nodal points in the entire analysis region,

∑
e extends over

all the different elements, and
∑′

eχ
extends over the elements

related to the input (χ = −) and output (χ = +) boundary.
{Ñ} is the shape function vector for quadratic line element at
two interfaces. (3) can also be written in its extended version
as  [P00] [P0−] [P0+]

[P−0] [P−−] [P−+]
[P+0] [P+−] [P++]

{Φ}0
{Φ}−
{Φ}+

 =

 {0}
{u}−
{u}+

 (6)

where {u}− and {u}+ can be regarded as the boundary
conditions at input and output ports, respectively. In order
to construct the scattering operators from (6), the boundary
conditions have to cover arbitrary electromagnetic fields. Mode
expansion based boundary condition [32] is usually expensive
to calculate various required modes including radiation and
evanescent modes. Boundary condition based on paraxial ap-
proximation [33] and Padé approximation [34] cause deteriora-
tion of accuracy in problems with large refractive index differ-
ences. On the other hand, POM boundary condition shown in
our previous work [29] has sufficient accuracy and efficiency
even in the case of strongly guiding optical waveguides, and
thus, we employ the POM boundary condition.
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B. POM Boundary Condition

In the POM, {Φ}χ (χ = −,+) is governed by the following
equation:

d2{Φ}χ
dn2

z

+ [Q]2χ{Φ}χ = {0} (7)

where d/dnz represents the partial derivative along the out-
ward z direction, {0} is the null vector, and [Q]χ is the
characteristic matrix of each boundary written by

[Q]2χ = [M ]−1
χ [K]χ (8)

[M ]χ =
∑
eχ

′
∫
eχ

psx{Ñ}χ{Ñ}Tχdx (9)

[K]χ =
∑
eχ

′
∫
eχ

[
k20qsx{Ñ}χ{Ñ}Tχ − p

sx

d{Ñ}χ
dx

d{Ñ}Tχ
dx

]
dx

(10)

where [M ]χ and [K]χ is a finite element mass matrix and
stiffness matrix, respectively, for eigenmode analysis on each
boundary. As a solution of the differential equation (7), {Φ}χ
can be formally expressed as

{Φ}χ = {Φ(χ)
a }+ {Φ(χ)

b }
= exp(j[Q]χnz){ϕ(χ)

a }+ exp(−j[Q]χnz){ϕ(χ)
b }

(11)

where {ϕa}χ and {ϕb}χ represent vectors standing for in-
ward and outward propagation fields, respectively, under the
condition that the outward normal direction of the boundary
is positive. Differentiating (11) and eliminating {Φ(χ)

b }, we
obtain

d{Φ}χ
dnz

= j2[Q]χ{Φ(χ)
a } − j[Q]χ{Φ}χ. (12)

{u} can be rewritten by utilizing (9) and (12), and thus, we
obtain the following equation: [P00] [P0−] [P0+]

[P−0] [P̃−−] [P−+]

[P+0] [P+−] [P̃++]

{Φ}0
{Φ}−
{Φ}+

 =

 {0}
2[C]−{Φ(−)

a }
2[C]+{Φ(+)

a }


(13)

with

[P̃χχ] = [Pχχ] + [C]χ (14)
[C]χ = j[M ]χ[Q]χ for χ = − or + . (15)

[Q]χ is defined as the square root matrix of (8). This matrix is
approximated by Denman-Beavers iterative (DBI) scheme with
a branch-cut rotation in the complex plane whose accuracy
and stability are reported to be higher than those of Padé
approximation [25], [26].

C. Construction of Scattering Matrix

Since SO techniques are aimed at obtaining the input-output
response, the internal electromagnetic fields {Φ}0 virtually
is not required. Eliminating {Φ}0 from (13) , we obtain the
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Fig. 2. Waveguide discontinuity: (a) schematic of the waveguide geometry;
(b) scattering matrix representation.

scattering matrix in certain segment Ωi as below:[
{Φ(i,−)

b }
{Φ(i,+)

b }

]
=

[
[S]

(i)
11 [S]

(i)
12

[S]
(i)
21 [S]

(i)
22

][
{Φ(i,−)

a }
{Φ(i,+)

a }

]
(16)

with

[S]
(i)
11 = 2[T ]−1

1 [C]− − [I] (17)

[S]
(i)
12 = 2[U ]1[T ]

−1
2 [C]+ (18)

[S]
(i)
21 = 2[U ]2[T ]

−1
1 [C]− (19)

[S]
(i)
22 = 2[T ]−1

2 [C]+ − [I] (20)

[T ]1 = [P̃−−]− [P−0][P00]
−1([P0−] + [P0+][U ]+) (21)

[T ]2 = [P̃++]− [P+0][P00]
−1([P0+] + [P0−][U ]−) (22)

[U ]1 = ([P̃−−]− [P−0][P00]
−1[P0−])

−1[P−0][P00]
−1[P0+]

(23)

[U ]2 = ([P̃++]− [P+0][P00]
−1[P0+])

−1[P+0][P00]
−1[P0−]

(24)

where [I] is an identity matrix, [S]
(i)
mn (m,n = 1, 2) is a

scattering operator. We note that these expressions are derived
under a condition that elements related to input ports and
output ports are independent of each other, i.e. [P−+] = [0]
and [P+−] = [0]. Since [T ]i(i = 1, 2) is a small-scale square
matrix whose size is determined by a number of nodes on
each port, its inverse matrix calculation slightly contributes to
increasing the total computational time. Although [P00] is a
relatively large-scale square matrix whose size is determined
by number of inner nodes, since a sparse solver can be
used, its inverse matrix can be efficiently solved in the same
manner as FEM calculation. Considering that an incidence
from negative direction side of the z-axis, the input-output
response is indicated as

{Φ(i,+)
b } = [S]

(i)
21 {Φ(i,−)

a } (25)

{Φ(i,−)
b } = [S]

(i)
11 {Φ(i,−)

a }. (26)
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D. Cascading of Scattering Matrix

The constructed scattering matrix for each segment is
cascaded with the adjacent segment as shown in Fig. 1(b).
Here, we employ Redheffer’s star product [35] to integrate
into a single operator. Considering the star product with two
structures of Ωi and Ωi+1, we obtain the following relation:[

{Φb}(i,−)

{Φb}(i+1,+)

]
=

[
[S

(i,i+1)
11 ] [S

(i,i+1)
12 ]

[S
(i,i+1)
21 ] [S

(i,i+1)
22 ]

] [
{Φa}(i,−)

{Φa}(i+1,+)

]
(27)

with

[S
(i,i+1)
11 ] = [S

(i)
11 ]

+ [S
(i)
12 ]

[
[I]− [S

(i+1)
11 ][S

(i)
22 ]

]−1

[S
(i+1)
11 ][S

(i)
21 ] (28)

[S
(i,i+1)
12 ] = [S

(i)
12 ]

[
[I]− [S

(i+1)
11 ][S

(i)
22 ]

]−1

[S
(i+1)
12 ] (29)

[S
(i,i+1)
21 ] = [S

(i+1)
21 ]

[
[I]− [S

(i)
22 ][S

(i+1)
11 ]

]−1

[S
(i)
21 ] (30)

[S
(i,i+1)
22 ] = [S

(i+1)
22 ]

+ [S
(i+1)
21 ]

[
[I]− [S

(i)
22 ][S

(i+1)
11 ]

]−1

[S
(i)
22 ][S

(i+1)
12 ]. (31)

Although, in the above derivation of cascaded scattering
matrix, the inverse matrix calculation is required, the compu-
tational cost is relatively low because the sizes of their column
and row are small and just equal to the number of nodes on
each port.

E. Interface Matrix for a Discontinuity Interface

The POM boundary condition makes an assumption that
the structure at interface continues outside the analysis region.
Thus, if the scattering matrices are cascaded at discontinuity
interface, the boundary condition cannot be satisfied. Here,
we introduce an interface matrix (IM) to satisfy the boundary
condition. This concept is schematically represented in Fig.
2. One of the boundary condition is continuity of (11).
The other is continuity of the tangential component of the
electromagnetic wave other than (11), which is defined by
Maxwell’s equations as

Ψ = jrp
c

ω

∂Φ

∂z
(32)

where c is the velocity of light, ω is an angular frequency,
Ψ =

√
µ0Hx, r = −1 for TE modes, and Ψ =

√
ε0Ex, r = 1

for TM modes. Applying the Galerkin method to (32) and
substituting (11), the following expression is derived:

{Ψ}χ = j[P ]χ
c

ω

d{Φ}χ
dz

=
c

ω

[
−[Z]χ{Φ(χ)

a }+ [Z]χ{Φ(χ)
b }

]
(33)

with

[P ]χ = [M0]
−1
χ [M ]χ (34)

[M0]χ =
∑
eχ

′
∫
eχ

r{Ñ}χ{Ñ}Tχdx (35)

[Z]χ = [P ]χ[Q]χ. (36)

PML
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ng

d L

ng na
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zy
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L

Fig. 3. Problem setup of 2-D optical waveguide with an air-gap.

(a) (b) (c)

Fig. 4. Electric field distribution obtained by FEM analysis corresponding to
the problem shown in Fig. 3. (a)d = 0.4 µm, (b)d = 0.8 µm, (c)d = 1.2 µm.

As a result, a boundary condition between Ωi and Ωi+1 can
be written in matrix form as[

[I] [I]
[Z(i)]+ −[Z(i)]+

] [
{Φ(i,+)

b }
{Φ(i,+)

a }

]

=

[
[I] [I]

[Z(i+1)]− −[Z(i+1)]−

] [
{Φ(i+1,−)

a }
{Φ(i+1,−)

b }

]
. (37)

(37) can be easily transformed into a transfer matrix represen-
tation by taking the inverse matrix on the left-hand side, and
it becomes[

{Φb}(i,+)

{Φa}(i,+)

]
=

[
[F

(i,i+1)
11 ] [F

(i,i+1)
12 ]

[F
(i,i+1)
21 ] [F

(i,i+1)
22 ]

] [
{Φa}(i+1,−)

{Φb}(i+1,−)

]
.

(38)
In order to systematically implement our SO analysis using
the above-mentioned Redheffer’s star product, (38) is further
transformed into a scattering matrix representation as below:[

{Φa}(i,+)

{Φa}(i+1,−)

]
=

[
[C

(i,i+1)
11 ] [C

(i,i+1)
12 ]

[C
(i,i+1)
21 ] [C

(i,i+1)
22 ]

] [
{Φb}(i,+)

{Φb}(i+1,−)

]
(39)

with

[C
(i,i+1)
11 ] = [F

(i,i+1)
21 ][F

(i,i+1)
11 ]−1 (40)

[C
(i,i+1)
12 ] = [F

(i,i+1)
22 ]

− [F
(i,i+1)
21 ][F

(i,i+1)
11 ]−1[F

(i,i+1)
12 ] (41)

[C
(i,i+1)
21 ] = [F

(i,i+1)
11 ]−1 (42)

[C
(i,i+1)
22 ] = −[F

(i,i+1)
11 ]−1[F

(i,i+1)
12 ]. (43)
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III. NUMERICAL SIMULATION RESULTS

A. Radiation from high-index-contrast waveguide facet

First, to verify the proposed scattering operator approach,
we consider the problem that an air-gap caused between high-
index-contrast waveguides, and input and output waveguides
are assumed to have a same structure as shown in Fig. 3.
The refractive indices are ng = 3.6, na = 1.0, and structural
parameters are set as W = 0.6 µm, L = 0.5 µm, which
supports three guided modes. Since the cladding material is
assumed to be the same as that in the air-gap, many radiation
and diffraction components of light are likely to occur at the
waveguide facets, and thus, it requires higher accuracy than
butt-joint of different waveguides with low-index-contrast. In
this case, it was reported that combination method of the
BPM and POM boundary condition encounters degradation of
accuracy when the air-gap distance is relatively short [14]. The
entire analysis region is divided into three segments which is
invariant along the propagation direction. Since IM are added
between adjacent segments, a total of 5 scattering matrices
are connected. The necessity and validity of the IM is verified
by comparing with another case where the three scattering
matrices are connected without IM. In order to obtain sufficient
computational accuracy, the numbers of divisions in the x and
y directions are set to be 20 and 16 per 1 µm, respectively.
FEM-SO has almost same computational accuracy with the

 0
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Fig. 7. CPU time and memory usage in each method for analysis of the
problem shown in Fig. 3.

conventional FEM when the same finite element mesh is used
and PML region is sufficiently descritized in the conventional
FEM.

Figure 4 shows the electric field distributions calculated
by conventional direct FEM when the air-gap distance is
(a)d = 0.4 µm, (b)d = 0.8 µm, (c)d = 1.2 µm with respect
to the incident field of fundamental TE mode and operating
wavelength of λ = 1.55 µm. The computational window is
3 µm wide including PML width of 0.3 µm. In direct FEM,
it is necessary to impose PML on the input and output ends to
terminate the computational window, which leads to increasing
of the computational cost [29]. Excitation of various radiation
waves in the air-gap can be seen, and a part of them reaches
the output plane. Amplitude at the output cross-sectional plane
is shown in Fig. 5. While the amplitude calculated by FEM-
SO with IM is in good agreement with direct FEM, FEM-SO
without IM causes error of the evaluation. Practically, it is
possible to avoid using IM by dividing the whole structure
into substructures at continuous interface. Figure 6 shows
the normalized reflected power and transmitted power of the
fundamental modes as a function of the air-gap distance d.
Because of Fabry-Pérot resonance and radiation loss, the re-
flection and transmission decrease oscillatively as d increases.
From this figure, it can also be seen that the result by the
FEM-SO is in good agreement with that by the direct FEM.

Figure 7 shows CPU time and memory usage in con-
ventional direct FEM and proposed FEM-SO analysis, using
Intel(R) Core(TM) i7-4770 CPU @ 3.40GHz. In the direct
FEM, it takes about 6 seconds to construct the large-scale
FEM matrices and solve the simultaneous linear equation. On
the other hand, in the FEM-SO approach, the calculation time
can be reduced to about 2 seconds because small-scale FEM
matrices are constructed and only matrix product computation
is required for evaluation of the wave propagation. Although,
it takes the longest CPU time to make the scattering matrices
in the FEM-SO, the time of making propagation operators is
much shorter than the total CPU time. The computer memory
used in this analysis is 0.76 GB for the FEM-SO, while it is
2.9 GB for the direct FEM.
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Fig. 8. Schematic arrangement of a 1-D photonic-crystal FP cavity filter:(a)
is the overall structure; (b) and (c) are the unit structures which make up
scattering matrices.

B. Photonic crystal Fabry-Pérot cavity filter

Next, we show spectral transmittance and reflectance of
a 1-D photonic-crystal Fabry-Pérot (FP) cavity filter in a
photonic wire (see Fig. 8(a)) when the fundamental TM mode
is launched. The refractive index of the wire ng = 2.75
is given by an approximation of the effective refractive-
index projection of a 200-nm-thick Si membrane in air, that
is described in [17]. The structural parameters are set as
a = 150 nm, d = 490 nm, Λ = 410 nm, W = 500 nm. In the
case of a periodic structure, required computational resources
can be significantly reduced considering only the one period. If
the entire analysis region is divided at the discontinuity cross-
section so that each segment has a uniform structure, it takes
an additional process of generating and connecting their IM.
Therefore, utilizing merit of FEM that it can discretize arbi-
trary structures, we divide the entire structure into fundamental
segments of Fig. 8(b) and (c) with continuous interface to omit
the calculation of the IM. In this example, 10 star product
calculations are required in straightforward connection. For
periodic structures, the computational cost can be reduced by
thinking out the order of taking star products of scattering
matrices. It is possible to reduce to 5 calculations of the star
product in our example. In this analysis, the computational
domain is divided into 7320 triangular elements to obtain
sufficient computational accuracy.

In Fig. 9, magnetic field distribution in the FP cavity
filter at wavelength λ = 1.55 µm, λ = 1.632 µm, and
λ = 1.85 µm are shown. Due to resonance in the cavity,
the power transmission is varied depending on the operating
wavelength. This resonant wavelength is tuned by changing d
or W . The resonant wavelength shifts to shorter wavelength
side as d or W decreases. In addition, stop band also shifts
to shorter wavelength side as W decreases because the phase
constant decreases. The calculated spectral characteristics are

(a)

(b)

(c)

Fig. 9. Magnetic field distribution obtained by FEM analysis corresponding
to the problem shown in Fig.6: (a)λ = 1.55 µm; (b)λ = 1.632 µm; (c)λ =
1.85 µm.
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Fig. 10. Normalized reflected and transmitted power of the fundamental
modes as a function of the operating wavelength λ.

shown in Fig. 10. It can be seen that the spectral characteristics
obtained by the FEM-SO is in good agreement with those
of the direct FEM. Figure 11 shows CPU time and memory
usage in conventional direct FEM and proposed FEM-SO
analysis. In the FEM-SO, the total CPU time is about 0.50
seconds, while that of direct FEM is about 20 seconds.
The proposed method can greatly improve the computational
efficiency for a long-period structure as compared with the
conventional FEM. In addition, the analysis of a structure
having a short interface region is highly efficient because the
size of scattering operators is small. The computer memory
used in this analysis is only 0.17GB for the FEM-SO, while
it is 10GB for the direct FEM.
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Fig. 11. CPU time and memory usage in each method for analysis of the
problem shown in Fig. 8.

IV. CONCLUSION

A novel SO technique is presented with the help of FEM and
implementation of POM boundary conditions. The presented
FEM-SO has a great advantage not founded in other SO
techniques, that is to say, arbitrary structure can be discretized
by finite element meshes and divided into fundamental seg-
ments at arbitrary cross-sections. The boundary condition for
connecting at discontinuity interface must be satisfied, and
we introduced a special interface matrix. In two numerical
simulation results, we showed the validity of the formulated
scattering matrix and interface matrix, that includes excitation
of various radiation modes and resonant operation caused by
a periodic structure. This method is compatible with BiBPM
[18]–[20], that is, by applying the FEM-SO to arbitrary
structures and by applying the BiBPM to z-invariant structures,
mesh-free sections can be configured. In addition, it has been
confirmed that the propagation operator is useful even in
plasmonics [36], and it seems that the proposed method can be
readily extended to plasmonic waveguides. Since FEM-based
propagation operators using line elements can be extended to
3-D vectorial operators by using conventional 2-D elements
[26], it is promising to make 3-D FEM-SO combining the 3-
D operators with conventional 3-D FEM [37]. With respect to
waveguide design application, when iterative calculation with
variation of a part of the structure is necessary (most of optical
waveguide designs correspond to this), it is expected to greatly
improve the efficiency by omitting the recalculation of the
scattering operators of the invariant segments. Furthermore,
different waveform incidence case and backward incidence
case can be studied simultaneously with few additional com-
putations. Thus, it is clear that the FEM-SO can be an efficient
analysis method in various optical waveguide designs.
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