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I 

Zusammenfassung 

Diese Arbeit ist Teil eines interdisziplinären Forschungsprojekts zum Entwurf einer 

leichten, temporären Struktur als Hochwasserschutz. Motivation für diese Arbeit ist 

die Notwendigkeit, Leichtstrukturen zum Schutz der Küstengebiete vor schädlichen 

Auswirkungen eines schnellen Wasseranstieges anzuwenden. Das Hauptziel der Dis-

sertation ist die numerische Analyse der Wechselwirkung zwischen dünnen flexiblen 

Strukturen und dem freien Oberflächenwasserfluss und starren Strukturen, die eine 

wichtige Rolle für zuverlässige Leistungen der beabsichtigten Systeme spielen. 

In den letzten Jahrzehnten führte der Bedarf an Leichtstrukturen zu weitreichenden 

Studien über FSI-Probleme mit Fluid-Struktur-Wechselwirkungen, bei denen die nu-

merische Analyse für eine effiziente, wirtschaftliche und sichere Fertigung von Vorteil 

ist. 

Die gebräuchlichsten Anwendungen der FSI-Analyse sind in der Schiffahrts-, Luftfahrt- 

und Automobilindustrie zu erkennen, während ihr Beitrag auch in der Medizin- und 

Unterhaltungsindustrie immer bedeutender wird. 

Wenn eine Fluidströmung mit einer Struktur in Wechselwirkung tritt, wird die aus der 

Fluidströmung resultierende Druckbelastung auf die Struktur ausgeübt, gefolgt von 

Deformationen, Spannungen und Dehnungen der Struktur. Abhängig von der resultie-

renden Verformung und der Variationsrate kann eine Einweg- oder Zweiweg-

Kopplungsanalyse durchgeführt werden. 

Die Fluid-Struktur-Interaktion (FSI) ist durch die Wechselwirkung einer beweglichen 

oder deformierbaren Struktur mit einer inneren oder umgebenden Strömung ge-

kennzeichnet. 

In einer Fluid-Struktur-Interaktion (FSI) werden die Gesetze, die die Fluiddynamik und 

die Strukturmechanik beschreiben, gekoppelt. 

Um ein ausreichend genaues Verhalten zu modellieren, gibt es viele Aspekte, die be-

rücksichtigt werden sollten. Die Beschreibung der Leichtstrukturen in Bezug auf Ma-

terialeigenschaften, Geometrie, Diskretisierungstypen kombiniert mit der Definition 

von Fluidbereichen sind entscheidende Parameter. Darüber hinaus stellten die Stabili-

tät und Robustheit der entsprechenden numerischen Algorithmen, die sich dem Ver-

halten jeder Komponente und den Kopplungsansätzen sowie deren Grenzen und Wi-

dersprüchen widmen, eine große Herausforderung für numerische Simulationen dar. 

Das bekannteste Problem in Bezug auf FSI-Studien entstand aus einem zusätzlichen 

Masseneffekt, der auf die Kopplungsmethode zwischen Fluid- und Strukturgerüsten 
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zurückzuführen war. Dieses Problem vergrößerte sich, wenn schwere Flüssigkeiten 

wie Wasser und flexible Strukturen miteinander interagierten. 

Die numerische Arbeit wurde mit Hilfe der Finite-Volume-Löser von Star CCM+, einem 

Produkt von Siemens PLM Software, durchgeführt. Innerhalb des FV-Rahmens wurde 

das Strukturverhalten über verfügbare Netze und Algorithmen angenähert, die an 

Konvergenz und Stabilitätsproblemen litten. Als nächstes wurde eine aufgeteilte Stra-

tegie eingeführt, um sowohl Strukturen als auch Flüssigkeiten mit geeigneten Formu-

lierungen und Lösungsmethoden diskretisieren und lösen zu können. 

Um Fluiddomänen zu lösen, wurde der nicht mischbare Wasser-Luft-Fluss innerhalb 

des Kanals durch das Volumen-Fluid-Modell (VOF-Modell) modelliert, das auf dem 

Euler-Euler-Modell für Mehrphasenflüsse basiert. Darüber hinaus implementiert das 

VOF-Modell das High Resolution Interface Capturing (HRIC) -Schema zum Erfassen der 

freien Oberfläche. 

Um das turbulente Verhalten der Strömungen zu erfassen, wurde das „Realizable k-ε 

Model“ als Turbulenzmodell gewählt. In diesem Modell ist ein kritischer Koeffizient in 

der Transportgleichung für die turbulente Dissipationsrate eine Funktion der mittle-

ren Strömungs- und Turbulenzeigenschaften und erfüllt die Physik der Turbulenz (Re-

alisierbarkeit). 

Bei der Methode des finiten Volumens (FV) werden die maßgebenden Gleichungen 

über ein Volumen oder eine Zelle integriert, wobei eine stückweise lineare Variation 

der abhängigen Variablen angenommen wird. Mithilfe dieser Integrationen müssen 

Flüsse über die Grenzen der einzelnen Volumina hinweg ausgeglichen werden, wobei 

die Flüsse in der Mitte zwischen den einzelnen Knoten in der Domäne berechnet 

werden. 

In diesem Zusammenhang wurde die Finite-Elemente-Analyse Software von Abaqus 

ausgewählt, welche ein Produkt vom Simulia-Unternehmen ist und ausschließlich aus 

fünf Hauptprodukten besteht, nämlich dem Abaqus-Standard, dem Abaqus-Explicit, 

dem Abaqus CAE, dem Abaqus-CFD und dem Abaqus-Electromagnetic, um die Struk-

turen zu lösen, die mit der durch das Star CCM+ analysierten Fluiddomäne gekoppelt 

waren. 

In der vorliegenden Arbeit wurden der Abaqus-Standard, Abaqus explicit und Abaqus 

CAE verwendet, um das Verhalten flexibler Strukturen mit der Finite-Elemente-

Methode (FEM) numerisch zu untersuchen. Die Strukturdomäne wurde in Abaqus 

CAE erstellt und als Eingabedatei geschrieben, die mit dem automatischen Kommuni-

kationstool CSE „Simulia Co-Simulation Engine” mit der Fluiddomäne verbunden wer-
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den kann. Als geeigneterer Algorithmus für nichtlineare Probleme wurde Abaqus ex-

plicit ursprünglich implementiert, um den strukturellen Bereich zu lösen. Trotzdem 

wurde der Löser aufgrund von Stabilitätsproblemen des entsprechenden Kopplungs-

algorithmus explizit von Abaqus auf Abaqus-Standard umgestellt. 

Die Finite-Elemente-Methode (FE) basiert im Allgemeinen auf Galerkins Methode der 

gewichteten Residuen, bei der die maßgeblichen partiellen Differentialgleichungen 

nach Multiplikation mit einer Gewichtsfunktion über ein Element oder Volumen inte-

griert werden. Die abhängigen Variablen werden durch eine Formfunktion auf das 

Element angewendet, die mit der Gewichtsfunktion identisch ist (nach der Methode 

von Galerkin). 

Schließlich ermöglichte die Implementierung einer effektiven partitionierten Strategie 

in Form eines impliziten Kopplungsalgorithmus, dass partitionierte Domänen kraftvoll 

verknüpft werden konnten. Um zu ermöglichen, dass die gekoppelten Bewegungs-

grenzen innerhalb der Fluiddomäne der von der Strukturdomäne (berechnet von 

Abaqus) vorgegebenen Bewegung folgen, wurde ein Morphing-Bewegungsmodell in 

die physikalische Modellkonfiguration innerhalb des Fluidcodes von Star CCM+ inte-

griert. 

Das angewandte Verfahren gewährleistete Stabilität und Konvergenz bei der Lösung 

dieser komplizierten Probleme, jedoch mit hohem Rechenaufwand. 

Die numerischen Modelle wurden mit experimentellen Modellen verglichen und vali-

diert. In dieser Hinsicht wurden zwei verschiedene Fälle für verfügbare experimentel-

le Aufzeichnungen diskutiert und verglichen, wobei die numerischen Ergebnisse eine 

gute Übereinstimmung mit experimentellen Ergebnissen zeigten. 

Erstere verdeutlichten, wie sich die flexible Flutabwehr im ganzen Maßstab verhält, 

wenn sie von einem beschleunigten massiven Treibgut angefahren und beeinflusst 

wird. Die Hauptkomplexität dieser Studie beruht auf dem Netzkriterium im Flüssig-

keitsbereich, wenn sich zwei Strukturen sehr nahe kommen. Die Fluiddomäne wurde 

sowohl durch die Standard-Vernetzungstechniken als auch durch ein Overset Mesh 

diskretisiert. 

Letzteres veranschaulichte die Wechselwirkung zwischen einer Membran im unteren 

Maßstab mit einer ausgebreiteten Wasserwelle, die durch Kolbenbewegung erzeugt 

wurde. Dieser Beitrag stellt die Ansätze für die Festlegung einer konvergenten nume-

rischen Lösung vor und vergleicht die Ergebnisse mit den experimentellen Ergebnis-

sen. 
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ABSTRACT 

This work is part of an interdisciplinary research project concerning the design of a 

light temporary installable textile flood control structure. The motivation for this 

work is the great need of applying light structures for the protection of coastal areas 

from detrimental effects of rapid water runoff. The prime target of the thesis is the 

numerical analysis of the interaction between slender shaped pliable structures, free 

surface water flow and surrounding rigid structures, playing an influential role in the 

reliable performance of the investigated systems. 

In the last decades, the need for light structures motivated wide-ranging studies on 

FSI problems „fluid-structure interaction“, where numerical analysis is advantageous 

for efficient, economical and secure manufacturing. 

Fluid-structure interaction (FSI) is characterized by the interaction of some movable 

or deformable structure with an internal or surrounding fluid flow. 

In a fluid-structure interaction (FSI), the laws that describe fluid dynamics and struc-

tural mechanics are coupled. 

The most common application of the FSI analysis can be found in marine, aircraft and 

the automotive industries, while its contribution in medicine and entertainment con-

tinues to gain in popularity. 

In order to model sufficiently the accurate behavior of the structures, there are many 

aspects which should be taken into account. The descriptions of light structures in 

terms of material properties, geometry, and discretization types in conjunction with 

the definition of fluid regions are decisive parameters. 

When a fluid flow interacts with a structure, the pressure load arising from the fluid 

flow is exerted on the structure, followed by deformations, stresses, and strains of 

the structure. Depending on the resulting deformation and the rate of the variations, 

a one-way or two-way coupling analysis can be conducted. 

Moreover, the stability and robustness of the corresponding numerical algorithms 

which approximate the behavior of each component and coupling approaches, their 

limitations and contradictions with each other pose a huge challenge for numerical 

simulations. The most known issue regarding FSI studies is imposed by an added mass 

effect which stems from the coupling method between fluid and structure frame-

works. This matter is deteriorated when heavy fluids such as water and a flexible 

structure are interacting. 

The numerical work was launched by means of the finite volume solvers of the Star 

CCM+, which is a product of Siemens PLM Software. Within the FV framework, a par-
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titioned approach was implemented to solve the FSI problem. The behavior of both 

structures and fluids was approximated via available meshes and algorithms based on 

the FV framework which suffered from convergence and stability issues. 

To solve fluid domains, the immiscible water-air flow within the channel was modeled 

by the volume of fluid model (VOF model) which is based on the Euler-Euler model 

for multiphase flows. Moreover, the VOF model implements the high resolution inter-

face capturing (HRIC) scheme to capture the free surface. 

In order to capture the turbulent behavior of the flows, the „Realizable k-ε model“ 

was chosen as a turbulence model. In this model, a critical coefficient in the transport 

equation for the turbulent dissipation rate is a function of mean flow and turbulence 

properties and satisfies the physics of turbulence (realizability). 

In the finite volume method (FV), the governing equations are integrated over a vol-

ume or cell, where a piece-wise linear variation of the dependent variables is sup-

posed. Using these integrations, fluxes across the boundaries of the individual vol-

umes have to be balanced, where the fluxes are computed at the mid-point between 

the discrete nodes in the domain. 

To solve the issue regarding convergency, another partitioned strategy was imposed 

to discretize and solve both structures and fluids with appropriate formulations and 

solvers. 

In this context, the finite element analysis software of Abaqus which is a product of 

Simulia companies and solely comprised of five main products, i.e. the Abaqus stand-

ard, the Abaqus explicit, the Abaqus CAE (complete Abaqus environment), the 

Abaqus CFD, and the Abaqus Electromagnetic was selected to solve the structures 

which were coupled with the fluid part analyzed by Star CCM+. 

In the current work, the Abaqus standard, Abaqus explicit and Abaqus CAE were uti-

lized to investigate numerically the behavior of flexible structures by the finite ele-

ment method (FEM). The structure domain was prepared within Abaqus CAE and 

written as an input file which can be interconnected with the fluid domain by the au-

tomatic communication tool CSE „Simulia co-simulation engine”. As a more appropri-

ate algorithm for nonlinear problems, Abaqus explicit was initially implemented to 

solve the structural domain. Nevertheless, the solver was switched from Abaqus ex-

plicit to Abaqus standard due to stability problems of the corresponding coupling al-

gorithm. 

The finite element method (FEM) is generally based on Galerkin's method of 

weighted residuals, where the governing partial differential equations are integrated 

over an element or volume after having been multiplied by a weight function. The 
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dependent variables are introduced on the element by the shape function which is 

identical to the weight function introduced in Galerkin's method. 

Finally, the implementation of an effective partitioned strategy in the form of an im-

plicit coupling algorithm made it possible for the partitioned domains to be linked 

powerfully. In order to allow the coupled moving boundaries within the fluid domain 

to follow the motion dictated by the structural domain (computed by Abaqus), a 

morphing motion model was incorporated into the physical model setup for the fluid 

within the software of the Star CCM+. 

The applied procedure ensures stability and convergence in the solution of these 

complicated issues, albeit with high computational cost. 

The FSI numerical models were compared and validated by experimental models. In 

this regard, two different cases were discussed and compared with available experi-

mental records, where numerical results have exhibited a good agreement with ex-

perimental findings. 

The former illustrated how the full-scale flexible flood barrier behaved when ap-

proached and impacted by an accelerated massive flotsam. The principal complexity 

of this study stemmed from the mesh criterion in the fluid domain when two struc-

tures approached each other very closely. The fluid domain was discretized by both 

the standard meshing techniques and the overset mesh, respectively. 

The latter illustrated the interaction between the down-scale membrane and the 

propagated water wave which was generated by a one-way movement of a piston 

type wave generator. 

This contribution presents the approaches for the establishment of a convergent nu-

merical solution and compares the results with experimental data. 

Key words 

FSI analysis, finite element method, finite volume method, flexible light structure, 

free surface flow 
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Nomenclature 

Latin Letters 

Symbol Description Dimensions Unit 

[𝐶] Damping Matrix - - 

[𝐾] Stiffness Matrix - - 

[𝑀] Mass Matrix - - 

𝐴 Cross Section Area of Projectile L2 m2 

B21, B22, B23, B31, 

B32, and B33 

Beam Elements in Abaqus - - 

B31 Linear Interpolated Timoshenko Beam 

Element 

- - 

𝐶 Phase Fraction Function, Initial Velocity of 

Projectiles at Impact Time 

-, LT-1 -, m/s 

Cn() Jacobian elliptic function - - 

𝐶𝑂 Courant Number - - 

𝐶𝑂𝑚𝑎𝑥 Maximum Courant Number   

𝑑1 Damping Ratio - - 

𝐸 Young modulus ML-1T-2 kg/(m.s2) 

𝐵𝑀 Bending Stiffness of Membrane ML2T-2 kg.m2/s2 

𝐵𝑏𝑒𝑎𝑚 Bending Stiffness of Steel Cord ML3T-2 kg.m3/s2 

𝑓 Mathematical Function for Contact Length, 

Slope, Displacements 

L, -, L m, degree, 

m 

𝑓, 𝑓0, 𝑓1, 𝑓2 Frequency T-1 Hz 

𝑓(𝑥, 𝑘, 𝑑) Function of Parameters 𝑥, 𝑘, 𝑑 - - 

𝐹(𝑋1, 𝑋2, … . , 𝛸𝑘) Function 𝐹 of 𝑘 Variables 𝑋1, 𝑋2, … . , 𝑋𝑘 - - 

𝐹(𝑥), 𝐹1(𝑥), 𝐹2(𝑥) Cumulative Distribution Functions - - 

𝑔 Gravitational Acceleration LT-2 m/s2 

G(π1, π2, … . , πk−r) Function 𝐺 of (𝑘-𝑟) Variables π1, π2, ….., πk-r - - 

ℎ Water Flow Depth, Membrane Height, 

Validity of Null Hypothesis 

L, L, - m, m, - 

ℎ𝑤 Water Flow Depth L m 

𝐻 Wave Height L m 

H1 Amplitude  dB 

𝐼 Moment of Inertia L4 m4 

𝑘 Wave Number, turbulent kinetic energy, 

Kolmogorov-Smirnov statistic 

-, L2T-3, - -, m2/s3, - 

𝐾, 𝐾𝑅 Curvature -  - 

𝑙, 𝑏, 𝑎 and ℎ𝑎 Geometrical Dimensions of Membrane L m 

𝐿 Wave Length, Fundamental Dimension of 

Length 

L, L m, m 

𝑚 Bending Moment ML2T-2 kg.m2/s2 

𝑀 Mass of Projectile, Fundamental Dimension 

of Mass 

M kg 

M3D3 Three-Dimensional, 3-Node Membrane - - 
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Element 

M3D4 Three-Dimensional, 4-Node Membrane 

Element 

- - 

n1 The Local (1) Beam Section Axis, Sample Size -, - -, - 

n2 The Local (2) Beam Section Axis, Sample Size -, - -, - 

𝑝1,  𝑝2,  𝑝3, 𝑎1, . .,

𝑎4, 𝑏1, . ., 𝑏4, 𝑐1, . .,

𝑐4 

Function Coefficients - - 

𝑃 Hydrostatic Pressure of Water ML-1T-2 kg/(m.s2) 

PIPE21, PIPE22, 

PIPE31, and PIPE32 

Pipe Elements in Abaqus - - 

 

𝑟 Radius, Sum of Squared Residuals L, L2 m, m2 

𝑅 Radius of Curvature of Beam L m 

R3D4 Three-Dimensional Rigid Element With 4-

Node 

- - 

S Stroke of Wavemaker, Scale Factor L, - m, - 

S(Y) Stroke of Wavemaker L m 

𝑡 Time, Thickness  T, L s, m 

t Local Tangent along the Beam Element - - 

𝑇 Fundamental Dimension of Time, Period of 

Water Wave 

T s 

𝑢 Water Velocity LT-1 m/s 

U, U1,U2,U3 Displacements L m 

𝑣 Velocity at Interface LT-1 m/s 

v The Vector Approximating the n1 Orientation 

of a Beam Element 

- - 

𝑉 Wave Propagation Speed LT-1 m/s 

𝑊𝑀 Weight of Membrane per Area ML-1T-2 kg/(m.s2) 

𝑊𝑠 Weight of Steel Cord per Length MT-2 kg/s2 

𝑥,𝑦  Position Variables L m 

𝑥1, 𝑥2 Vector for sample Data - - 

X, Y, Z Axes of a Cartesian  Coordinate System - - 

𝑌, 𝑈1, 𝑈2, 𝑈3 Data Samples for Displacements L m 

Greek Letters 

Symbol Description Dimensions Unit 

∆𝑡 Time Step T s 

∆𝑥 Length Interval L m 

Δ𝑓 Frequency Difference T-1 Hz 

𝛼 Mass Proportional Damping Coefficient - - 

𝛽 Material Stiffness Proportional Damping 

Coefficient 

- - 

𝜀 Turbulent Dissipation Rate L2T-3 m2/s3 

𝜇 Fluid Viscosity ML-1T-1 kg/(m.s) 

𝜈 Poisson Ratio, Fluid Kinematic Viscosity -, L2T-1 1, m²/s 

𝜁 Damping Ratio - - 
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𝜋 Pi Number - - 

π1, π2, … . , πk−r Dimensionless Numbers - - 

𝜌 Density ML-3 kg/m3 

𝜎 Angular Frequency of Wavemaker, Surface 

Tension 

T-1, MT-2 rad/s, kg/s2 

𝜎 𝜌⁄  Kinematic Surface Tension L3T-2 M3/s2 

𝜔 Dissipation Rate per Unit Turbulent Kinetic 

Energy, Angular Frequency 

T-1, T-1 1/s, rad/s 

Mathematic Operators 

Symbol Description Dimensions Unit 

∙ Scalar Product Operator - - 

x Cross Product Operator - - 

𝜕 Partial Differential Operator - - 

𝛻 Nabla Operator - - 

𝛻 ∙ Divergence Operator - - 

 

Abbreviations 

Symbol  Description 

1-D, 2-D, 3-D One Dimensional, Two Dimensional, Three Dimensional 

AiF Arbeitsgemeinschaft industrieller Forschungsvereinigungen 

ALE Arbitrary Lagrangian Eulerian 

AMR Adaptive Mesh Refinement 

BEM Boundary Element Method 

BIM Boundary Integral Method 

CAD Computer-Aided Design 
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1 Introduction 

An abrupt increase in river water level triggers dire aftereffects on coastal ecosys-

tems and renders coastal inhabitants defenceless (Figure 1.1). Although the protec-

tion against floods can be achieved by rigid permanent structures, such structures not 

only disturb local natural landscapes and views but also are very expensive. A surge in 

the vital demand for the development of a temporary protective system against flood 

provides the motivation for conducting the current research. 

 

Figure 1.1: A catastrophical aftereffect of a flood in the Lower Bavarian district of Rottal-Inn 

(Hoppe 2016) [1] 

 

Figure 1.2: Exemplary experimental impact analysis for flood barrier flexible structures in TU 

Hamburg-Harburg (Wibbeler 2016) [2] 

A key challenge in the advent of such a flood protection system that is characterized 

by low cost, quick and easy assembly capability is the answer to the question how far 

it can resist against hydropower, flotsam and so on (Figure 1.2). 
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In this work, we study numerically and experimentally the fluid-structure interaction 

comprising a flexible slender shaped structure, free surface flow and potentially in-

teracting rigid structures, categorized in flood protection applications, whereas more 

emphasis is given to numerical analysis. Objectives of this study are defined in detail 

as follows: 

The initial aim is the numerical analysis of the behavior of a down-scale membrane 

loaded by hydrostatic pressures, where the numerical results have to be validated 

against available experimental data. 

A further case which has to be investigated is how the full scale flexible flood barrier 

behaves when approached and impacted by an accelerated massive flotsam. The 

numerical model has to be built so as to replicate the same physical phenomenon 

investigated experimentally. It enables a comparison between the numerical and ex-

perimental analyses to be drawn. 

A more complicated case where the flexible down-scale membrane interacts with a 

propagated water wave is a further target area to study. Moreover, an experimental 

investigation is required to validate the numerical results by way of comparison. 

The ultimate goal is to perform a similitude analysis upon which a correlation be-

tween the full-scale prototype and the down-scale model can be formed. The imple-

mentation of the similarity laws enables the behavior of the full scale prototype to be 

quantitatively assessed on the basis of the available data for the down-scale model. 

In addition, in order to validate the accuracy of the similitude analysis, numerical 

analyses have to be carried out. 

1.1 Work overview 

This thesis is structured into eight chapters. Chapter 1 outlines briefly the objectives 

and application areas of the thesis and a review of relevant literature. 

In chapter 2, the history of the work and the research methodology are presented, 

where numerical damping models are emphasized. Also, the reason why the fluid- 

structure analysis is partitioned into two domains is explained, wherein the applied 

solvers and coupling methods are discussed in detail. 

Chapter 3 is targeted to examine the validity of the structural model setup including 

discretization, solvers, interactions, and so on. What are described in this chapter are 

the down-scale model setup, the results based on a hydrostatic load, and the valida-

tion of the numerical results by comparison with the experimental data. 
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In chapter 4, impact analysis on the full-scale prototype is under debate, where two 

co-simulation cases are represented. In both cases, the co-simulation analyses repre-

sent a scenario where the full-scale prototype loaded by a water flow is attacked by a 

heavy flotsam. In the former co-simulation case, the fluid domain is discretized with a 

standard mesh, whereas the latter exhibited results with an overset mesh. In order to 

gain a better insight regarding the overset mesh, further cases are simulated within 

the Star CCM+ environment, where the geometrical parameters of the flotsam and 

the discretization specifications are subjected to change. 

To verify the behavior of the down-scale membrane in response to hydrodynamic 

forces, a channel was constructed, where a wave is generated by the movement of a 

wooden body which replicates the behavior of a piston-type wavemaker. 

With this intention, the numerical wave generation and comparison with analytical 

results is demonstrated in chapter 5. 

Afterwards, the experimental and numerical model setups regarding the down-scale 

membrane are introduced in chapter 6. Experimental and numerical model results 

are then compared and validated. 

Chapter 7 contains a structural similitude or a dimensionless analysis for the full-scale 

membrane. Furthermore, to verify the accuracy of the dimensional analysis, two dif-

ferent numerical simulations are conducted. While the first analysis is performed for 

the full-scale membrane, the membrane downscaled based on the dimensionless 

analysis results is analyzed in the second one. 

Finally, in Chapter 8, conclusions of the thesis are drawn and the contributions made 

by the investigation to numerical fluid-structure analysis are outlined and some rec-

ommendations for future work are given. 

1.2 Literature review 

The interaction between fluids and structures, which is an interdisciplinary problem, 

has gained importance in a wide range of scientific and engineering applications. 

Thanks to new advances in computer technology, the numerical analysis of mul-

tiphysics phenomena has aroused growing interest. 

Fluid-structure interactions have been numerically and experimentally studied by 

many researchers and published by several books, papers, and review papers. 

For instance, different numerical models for the interaction of elastic structures with 

internal fluids for sloshing, hydroelasticity and structural acoustics applications were 

proposed by Morand and Ohayon (1995) [3]. 
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Furthermore, a variety of numerical works with emphasis on ocean engineering was 

collected by Chakrabarti (2005) [4]. FSI numerical works on the basis of the immersed 

boundary formulation were reviewed by Mittal and Iaccarino (2005) [5]. 

Hou et al. (2012) [6] have also published a review paper entitled “Numerical methods 

for fluid-structure interaction”, which provides useful knowledge about different ap-

proaches for FSI analysis. 

In spite of the potential for the description of a fluid motion within Langrangian coor-

dinates, a fluid domain is generally viewed based on an Eulerian frame of reference, 

where fluid fields are solved within the mesh points that are fixed in space. 

The key challenge encountered in any FSI analysis is the coupling between the two 

independent domains with clear distinctions. For example, a structure domain re-

quires discretizing by a Lagrangian mesh where the mesh is fixed to the mass and fol-

lows the mass motion. In fact, the Lagrangian mesh is able to deform and follows an 

individual structural mass as it moves through space and time. Nonetheless, the fluid 

mesh remains intact within the space, where the fluid flows as time passes. 

The numerical approaches with regard to FSI phenomena can be divided into two 

main categories, namely the monolithic approach and the partitioned approach. 

In the former, a single system equation for the whole problem is solved simultane-

ously by a unified algorithm; however, in the latter, the fluid and the structure are 

discretized with their proper mesh and solved separately by different numerical algo-

rithms. 

There is also another classification for FSI problems on the basis of mesh methods: 

conforming methods and non-conforming methods. In the first method, the interface 

condition is regarded as a physical boundary (interface boundary) moving during the 

solution time, which imposes the mesh for the fluid domain to be updated in con-

formity with the new position for the interface. 

In contrast, the implementation of the second method eliminates a need for the fluid 

mesh-update on the account of the fact that the interface requirement is enforced by 

constraints on the system equations instead of the physical boundary motion. 

Most of the FSI studies with the partitioned approach are discretized on the basis of 

the conforming mesh, while the immersed methods classified within FSI monolithic 

approach-based methods utilize non-conforming mesh methods. 
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Further alternatives to deal with FSI problems are the particle based methods which 

can be used to solve numerically the partial differential equations for the simulation 

of particulate flows. The work is based on a Lagrangian description to model the mo-

tion of nodes (particles) in the fluid domain. 

The particle based methods include the Lattice Boltzmann, the smoothed particle 

hydrodynamics and the finite pointset method as illustrations which are explained in 

detail as follows. 

The Lattice Boltzmann method (LBM) is another approach to fluid dynamics where 

mass and momentum conservation laws are enforced to a solution, but not on a con-

tinuum velocity and a pressure field. The fluid flow is depicted as a discrete set of 

particles instead of the representation as the continuous flow governed by the Na-

vier-Stokes equations. The merit of the Lattice Boltzmann method is low computa-

tional time, albeit with a drastic reduction in the number of degrees of freedom. 

One application related to LBM is the Leonardi et al.’s work (2016) [7] on the flexible 

barriers as protection tools against debris flow in mountainous terrain. Different 

computational frameworks, including the finite element method (FEM), the discrete 

element method (DEM) and the Lattice Boltzmann method (LBM) were applied. The 

behavior of the flexible barrier was solved by the former, whereas the impacts on the 

structure exerted by the debris flow with fluid-grain mixture were computed by cou-

pling between the two other solvers. In detail, the motion of the grains was modeled 

by the DEM, while the LBM provided the solution for the free surface non-Newtonian 

fluid. 

There is also another method similar to LBM, termed the smoothed particle hydrody-

namics (SPH). It was developed by Gingold and Monaghan (1977) [8] and Lucy (1977) 

[9] and can be utilized to model a fluid motion. 

A typical work done on this method is Schörgenhumer et al.’s study (2013) [10] on 

the interaction of flexible multibody systems with fluids, where the SPH solved the 

fluid part in combination with the finite element method and model reduction tech-

niques for the structural parts. The interaction between the fluids and the structures 

was imposed by a distributed potential over the structural boundary segments shared 

by the fluid particles. 

The SPH is a Lagrangian method for the solution of partial differential equations re-

garding to mass, momentum, and energy conservation laws, where PDEs are spatially 

discretized by particles with material properties. The interaction between the parti-

cles is determined by a smoothing, or kernel, function with compact support. These 
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particles move according to inter-particle interactions and external forces. For small 

velocity/pressure gradients, a single resolution process with uniform spaced particles 

can be applied, while the multiple resolution method populating the computational 

domain with particles by locally refinement assists to capture the near field for high 

velocity/pressure gradient phenomena (Hu et al. 2017) [11]. 

Another meshfree method for the simulation of a fluid flow on the basis of the La-

grangian approach to fluid dynamics is the finite pointset method (FPM). This method 

was examined by Tiwari et al. (2007) [12] for different FSI applications, where the 

spatial derivatives at an arbitrary point were approximated with regard to its sur-

rounding neighbor particles by the weighted least squares method. 

The following provides details on FSI numerical analysis regarding the mesh type. 

1.2.1 The non-conforming methods 

The immersed methods are well known approaches within the category of the non-

conforming methods (the framework of monolithic approach), where the interaction 

between two distinct continua is implemented by the incorporation of Lagrangian 

force-equivalent terms into the fluid equations. 

The formulation for the immersed boundary method was originally proposed by 

Peskin (1977)  [13] to study blood flow through a beating heart. In this method, the 

immersed boundary (IB) equations are discretized spatially by a fixed Cartesian mesh 

for the Eulerian variables and a moving curvilinear mesh for the Lagrangian variables, 

where the curvilinear mesh moves freely through the fixed Cartesian mesh of the flu-

id domain. The free movement has no effect on the fluid mesh, which exempts the 

mesh from update as the solution advances in time. 

Both variables are linked by the Dirac delta function which is approximated over a 

band of cells surrounding the immersed boundary (IB) in the numerical scheme. As a 

result, the sharp interface is numerically represented by a thin layer of finite depth. 

In Figure 1.3 and Figure 1.4, the procedure involving the FSI study by means of the 

immersed boundary method and a typical representation of IB are depicted, respec-

tively. 
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Figure 1.3: Immersed boundary procedure 

 

 

Figure 1.4: Immersed boundary representation (Ghosh et al. 2012) [14] 

In principle, an immersed boundary can be a substitution for a structure without a 

finite volume (a closed curve in 2-D space or a membrane in 3-D space). The original 

immersed boundary was first order in space, which has the leakage disadvantage, 

notwithstanding the possibility for an improvement in the mass conservation. 

The immersed domain method was a further development for the immersed bulk 

structures occupying a finite volume, where the artificial fluid covering the structural 

domain was introduced to extend the fluid domain to the entire computational do-

main. 
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The immersed thick boundary method stemmed also from the original immersed 

boundary method (IBM) introduced by Peskin to simulate 3-D membranes with finite 

thickness like an aortic valve, in which a finite volume flow solver was coupled with a 

finite element solid mechanics solver (Sigüenza et al. 2016) [15]. 

The other method in this category is the direct forcing method developed by Mohd-

Yusof (1997) [16], which uses a discrete time immersed boundary method to simulate 

three-dimensional complex flow domains. 

With the aim of a better volume conservation, an immersed interface method was 

developed by Leveque and Li (1997) [17], and Li and Lai (2001) [18]. The method en-

joys a second-order approximation using the jump condition and the normal deriva-

tives of the velocity in the solution instead of discrete delta functions. Nevertheless, 

this method was not applicable for embedded bulk structures and was limited to cas-

es with a closed surface (3-D) or a closed curve (2-D). 

The mirroring immersed boundary method (Mark and van Wachem 2008) [19] is an-

other method to improve local mass preservations regarding the cases where a 

closed surface represents an immersed boundary. The method worked based on two 

interior and exterior points nearby the immersed boundary, where the velocity of the 

interior point was linearly interpolated to find the velocity of the exterior point by the 

fluid momentum equation. 

The distributed Lagrange multiplier method, categorized in the immersed boundary 

methods family, achieves popularity when immersed rigid structures are concerned. 

In this regard, there are two sub categories based on the inclusion of the velocity 

constraint condition into the solution procedure before or after the time discretiza-

tion of the FSI equations. The latter is named also as the fictitious domain method or 

domain embedding method and was investigated by many researchers, Glowinski et 

al. (1999, 2000, 2001) [20]–[22], Patankar (2001) [23], Yu (2005) [24] and Yu and Shao 

(2007) [25]. 

For both the immersed boundary methods and the fictitious domain method, source 

terms in the momentum equations of the fluid represent the contribution of the 

structure on the solution. 

Glowinski and his co-workers (1999, 2000, 2001) [20]–[22] worked on a solution for 

the motion of many rigid bodies within an incompressible flow, where the repelling 

force between the rigid bodies, resulted from collision, was appended to the rigid 

body motion equation. Whereas the immersed boundary method used a finite differ-

ence framework, the fictitious domain method was formulated based on the finite 
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element method. The fluid and each of the rigid bodies were coupled at the interface 

by a distributed Lagrange multiplier to impose the constraint on the inner body. 

Baaijens (2001) [26] has extended the fictitious domain method for compliant bodies, 

but only with slender shape, which has been further utilized to model flexible heart 

valve simulations (De Hart et al. 2000, 2003) [27], [28]. 

The fictitious domain method has been further extended for flexible structures, being 

not restricted to slender shapes, where Lagrange multipliers were incorporated 

across the whole solid body rather than only along its boundaries. 

Van Loon et al. (2006, 2007) [29], [30] combined the fictitious domain method with 

an improved adaptive meshing to compute the structures behavior in response to 

fluid pressures without a need for a conforming connection between the fluid and 

structure mesh. 

Van Loon et al. (2006) [29] took advantage of different techniques, such as Lagrange 

multipliers, adaptive meshing, and ALE methods, enabling both an accurate motion of 

the structure and a more precise estimation for the fluid behavior near the fluid-

structure interface. They utilized finite element formulations for both the structure 

and fluid domains within two-dimensional frameworks, followed by the claim for 

possible extension to three dimensions. 

Van Loon et al. (2007) [30] compared the distinction between the arbitrary Lagrangi-

an Eulerian (ALE) methods (explained later in detail), the fictitious domain (FD) and 

the fictitious domain with adaptive meshing (FD/adap) approaches. 

Applying the FD method, there was no change for the fluid mesh when the structure 

was updated in a Lagrangian way; hence, the mesh generation occurred only before 

the analysis. 

Both the ALE and the FD/adap methods worked based on the coupling along the cen-

terline curve of the structure, which necessitated a remeshing algorithm; however, in 

the FD/adap method, the fluid mesh was only aligned with the centerline of the 

structure mesh, but discretized in a different way. In fact, the mutual conformity was 

not imposed within the FD/adap method, which made it computationally inexpensive 

in comparison with the ALE method. 

Furthermore, the extended immersed boundary method (Wang and Liu 2004) [31] 

and the immersed finite element method (Zhang et al. 2004) [32] implemented the 

finite element method for the structure coupled with the fluid domain by the discrete 

dirac delta functions that found their origin in the meshless reproducing kernel parti-
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cle method (RKPM). The fluid domain would also be discretized by either the finite 

difference method or the finite element method. 

Kamensky et al. (2015) [33] presented a solely finite element based formulation for 

both the flow and the structural equations, applying the immersogeometric FSI ap-

proach to analyze the interaction of a bioprosthetic heart valve with a straight aorta. 

The immersogeometric FSI approach computes directly a spline-based surface repre-

sentation of the structure by immersing it into a non-boundary-fitted discretization of 

the surrounding fluid domain. 

There are many parameters influencing the accuracy and stability of the immersed 

methods, such as the mesh size, time step size, and the coupling way as explicit, semi 

implicit or implicit. Furthermore, how the shared data are interpreted for the coun-

terpart domain plays a crucial role. 

For instance, Zhao et al. (2008) [34] compared three ways to transfer the forces from 

the structure Lagrangian mesh to the underlying fluid Eulerian mesh. He applied the 

distributed force method, the discrete momentum equation for the interface jump 

conditions with a minimized truncation error, and the finite element Galerkin projec-

tion method. His results exhibited success to maintain a sharp interface in addition to 

ensured momentum conservation across the interface. 

The work of Glowinski et al. (1999) [20] related to an analysis on finite element errors 

recommended the ratio of the structural mesh size to the fluid mesh size between 

one and two to reach a compromise between stability and accuracy. 

The adaptive mesh refinement (AMR) was examined in many investigations, which 

represented an improvement in the precision of the results. 

To estimate the forces on the rigid body surface more accurately, a dense overlap-

ping mesh around the interface was used by Tai et al. (2005, 2007) [35], [36]. Alto-

gether, the whole domains were discretized by three mesh types, including the sta-

tionary fluid mesh, the sub-domain with the dense overlapping mesh around the 

body, and the rigid mesh inside the rigid body. The cycle implementing an algorithm 

to distinguish the status type of fluid points is shown in Figure 1.5. 



1 1  

 

Fi g ur e 1 .5 : A l o o s el y c o u pl e d it er ati v e pr o c e d ur e f or F SI a n al ysis of ri gi d b o di es i ntr o d u c e d 

b y T ai  et al. ( 2 0 0 7) [ 3 6] 

T h e o v erl a p pi n g gri d a p pr o a c h h a s b e e n fir st us e d b y St ari u s ( 1 9 7 7, 1 9 8 0) [ 3 7], [ 3 8] 

t o c o m p ut e elli pti c a n d h y p er b oli c pr o bl e ms wit h m o vi n g b o di es. T h e o v erl a p pi n g 

str u ct ur e d gri d s w er e utili z e d b y St e g er et al. ( 1 9 8 3) [ 3 9] a n d B e n e k et al. ( 1 9 8 5 ) [ 4 0] 

t o s ol v e fl o ws ar o u n d c o m pl e x g e o m etri e s.  

A g e n er al al g orit h m f or t h e g e n er ati o n of t h e o v erl a p pi n g gri d s w a s pr o p o s e d b y 

C h e ss hir e a n d H e ns h a w ( 1 9 9 0) [ 4 1] t o s ol v e elli pti c a n d ti m e-d e p e n d e nt P D Es „ p arti al 

d iff er e nti al e q u ati o n “ o n c o m p osit e m es h es.  

T h e i m pl e m e nt ati o n of a n onli n e ar w ei g ht e d a v er a g e m et h o d w a s als o a n e x e m pl ar y 

eff ort t o esti m at e  t h e b o u n d ar y l a y er v el o cit y n e ar b y t h e i nt erf a c e , L u o et al. ( 2 0 0 7) 

[ 4 2]. I n t his r e g ar d, s e v er al i n v e sti g ati o n s w e r e al s o d o n e usi n g g h o st c ells f or t h e di-

r e ct f or ci n g met h o d, e. g.  G hi a s et al. (2 0 0 4)  [ 4 3], a n d I a c c ari n o a n d V er zi c c o (2 0 0 3) 

[ 4 4]. 

1. 2. 2  T h e c o nf o r mi n g ( p a rtiti o n e d ) a p p r o a c h e s  

T h e p artiti o n e d a p pr o a c h is v er y us ef ul f or i nt e gr ati o n b et w e e n m ulti p h ysi cs as p e cts 

pr o bl e ms b e c a us e it t a k es a d v a nt a g e of t h e a v ail a bl e c o d e s e q ui p p e d wit h a p pr o pri-

at e di s cr e ti z ati o n str at e gi e s a n d n u m eri c al al g orit h ms f or e a c h di s ci pli n e. N e v ert h e-

l e ss, a c h all e n gi n g a n d f alli bl e c h ar a ct eristi c is a n u p d at e of t h e n e w p o siti o n of t h e 

i nt erf a c e b et w e e n t w o d o m ai n s. I n f a ct, t h e i nt erf a c e is r e q uir e d t o b e tr a c k e d  d u e t o 

t h e f a ct t h at it c h a n g e s wit h ti m e. 

T h e F SI st u di e s c a n b e s plit  i n t w o gr o u p s b a s e d o n t h e dir e cti o n of t h e d at a tr a nsf er: 
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 „ O n e -w a y ” i nt er a cti o n s  

 „ T w o -w a y ” i nt er a cti o n s  

T h e o n e -w a y i nt er a cti o n is a p pli c a bl e i n c a s es w h e n t h e i nt e gr ati o n of t h e str u ct ur al 

di s pl a c e m e nt i nt o t h e fl ui d d o m ai n h a s l o w i m p a ct o n t h e fl o w fi el ds  s e n di n g b a c k t o  

t h e str u ct ur e. T h e o n e -w a y i nt er a cti o n c a n als o b e utili z e d t h e ot h er w a y ar o u n d t o 

r e d u c e t h e r e q uir e d c o m p ut ati o n al ti m e. I n ot h er w or d s, t h e fl ui d fl o w p att er n s ar e 

str o n gl y aff e ct e d b y t h e str u ct ur al m oti o n, w h er e a s t h e c h a n g e i n t h e c o u nt er p art 

d o m ai n i n r e s p o n s e t o u p d at e d fl ui d fl o w c a n b e i g n or e d. T h e s e c o n d alt er n ati v e h a s 

b e e n us e d r ar el y.  

O n t h e ot h er h a n d, t h e fl ui d a n d str u ct ur e  d o m ai n s m ust i nt er a ct  i n t w o wa y s  if t h e 

m oti o n of t h e str u ct ur e n e c e ssit at es t h e fl o w m oti o n a n d vi c e v ers a. T h e t w o -w a y 

i nt er a cti o n c a n b e i n t ur n br a n c h e d i nt o t w o cl assifi c ati o ns r el at e d t o t h e fr e q u e n c y 

of t h e i nf or m ati o n e x c h a n g e d uri n g e a c h ti m e st e p.  

F SI pr o bl e ms c a n a l s o b e gr o u p e d b y t h e ki n d of c o u pli n g us e d: 

 W e a k c o u pli n g  

 Str o n g c o u pli n g  

I n a w e a k c o u pli n g, t h e d at a tr a nsf er h a p p e n s o n c e wit hi n e a c h ti m e st e p, n o m att er 

w h et h er t h e d at a c o n v er g e. T hi s c o u pli n g str at e g y, r ef err e d as st a g g er e d c o u pli n g or 

l o o s e c o u plin g, is p erf or m e d i n a n e x pli cit s e q u e nti al m a n n er. A s a r e s ult, it r u ns f a st-

er t h a n a str o n g c o u pli n g, b ut wit h t h e e x p e ns e of l e ss a c c ur at e a n s w er s. F urt h e r-

m or e, t h er e ar e m a n y F SI s c e n ari os, es p e ci all y w h e n t h e r e s p o n s e ti m e of e a c h c o d e 

t o t h e ot h er is c o m p ar a bl e or t h e fl e xi bilit y of t h e str u ct ur e i s hi g h , w h er e a l o o s e 

c o u pli n g al g orit h m s u c h as t h e bl o c k G a u s s -S ei d el m et h o d m a y n ot c o n v er g e a n d s uf-

f er s fr o m i n st a bilit y i ss u e s. 

W hil e t h e F SI m o d el i n v ol v es l ar g e d ef or m ati o n or hi g h fr e q u e n c y d y n a mi c e v e nts, 

t h e str o n g c o u pli n g m et h o d c a n r e s ol v e s o m e of t h e s e iss u es, al b eit wit h m or e c o m-

p ut ati o n al eff ort. T h a n ks t o t h e n e w a d v a n c es i n t e c h n ol o g y, t h er e ar e m a n y a p pli c a-

ti o n s f or r el ati v el y l o w d e nsit y or fl e xi bl e str u ct ur e s  i nt er a cti n g wit h a rel ati v el y 

h e a v y, al m ost i n c o m pr essi bl e fl ui d. Si mil arl y, m a n y str u ct ur e s i n i nt er a cti o n wit h fl ui d 

fl o ws c a n b e r e g ar d e d as li g ht str u ct ur e s w h e n t h eir w ei g ht is li g ht er t h a n t h e r e-

pl a c e d fl ui d. T h e s e  c a s es t e n d t o b e u n st a bl e u nl e ss t h e y b e c o m e s ol v e d b y a p o w er-

f ul c o m m u ni c ati o n m et h o d b et w e e n t h e p artiti o n e d p h ysi cs. I n t h e str o n g c o u pli n g,  

t h e fl ui d a n d str u ct ur e s ol v ers c a n b e a c c o mm o d at e d i n t h e pr o c ess or m e m or y si m ul-

t a n e o u sl y, all o wi n g t h e d at a e x c h a n g e b et w e e n t h e c o d e s m or e t h a n o n c e p er ti m e 
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step, which is known as implicit, iterative staggered, iterative successive substitution, 

or multiple iterative coupling. 

The arbitrary Lagrangian Eulerian method (ALE) is one of the famous methods in this 

category for the fluid-structure interaction analysis, being a proper approach to cap-

ture the details of the flow near the boundary. It implements the convection of mesh 

points, allowing the points to move arbitrary with respect to their frame of reference. 

A certain merit with the ALE method is a strong coupling, whereas huge rotations, 

translations and/or deformations of the structure domain work to the disadvantage 

of the method. In fact, if the deformation of the structure violates the allowed 

threshold, ill-shaped fluid cells are produced, which force remeshing within the fluid 

domain. 

Nonetheless, the transfer of the solution from the degenerated mesh to the new 

mesh renders artificial diffusions and decreases the precision. 

ALE methods for the solution of the Navier-Stokes equations were first introduced by 

the discretization of moving fluid domains on the framework of the finite difference 

method. ALE methods represented accuracy and robustness for hemodynamics appli-

cations when small mesh displacements were predicted. 

Farhat and Lakshminarayan (2014) [45] suggested an ALE formulation utilizing a so-

called embedded boundary approach to analyze compressible FSI problems for ex-

ternal aerodynamics applications at high Reynolds numbers. They enforced the finite 

volume approach and the finite element method to solve the fluid equations and the 

structural equations, respectively. 

An illustrative example for the partitioned approach is the work of Schäfer et al. 

(2010) [46], where the fluid-structure-acoustics interaction resulting from a fluid flow 

over a thin flexible structure was of interest. 

It was carried out with an implicit, strong coupling between the finite volume CFD 

solver of FASTEST-3D (developed at the institute of fluid mechanics, University of Er-

langen-Nuremberg) and the finite element multiphysics solver of CFS (developed at 

the department of sensor technology, University of Erlangen). The former was used 

to simulate the fluid domain, while the structural mechanics and the acoustics com-

putations were modeled by the latter. To compute flow-induced noise (fluid-

acoustics coupling), the Lighthill’s analogy was implemented. 

Another investigation on fluid-structure-acoustics interactions was conducted on a 

two-dimensional basis with the application to human phonation (Link et al. 2009) 

[47]. The finite element code of the CFS++, equipped with a fluid solver as well, was 
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selected to solve all physical aspects, where fluid and acoustics fields were coupled 

again by Lighthill’s analogy. 

Moreover, an implicit coupling method between a research code of CARAT (devel-

oped by Technical University of Munich) and the control volume based software of 

Ansys CFX was implemented for an analysis on free form membranes, promoting the 

solution for structure and fluid domains, respectively (Wüchner et al. 2006) [48]. 

The other toolkits for FSI analysis in a partitioned fashion are the FE-based solver of 

CARAT and the FV code of FASTEST-3D, coupled by the CoMA (developed by Tech-

nical University of Munich), which were utilized to study on the structure placed in a 

fluid flow by the LES turbulent model „Large Eddy Simulation“ (Breuer et al. 2011) 

[49]. 

The investigation on hemodynamic patterns in large blood vessels by a coupling be-

tween the FE software of Abaqus and the FV software of the Star CCM+ would be a 

sample in a biological context (Sotelo 2013) [50]. A one-dimensional closed loop elec-

trical circuit system was used as a tool for the generation of a dynamic pressure 

pulse. The pressure pulse generation tool and FSI solvers were coupled explicitly, 

where the pressure pulse and the mass flow rates became updated at the end of the 

periodic solution within the FSI analysis. 

The other work regarding aorta artery was performed based on control volume solv-

ers for both structural and fluid domains within the Star CCM+, where the effect of 

the wall elasticity of an idealized aorta artery on the Dean vortices of a secondary 

flow was studied (De Andrade 2014) [51]. 

A hydro-elastic analysis on the behavior of the flexible (composite) marine propeller 

blade design exposed to environmental loads was conducted based on the boundary 

element method-finite element method (BEM-FEM) by a two-way coupling between 

the panel code of KPA14 and the Abaqus Standard, respectively (Lee et al. 2014) [52]. 

To address the instability issues regarding the added mass effect, an acoustic medium 

field was incorporated into the model to generate a pressure component. The pres-

sure load stemming from the acoustic medium field was imposed directly on the 

blade surface. 

To provide a perspective for the simulation of insect flights, the tumbling and flutter-

ing motion of the 2-D Rigid and deformable structures interacting with heavy Stokes 

flow was studied by the Star CCM+ and Abaqus co-simulation (Gomes 2014) [53]. 



15 

The performance enhancement of a racing car established also a motive for the FSI 

analysis which was investigated by the Abaqus as a solver for the analysis of the 

structure, where both OpenFOAM and Star CCM+ provided the solution for the fluid 

domain (Landvogt 2016) [54]. 

The investigation on hypersonic deployable re-entry systems necessitated the fluid-

thermal-structural analysis which was conducted by the coupling between the Star 

CCM+ and the Abaqus. The solution for the thermal and structural aspects was pro-

vided by the Abaqus, while the Star CCM+ added information from the fluid domain 

(Pasolini et al. 2015) [55]. 

The study on dropped lifeboats (Handeland 2015) [56], surface effect ship bow seal 

(Bloxom 2014) [57], offshore environments (Oliveira et al. 2016) [58], and thin plates 

regarding application for low enriched uranium fuel in reactors (Jesse et al. 2015) [59] 

were further interesting areas investigated by the data exchange between the Star 

CCM+ and the Abaqus for a two-dimensional model. 

The model reduction order (MOR) is a way to alleviate the complexity of a dynamic 

system with lower computational cost as a consequence. A decrease in the number 

of degrees of freedom (the order of the model) in the target system in comparison 

with the source system promotes an analysis of complex dynamics with less effort. 

An illustration for this method would be referred to Neumann’s work (2016) [60] with 

an application for the turbines whose kinematics were simulated with a multi-body 

approach modeling flexible bodies. The solution for the fluid domain was based on 

RANS equations (Reynolds-averaged Navier-Stokes) by open source codes available in 

the OpenFOAM joined with an actuator-line method. The actuator-line method rep-

resented an order-reduced model for the blade by imposing external forces on the 

momentum equations in a two-way iterative coupling fashion. 

To investigate the reason for the epiglottic folds collapse due to the ventilation-

induced inspirational pressure difference, especially during strenuous exercise, the 

Star CCM+ was selected as the software equipped with solvers for both the structure 

and the fluid. The work was focused on the relation between the Young's modulus of 

the epiglottic fold and the displacement of the fold, which changes the volume flow 

at lungs (Lied 2017) [61]. 



16 

1.2.2.1 Interface data transfer 

A possible numerical barrier for data transfer on fluid-structure interfaces would be 

the mismatches and even the gaps resulting from the inconsistency between the 

meshes for the fluid and structure domains on the interface. 

To solve the issue, the point match method and the artificial interface structure 

method were proposed. 

After matching mesh points for both domains, they could be connected based on the 

shortest distances between the points (Brown 1997) [62] or the normal projection 

(Onishi et al. 1998) [63]. 

A rigid element connecting the matched points (Brown 1997 [62], Cebral et al. 1997 

[64], [65], Onishi et al. 1998 [63], Farhat et al. 1998 [66]) was responsible for the dis-

placement of the fluid surface mesh point on the interface according to the structural 

deformation. The rest of the fluid surface mesh points could be redistributed by local 

or global interpolation (Raveh and Karpel 1998 [67], Brown 1997 [62], Farhat et al. 

1998 [66]). 

In the Samareh’s approach (1996, 1998, 1999) [68]–[71], after constructing a non-

uniform rational B-spline (NURBS) representation for the structure, the structural 

displacements are projected onto the NURBS model (instead of the direct transmis-

sion to the matched fluid surface mesh points). The new fluid dynamic surface mesh 

can be constructed based on the new NURBS for the deformed structure. 

In the mortar method (Appa 1989 [72], Guruswamy and Byun 1995 [73], Kapania et 

al. 1996 [74], Hou and Satyanarayana 2000 [75]), an artificial thin shell structure rep-

resents the fluid-structure interface to transfer the load and the displacement data 

between the fluid and structural domains. 

1.2.2.2 Accuracy, stability and efficiency 

In order to increase accuracy, stability, and efficiency, several methods have been 

developed, improving the treatment of interface conditions. 

To predict the interface locations, Farhat et al. (2006) [76] proposed two algorithms 

with second-order accuracy in time without sub-iterations. To solve the fluid field, a 

three-point backward difference method was implemented. 

In both algorithms, the interface velocity was predicted by a structural analysis, which 

updates the interface location and the fluid domain mesh. The solution for the fluid 

domain resulted in the updated velocity and pressure, followed by an updated equiv-
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al e nt l o a d of t h e fl ui d d o m ai n o n t h e fl ui d-str u ct ur e i nt erf a c e  t o c orr e ct t h e str u ct ur al 

r e s p o n s e. 

M or e o v er, Z h a n g et al. ( 2 0 0 7)  [ 7 7] pr o p o s e d t w o s e c o n d -or d er al g orit h ms wit h o ut 

s u b -it er ati o ns, w h er e a n  e xt er n al bl a c k b o x C F D c o d e c o m p ut e d  t h e pr ess ur e l o a d. 

I n t h e fir st al g orit h m, t h e st a n d ar d f o urt h-or d er R u n g e -K utt a  m et h o d w a s a p pli e d t o 

c o m p ut e t h e str u ct ur al d o m ai n, w hi c h r e q uir e d t h e fl ui d pr ess ur e s  at t h e l a st t hr e e 

ti m e st e p s. 

I n c o ntr ast , th e m ulti -st e p, i m pli cit s e c o n d or d er A d a ms s c h e m e w a s i m pl e m e nt e d i n 

t h eir s e c o n d al g orit h m t o s ol v e t h e str u ct ur al  d y n a mi c  e q u ati o n, w h er e  t h e fl ui d 

pr ess ur e s wit hi n t h e l a st f o ur ti m e st e p s w er e  n e e d e d.  

T h e s u b -it er ati o ns b et w e e n t h e fl ui d a n d str u ct ur e s ol uti o ns ar e i nfl u e nti al f a ct or s f or 

st a bilit y a n d c o n v er g e n c y of t h e F SI n u m eri c al a n al ysis.  

F or st a bili z ati o n p ur p os es, Vi er e n d e el s et al. ( 2 0 0 0, 2 0 0 2) [ 7 8], [ 7 9] i n c or p or at e d a n 

artifi ci al c o m pr e ssi bilit y i n t h e fl ui d s ol v er d uri n g t h e c o u pli n g it er ati o n s f or p arti-

ti o n e d pr o c e d ur es i n bl o o d v e ss el s a n al yse s.  

A f urt h er t e c h ni q u e t o st a bili z e t h e c o u pli n g it er ati o ns b et w e e n a bl a c k b o x fl ui d a n d 

a str u ct ur al s ol v er i s t h e Ait k e n a c c el er ati o n m et h o d ( M o k et al. 2 0 0 1 ) [ 8 0]. 

R e d u c e d -or d er m o d el s ( R O M) w er e  a p pli e d b y m a n y r e s e ar c h er s.  T o st a bili z e t h e p ar-

titi o n e d pr o c e d ur e i m pl e m e nt e d b et w e e n fl ui d a n d str u ct ur e  bl a c k b o x s ol v ers, 

Vi er e n d e el s et al.  ( 2 0 0 7) [ 8 1] i ntr o d u c e d li n e ar r e d u c e d or d er m o d els of t w o bl a c k 

b o x s ol v ers , a p pli e d o nl y wit hi n a c o u pli n g al g orit h m. T h e y h a v e a n al y z e d t h e fl ui d 

d o m a i n b y t h e s oft w ar e  of Fl u e nt 6. 2, w h er e t h e A b a q u s 6. 5 e x e c ut e d t h e str u ct ur al 

d o m ai n.  T w o c a s es i n cl u di n g  pr ess ur e w a v e pr o p a g ati o n i n a bl o o d v e ss el a n d  t h e 

gr o wt h a n d t h e d et a c h m e nt of a g a s b u b bl e fr o m a v erti c al n e e dl e s u b m er g e d i n a  

li q ui d w er e i n v esti g at e d t o v erif y t h e a c c ur a c y of t h e a p pli e d m et h o ds . 

Vi er e n d e el s et al. ( 2 0 0 8)  [ 8 2] intr o d u c e d a r e d u c e d -or d er m o d el  ( R O M) m et h o d t o 

s ol v e a  h e art v al v e d y n a mi cs pr o bl e m. T h e h e art v al v e w a s m o d el e d b y a c h ai n of ri g-

i d li n k a g e s j oi n e d b y hi n g es al o n g wit h t or si o n al c o m pli a n c e. 

T h e c o m m er ci al C F D p a c k a g e of Fl u e nt w a s us e d  as a t o ol t o s o l v e t h e fl ui d d o m ai n. 

T h e us e of a c o m m er ci al s ol v er c o nfir m e d t h at t h e n e w al g orit h m h a s t h e c a p a b ilit y 

t o w or k wit h a bl a c k b o x fl ui d s ol v er. 

T o s ol v e  a n  u n st e a d y bl o o d fl o w i n a fl e xi bl e t u b e , D e gr o ot e et al. (2 0 0 8 ) [ 8 3] a p pli e d 

str at e gi es t o u p d at e t h e i nt erf a c e l o c ati o n. I n t h e fi rst p art of t h e p a p er f or a 1 -D e x-

a m pl e, t h e y d eri v e d a n e xtr a  li n e ar r el ati o n w hi c h u p d at e d  t h e i nt erf a c e l o c ati o n i n 
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response to the fluid pressure in order to improve convergency for a very flexible 

structure. 

To solve complex problems, they implemented the ROM method to maintain the 

convergency and stability with an iterative algorithm. They used black box codes to 

solve fluid and structure domains, where ROMs for both the domains were built after 

two sub-iterations. 

In the first sub-iteration, a multistep predictor was applied to estimate the interface 

location used in the fluid solution based on the solution of the structural domain. 

The interface location was corrected in the second iteration by the Aitken under-

relaxation factor (Irons and Tuck 1969) [84]. The ROM was built on the basis of the 

displacement modes relating to two above-estimated interface locations. 

Degroote et al. (2008) [83] made a comparison between the stability of coupling 

techniques for partitioned solvers in FSI applications, where the coupling scheme 

with reduced-order models (with and without Aitken underrelaxation) and a fixed 

point iterative coupling with an added artificial compressibility coupling term were 

compared against each other. 

Moreover, Degroote et al. (2010) [85] implemented the interface artificial compressi-

bility (IAC) method by the source term appended to the continuity equation in the 

fluid domain next to the fluid-structure interface. The applied method was aimed at 

overcoming the barrier imposed by an added mass effect. The incompressibility with-

in the fluid flow interacting with a carotid artery was the leading cause of the added 

mass effect. The results were generated by the flow software of Fluent and the struc-

tural software of Abaqus. 

1.2.2.3 Modification of interface conditions: Robin transmission conditions 

To achieve better convergency, Badia et al. (2008) [86] implemented the convention-

al block Gauss-Seidel scheme for a partitioned FSI problem, albeit with a modification 

on the interface condition. 

In general, partitioned FSI problems necessitate sharing not only the same interface 

location but also the equal velocity (on account of the no-slip condition), and the sim-

ilar normal stress. As a result, the Dirichlet condition has to be imposed onto the fluid 

field (the common velocity condition), whereas the Neumann condition constrains 

the structure field (the similar stress condition). What was modified in their work in-

cludes a replacement of the standard Dirichlet and Neumann interface conditions by 

the general Robin Transmission. The Robin transmission condition was composed 

based on a weighted, linear combination of the mentioned Dirichlet and Neumann 

conditions. Different weighted coefficients for a simplified FSI problem were exam-
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ined, which introduced the Robin-Neumann procedure as a convergent and insensi-

tive algorithm to mitigate the added mass effect. The Robin-Neumann algorithm im-

poses the Robin transmission condition on the fluid field and the Neumann transmis-

sion condition on the structure field. 

1.3 Concluding remarks 

Due to the multidisciplinary nature of FSI problems, there are many further publica-

tions which were not mentioned in this work. Moreover, a great emphasis was placed 

on the numerical procedures aimed at treating the interface conditions between flu-

ids and structures. In this regard, two different classes of methods for FSI numerical 

procedures were reviewed. 

The former is based on the immersed methods implementing non-conforming mesh. 

This class of methods solves the issue regarding the interface between two different 

Eulerian and Lagrangian frameworks by the incorporation of Lagrangian force-

equivalent terms into the fluid equations. 

The latter applies the partitioned approach which permits the fluid and structure 

domains involved in the FSI problems to be solved separately by their respective algo-

rithms and discretizations. Furthermore, the data were shared between two domains 

in the specified intervals. On account of the added flexibility in spatial meshing, the 

partitioned approach is able to capture the detailed physics along the fluid-structure 

interface.  

In the next chapter, the applied algorithms for solvers, and the discretization ap-

proaches will be discussed in detail. Furthermore, some extra models which are need 

to be incorporated into the physics of the fluid or structure domains like turbulence 

models for fluid or damping models for structure will be reviewed in-depth. 
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2 Methodology-numerical methods for fluid-structure interaction analy-

sis (FSI) 

In this chapter, the partitioned approaches such as single FV, and coupled FV-FE 

frameworks will be explained, where they can in turn implement explicit or implicit 

time integration solvers. Moreover, the coupling methods, which are key parameters 

in FSI analyses, will be discussed. 

The further topics which will be described are the damping models appended into the 

physics of the structure and the turbulence models integrated into the physics of the 

fluid. Structural discretization elements like beam elements, membrane elements 

which require detailed descriptions will be also reviewed here. Likewise, the overset 

grid techniques implemented to discretize the fluid domains by splitting them into 

sub-domains according to hole-cutting and donor searching will be presented in de-

tail. 

On the whole, the methods used in this research fall in two broad categories, a single 

FV framework computed by the FV solvers available in the Star CCM+ and two parti-

tioned FV and FE frameworks. The latter solution was achieved by an automatic 

communication between the FV solvers for the execution of the fluid side and the FE 

solvers used for the structural analysis. Whereas each method enjoyed advantages, it 

imposed some inherent limitations which had to be taken into account. 

There are also some program packages equipped with general purpose grid-based 

flow solvers with free surface capabilities such as the OpenFOAM, the Star CCM+, the 

CFX, and the FLOW-3D. 

The OpenFOAM (open field operation and manipulation), a free and open source CFD 

software, is based on the finite volume approach which offers both surface tracking 

and surface capturing methods for free surface flows. 

The Star CCM+ is a finite volume based program package introduced by the computer 

software company CD-adapco and developed further by Siemens AG. Star CCM+ ap-

plies the volume of fluid (VOF) approach by a high resolution interface capturing 

(HRIC) scheme to track sharp interfaces. 

The CFX is developed by the engineering simulation software company Ansys, where 

a hybrid finite element based control volume method is implemented to solve the 

Navier-Stokes equations. In the CFX, the Navier-Stokes equations are discretized in a 

collocated way and solved by a parallel, implicitly coupled multigrid. 
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The FLOW-3D is a multiphysics CFD tool based on a finite volume/finite difference 

approach. To solve free surface flows, an adapted version of the volume of fluid 

method namely TruVOF claims to implement the three ingredients of the original VOF 

method, recommended for the successful treatment of free surfaces. It uses an inter-

face tracking scheme to locate the free surface, where boundary conditions at the 

free surface have to be applied. 

2.1 Single FV framework 

The first simulations were conducted by means of FV solvers in the Star CCM+, where 

the entire fluid-structure problem was discretized with finite volume based meshing 

tools and solved by finite volume based models and solvers in a single integrated 

software environment. In this context, the fluid flow took advantage of the appropri-

ate solvers and the volume meshing methods. 

Nevertheless, the finite volume solid stress model was attributed to the thin flexible 

structure which was meshed by a thin mesher as a solely available meshing type for 

thin solid structures. 

As mentioned in the previous chapter, the fluid domain is generally presented in an 

Eulerian frame of reference, which results in solution fields for the mesh points that 

are fixed in space. 

There is no problem with the Eulerian framework for geometrically fixed fluid do-

mains; however, when the fluid domain changes shape or when moving interfaces 

are present inside the domain, a remedy to mimic the movement has to be taken. 

In this regard, a mesh morpher model was assigned to the movement of the fluid 

domain, which allows the fluid interior vertices to follow the deformation of the fluid-

structure interface (imposed by a finite volume solid stress solver). The mesh motion 

in the Star CCM+ uses a multi-quadric morphing model resting upon radial basis func-

tions. Besides, more improved robustness was enforced by the incorporation of the 

cell quality remedy model into the physics of the simulation. 

A certain drawback of this approach was the impossibility to append the contact in-

teraction model which introduced the contact between the bottom of the channel 

and the deformable membrane. Nevertheless, the contact interaction model was 

necessary to prevent the structure from falling below the specified level (the channel 

bottom level). 
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In order to eliminate the artificial barriers associated with default numerical meth-

ods, two types of loads were defined on the structure region as a body force and also 

an additional load on the fluid-structure interface. 

Within the membrane, the part which was vulnerable to make contact with the bot-

tom boundary was defined with the help of some complex user field functions and 

cell sets. 

Unfortunately, initial simulations of the flexible membrane with an arbitrary initial 

form showed that the quality of the deformed cells became poor. This issue caused 

the program to stop running when the bad cells appeared. The resulting failure could 

not be circumvented even if solver parameters were altered. 

In order to prevent a huge mesh modification of the fluid region in compliance with 

the structure deformation, the two-dimensional deformed form of the membrane 

clamped at the two ends with the same Young's modulus, Poisson ratio, and density 

under its own weight and hydrostatic pressure was calculated according to the 

Pozrikidis’ proposed method (2009) [87] and applied as the initial form of the mem-

brane. 

To achieve a robust, convergent simulation, a further availability in the Star CCM+ by 

applying overset mesh and a morphing motion model, enabling the motion of the 

fluid region in response to the deformation in the structure, was examined. The over-

set technology was used with the hope for maintaining a good mesh quality and a 

prospective solution. 

Although successful coupling of the overset mesh was ensured, applying fixed condi-

tions in any boundaries of the structure region did not prevent them from move-

ment. 

The reason why the prescribing boundary conditions could not constrain the relevant 

degree of freedom of boundaries was that they were interfaced with the fluid (as 

against to the previous measure). This interfacing created a dependency on inter-

sected boundaries, while a boundary condition could only be imposed on the uncon-

strained boundaries, not the dependent boundaries. As a result, the whole structure 

floated free, no matter some boundaries were fixed. 

So, although the overset mesh works generally better in FV applications in conjunc-

tion with the morphing motion, helping in maintaining good quality cells in this type 

of FSI simulation and increased convergence as a result, it demonstrated no compe-

tence in our case. It was evident that the overset mesh could not fulfill the expecta-

tion for an improvement of the mesh cell quality for the FSI problem to maintain the 

target convergency. 
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Overall, FSI simulations including thin flexible membrane have exhibited that the sin-

gle FV-based numerical algorithm suffered from convergence problems and the mesh 

was distorted in such a way that the element quality became unacceptable. 

The fact prompted us to solve the aimed complex FSI problem via coupling between 

the FE software of Abaqus and the FV software of Star CCM+. There were obvious 

advantages with the Abaqus and Star CCM+ co-simulation. 

For instance, contact interactions were supported in the Abaqus contrary to the Star 

CCM+. As a consequence, there was no need to define the contact interaction be-

tween the membrane and the bottom of the channel by applying virtual loads on the 

contact-prone part of the membrane, which was both strenuous and not precise. In-

stead, the desired contact interaction could be imposed on the structural model in a 

simple and precise manner by the available algorithms within the Abaqus. 

Besides, structural elements such as beams, membranes (explained in section 2.3 in 

detail) and algorithms for the computation of the structural domains available in the 

FE Codes had no counterparts in FV based codes such as the Star CCM+. Despite a 

thin structure could be discretized as three-dimensional cells by means of a thin 

mesher or an embedded thin mesher, some care in terms of the cell aspect ratio, the 

number of cells across the thickness of the structure and so on had to be taken. Ac-

ceptable stiffness behavior can be thereby gained, giving rise to a marked increase in 

the mesh number and consequently the numerical cost. 

Last but not least, the main reason why the discretization of a slender membrane or a 

beam by three-dimensional cells could not be encouraged is the fact that the resulted 

model suffered significantly from the shear locking effect. As there were not enough 

cells across the thickness, the stiffness of the structure was significantly over predict-

ed. Therefore, the bending deformation was under estimated, which gave rise to 

wrong results. 

Altogether, the applied numerical measurement proved that an advanced partner-

ship of the Star CCM+ with a FE-based code is unavoidable, in which the Star CCM+ 

provided the fluid domain solution and a third-party code such as the Abaqus solves 

for the structure region of the problem. Two partitioned regions had to be coupled 

with each other so that the solution data on the interface were imparted between 

two codes at specified intervals. 

Within the whole fluid domain introduced in the thesis, the prism layer mesh, and a 

turbulence model were applied, which will be discussed in the following sections. 
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2.1.1 The prism layer mesher 

The prism meshing model can be activated together with a core volume mesh, gen-

erating orthogonal prismatic cells close to wall boundaries as a default. 

The meshing model is aimed at resolving the boundary layer next to wall surfaces, 

where no-slip flow condition has been imposed. The feature of high aspect ratio cells 

for prism layers is very useful to reduce the number of cells in many scenarios. 

The Prism layers also reduce the numerical diffusion near the wall. Numerical diffu-

sion, a discretization error, triggers discontinuities and steep gradients in a finite vol-

ume advection scheme and can be decreased if the flow would be aligned with the 

mesh by means of the prism layers. 

They represent large velocity gradients in the direction normal to the surface, which 

are suitable to predict the flow solution more accurately. 

Enabling the prism meshing model, a subsurface is created offset from the starting 

wall surface based on the user defined prism layer thickness. This subsurface is used 

to build the core mesh. The extrusion of the cell faces from the core mesh to the orig-

inal starting target surface completes the prism layer mesh generation. 

It is recommended (Siemens AG 2019) [88] that the prism layer mesh has to be built 

in such a way that the viscous sublayer can be resolved directly based on the turbu-

lence model (low y+~1). Alternatively, for coarser meshes, a non-dimensional wall 

distance y+ bigger than 30 permits the code to implement a sufficiently precise wall 

function treatment. 

A variety of parameters such as the number of cells, the thickness of the cell nearest 

the wall, and the expansion rate of the prism cell thickness can all be adjusted to cap-

ture the desired boundary. 

2.1.2 Turbulence modeling 

Irregular fluctuating flow is the common feature observed in a wide range of engi-

neering applications. 

Analysis of such high frequency fluctuations can be achieved at huge computational 

costs when utilising the exact governing equations of turbulent flows. 

To alleviate numerical efforts, various turbulence models were proposed to solve for 

averaged or filtered quantities of flow and approximate the influence of fluctuation 

terms on the physical phenomena of turbulence. 
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To solve the Navier-Stokes equations based on the RANS solution approach „Reyn-

olds-averaged Navier-Stokes“, the Star CCM+ is equipped with a wide range of turbu-

lence modeling options, such as: 

• Spalart-Allmaras 

• 𝑘 − 𝜔 

• 𝑘 − 𝜀 

• Reynolds stress transport 

Spalart-Allmaras models 

Spalart-Allmaras models are popular for the aerospace industry, where flows over a 

wing, fuselage or other aerospace external-flow are investigated. 

They can be used for the applications in which the boundary layers are largely at-

tached and separation is mild. In contrast, they are not suited to approximate flows 

involving free-shear layers, body forces (such as buoyancy), and complex recircula-

tion. 

The Spalart-Allmaras turbulence model is the one-equation model computing a 

transport equation for the modified diffusivity to define the turbulent eddy viscosity. 

K-Epsilon models 

K-Epsilon models are the industry-oriented approaches leading to a compromise be-

tween robustness, computational cost and accuracy. 

The K-Epsilon turbulence model is a two-equation model, where the turbulent eddy 

viscosity is defined by a solution of the transport equations for the turbulent kinetic 

energy (𝑘) and the turbulent dissipation rate (𝜀). 

High Reynolds number approach 

The original K-Epsilon turbulence model was introduced by Jones and Launder (1972) 

[89], where wall function laws were implemented on high Reynolds number grids. 

Various approaches were later proposed to improve the accuracy of the original 

model. 

Low Reynolds number approach 

The approach introduces damping functions to some or all of the coefficients in the 

model according to the Reynolds number and the wall distance. 
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Two-layer approach 

An alternative to the low Reynolds number approach was first proposed by Rodi 

(1991) [90] to predict the turbulence in the viscous-affected layers including the vis-

cous sub-layer and the buffer layer. 

Realizable K-Epsilon model 

Shih et al. (1995) [91] applied a new transport equation for the turbulent dissipation 

rate in addition to a change in a critical coefficient of the model from a constant value 

(as in the standard model) to a coefficient as a function of mean flow and turbulence 

properties. 

As a result, certain mathematical constraints on the normal stresses would match the 

physics of turbulence (realizability). This model exhibits more accurate results than 

the standard K-Epsilon model for many applications. 

Realizable two-layer K-Epsilon model 

The realizable two-layer K-Epsilon model is a combination of the realizable K-Epsilon 

model with the two-layer approach and enjoys the added flexibility of an all-wall 

treatment. 

K-Omega models 

K-Omega models resemble to K-Epsilon models, where two transport equations for 

the turbulent kinetic energy (𝑘) and the specific dissipation rate (𝜔) are solved to 

compute the turbulent eddy viscosity, where 𝜔 (𝜔 ∝ 𝑘 𝜀⁄ ) represents the dissipation 

rate per unit turbulent kinetic energy. 

However, they are different from each other in terms of the second transported tur-

bulence variable (𝜔 instead of 𝜀 in the k-Epsilon model). These models would be 

mostly used in the aerospace industry (like the Spalart-Allmaras models). 

The biggest cons of the K-Omega model in its original form proposed by Wilcox 

(1998) [92] stems from sensitivity of boundary layer computations to the values of 𝜔 

in the free-stream. 

To overcome this shortcoming, various efforts have been made, where the SST 

(shear-stress transport) K-Omega model proposed by Menter (1994) [93] is an exam-

ple. 
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Reynolds stress transport models 

The Reynolds stress transport models, known also as second-moment closure mod-

els, approximate complex flows more accurately than the eddy viscosity models, but 

at the expense of complexity and numerical costs. Good results for the situations 

where turbulence is strongly anisotropic, such as the swirling flow in a cyclone sepa-

rator can be achieved by a calculation of the components of the specific Reynolds 

stress tensor directly from the governing transport equations. 

Seven equations including six equations for the Reynolds stresses (symmetric tensor) 

and one equation for the isotropic turbulent dissipation have to be solved (contrary 

to the two equations for either a K-Epsilon model or a K-Omega model). In addition to 

the extensive computational time required to solve the governing equations, the nu-

merical stiffness of the RST equations imposes likely more iterations to reach a con-

verged solution. 

Weighing up the pros and cons of each turbulent model motivated us to select the 

realizable two-layer K-Epsilon turbulence model to simulate the free surface flow. 

This model which is used in many engineering applications proved to give good re-

sults for all-layer, especially for viscous sub-layer (low y+~1), and the logarithmic area 

(y+ > 30). 

2.2 Preparation of the standalone Abaqus model 

In the first simulations of the structure, the dynamic explicit scheme was picked up to 

solve the structure on account of the fact that an analysis of such flexible slender 

structure in the Abaqus is an inherently highly nonlinear phenomenon which could be 

solved more efficiently by the Abaqus explicit solver. 

Furthermore, the dynamic explicit analysis would add more comfort to incorporate 

contact interactions to the model. 

The direct-integration dynamic procedure within the Abaqus standard implements 

the implicit Hilber-Hughes-Taylor operator (by default) which is an extension of the 

Newmark β method and unconditionally stable. 

The approach imposes no limitation on the size of the time increment and the time 

increment size is selected by a user. In an implicit dynamic approach, the integration 

operator matrix must be inverted when solving a set of nonlinear equilibrium equa-

tions at each time increment. 

In comparison, the Abaqus explicit uses the central-difference operator which pre-

sents stability only conditionally. 
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Furthermore, the time incrementation is fully automatic without user intervention. 

The highest eigenvalue of the entire model, estimated by the maximum element dila-

tational mode of the mesh, governs the stability bound for the analysis. 

Time incrementation relies closely upon the time needed for the propagation of a 

stress wave across the smallest element in the model. 

That means that the time increment can be very short either if there exists a small 

mesh element or if the stress wave speed in the material is very high. This issue esca-

lated when activating a Rayleigh damping (especially stiffness related damping). 

However, the displacements and the velocities are known at the beginning of an in-

crement. 

As a result, there is no need for the construction or the inversion of the global mass 

and stiffness matrices. 

In other words, each increment in the Abaqus explicit is less expensive than the in-

crement in an implicit approach. 

Nonetheless, numerical results within the Abaqus exhibited an oscillatory behavior 

for the thin structure, as evidenced by prior numerical models within the single 

framework of the Star CCM+, so that there was no decrease in amplitude of oscilla-

tions over time if no damping model was activated. 

In reality, the oscillations of the thin membrane can be dissipated due to the internal 

resistances of the membrane and the friction between the membrane and the chan-

nel bottom. 

Furthermore, the extent of water was practically unbounded which resulted in dissi-

pation of a major amount of the oscillations, whereas in the numerical analysis it 

added more undesired artificial instabilities to the solution, well known as inevitable 

side effects for FSI numerical approaches. 

That is why some measures had to be taken to suppress these oscillations, which 

mimicked the inherent damping behavior of the system. Otherwise, the simulations 

experienced neither a quasi steady state nor stability. 

2.2.1 Damping by bulk viscosity 

The linear and quadratic bulk viscosities were included by default in the Abaqus ex-

plicit with a default damping coefficient value of 0.06 and 1.2, respectively. The bulk 

viscosity created damping in proportion to the volumetric straining aimed at stability 

and the elimination of unwanted high frequency oscillations, which incorporated a 

numerical effect without any influence on the material point stresses. Although the 

damping coefficients could be modified, an increase of the damping coefficient was 

not able to prohibit the membrane from the oscillations. 



29 

2.2.2 Coulomb friction damping 

The Coulomb friction damping was suitable to model damping arising from the fric-

tion between the outer surface of the membrane and the bottom of the channel. The 

damping force was equal to the product of the normal force and the friction coeffi-

cient, as set to 0.1, and acted in opposite direction of the membrane motion on the 

channel bottom and imposed a prohibitive force (against the motion) on the mem-

brane. It was clear that the damping force grew with an increase in the friction coeffi-

cient. Nevertheless, there was a limitation upon the rise in the friction coefficient be-

cause applying a big coefficient was far from reality. Furthermore, the selection of a 

high friction coefficient increased the possibility for a failure in the simulation. 

2.2.3 Rayleigh damping 

Rayleigh damping is a mathematical damping model to damp low frequencies and 

high frequencies, where the effects of mass and stiffness are approximated by two 

damping coefficients. Moreover, it is assumed that the damping matrix [𝐶] for a sys-

tem is proportional to the sum of the mass [𝑀] and stiffness [𝐾] matrices. 

 [𝐶] = 𝛼[𝑀] + 𝛽[𝐾] (2.1) 

𝛼: Mass proportional damping coefficient (for low frequencies) 

𝛽: Material stiffness proportional damping coefficient (for high frequencies) 

To define these coefficients, the basic requirement is to obtain the damping ratios 

corresponding to the first few modes, which can be computed by numerical modal 

analysis within the Abaqus. 

Despite all efforts, there was no possibility for the definition of the damping ratios 

with numerical modal analysis due to the discretization of the light flexible structure 

by the membrane elements which lacked bending stiffness. Hence, these elements 

could not resist against the static load which had to be imposed in the modal analysis. 

Furthermore, an experimental modal analysis is a more precise method than a nu-

merical modal analysis. 

As a result, an experimental modal study was inevitable to be conducted. 

2.2.4 Determination of the Rayleigh damping parameters based on the 

Chowdhury procedure 

By means of the orthogonal transformation, the Rayleigh damping equation reduces 

to a formulation of the damping ratio (𝜁) in terms of the angular frequency (𝜔): 



3 0  

 𝜁 =
𝛼

2 𝜔
+

𝛽 𝜔

2
 (2 .2 ) 

Si n c e t h er e ar e t w o u n k n o w n c o effi ci e nts i n t h e f or m ul ati o n of t h e d a m pi n g r ati o, 

t w o k n o w n d a m pi n g r ati os ar e r e q uir e d, o n e c orr es p o n di n g t o t h e first m o d e a n d t h e 

ot h er r e g ar di n g t o a hi g h er m o d e ( mt h m o d e) , t o c o m p ut e t h e R a yl ei g h d a m pi n g c o ef-

fi ci e nts. I n t h e C h o w d h ur y’s m et h o d ( C h o w d h ur y a n d D as g u pt a 2 0 0 3) [ 9 4], t hr e e 

c ur v es b a s e d o n t hr e e d at a  s ets ar e n e e d e d t o b e pl ott e d.  

 O n t h e b a sis of t h e d a m pi n g r ati os f or t h e first m o d e a n d t h e m t h m o d e a n d 

t h e ass o ci at e d a n g ul ar fr e q u e n ci es  

 O n t h e b a sis of t h e d a m pi n g r ati os f or t h e fir st m o d e a n d 2. 5 ti m es of t h e m t h 

m o d e  a n d t h e ass o ci at e d fr e q u e n ci e s  

 B a s e d o n t h e a v er a g e v al u es of t h e pr e vi o u sl y c al c ul at e d R a yl ei g h d a m pi n g r a-

ti os  

T h e R a yl ei g h d a m pi n g c o effi ci e nts c orr es p o n di n g t o  t h e d at a s et w hi c h fits b e st wit h 

a li n e ar i nt er p ol at e d c ur v e f or  t h e fir st m si g nifi c a nt m o d es c a n b e s el e ct e d.  

T h e e x p eri m e nt al m o d al a n al ysis w a s ai m e d t o esti m at e t h e n at ur al fr e q u e n ci e s, t h e 

d a m pi n g r ati o , a n d ulti m at el y d a m pi n g p ar a m et er s. T h e f oll o wi n g st e p s h a d  t o b e 

t a k e n: 

Fir st, t h e fr e q u e n c y -r e s p o n s e f u n cti o n c ur v e s h a d  t o b e d et er mi n e d b y a n e x p eri-

m e nt al i n v e sti g ati o n. N e xt, t h e n at ur al fr e q u e n ci e s w e r e d efi n e d i n t h e l o c al m a xi m a 

a n d t h e d a m pi n g r at i os ar e e v al u at e d usi n g t h e h alf-p o w er b a n d wi dt h m et h o d. Fi n al-

l y, t h e R a yl ei g h d a m pi n g c o effi ci e nts co ul d  b e c al c ul at e d b a s e d o n t h e C h o w d h ur y‘s 

a p pr o a c h ; h o w e v er, b e c a us e  t h e si g nifi c a nt m o d es w e r e diffi c ult t o d et er mi n e, m or e 

t h a n t hr e e c ur v es w er e pl ott e d t o fi n d t h e c ur v e b e st s uit e d t o e x p eri m e nt all y c ol-

l e ct e d d at a. 

2. 2. 5  T h e f r e q u e n c y r e s p o n s e f u n cti o n ( F R F ) m e a s u r e m e nt  

M o d al a n al ysis w as p erf or m e d o n a  m e m br a n e pr ot ot y p e, w h er e t h e b o u n d ar y c o n-

dit i o n s, g e o m etri c al di m e nsi o n s a n d m at eri al pr o p erti es c orr es p o n di n g t o t h e f ull-

s c al e pr ot ot y p e m e m br a n e  w er e o b s er v e d, w h er e b y fr e q u e n c y -r e s p o n s e f u n cti o n 

c ur v es of t h e artifi ci all y e x cit e d m e m br a n e (vi a a n  i m p a ct h a m m er) w er e pl ott e d. T h e 

m e m br a n e pr ot ot y p e a n d t h e e x p eri m e nt al F R F c ur v es ar e d e pi ct e d b a s e d o n  diff er-

e nt w at er l e v el s i n Fi g ur e 2 .1  a n d Fi g ur e 2 .2 , r e s p e cti v el y. 
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Figure 2.1: The textile flexible membrane prototype and the impact hammer 

 

Figure 2.2: The frequency-response function curves for the membrane under hydrostatic 

load resulting from water levels of 80 cm, 90 cm, 110 cm, and 120 cm (H1 and f represent 

the amplitude in dB and the frequency in Hz, respectively). 

2.2.6 The half-power bandwidth method 

The half-power bandwidth method is a common procedure to evaluate the damping 

ratios by the frequency response data resulting from forced vibration modal analysis. 

In the forced vibration analysis, the excited system exhibits the maximum responses 

corresponding to its’ natural frequencies falling steeply on either side of these natural 

frequencies. The bandwidth represents the width of frequency-response function 

curves when the amplitude is 3 dB lower than the peak value or reaches 
√2

2
 times the 

maximum value, where energy falls into 50 % of peak energy. The damping ratio can 

be determined based on eq. (2.3) if the damping ratio is smaller than 0.1 or according 

to eq. (2.4) if the damping ratio is between 0.1 and 0.3827. 

 𝜁 =
𝑓2 − 𝑓1
2𝑓0

 (2.3) 
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𝜁 =

𝑑1

√1 + 4𝑑1
2
 (2.4) 

Here, 𝑑1 is calculated by eq. (2.5). 

 𝑑1 =
𝑓2 − 𝑓1
2𝑓0

 (2.5) 

The exemplary Figure 2.3 explains how the damping ratio is estimated by the half-

power bandwidth method. 

 

 

Figure 2.3: Graph to explain the half-power bandwidth method for the estimation of the 

damping ratio 

Figure 2.4 demonstrates clearly the applied procedures to determine the Rayleigh 

damping coefficients, as mentioned in section 2.2.4. 
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Figure 2.4: Damping ratio vs. angular frequency curves for water levels of 80 cm (a), 90 cm 

(b), 110 cm (c), and 120 cm (d) 

The validity of the applied methods for the structure model will be later verified in 

chapter 3 by drawing an analogy between the numerical and experimental results for 

different hydrostatic pressures based on the specified water levels. 

2.3 Explicit partitioned coupling 

In the first co-simulation analysis, the original prototype was modeled (Figure 2.5). 
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Figure 2.5: Configuration of the full-scale prototype (the membrane (red), and the steel cord 

(green)) 

The explicit coupling scheme was used to exchange data on account of the fact that 

the Abaqus explicit solver (suitable for nonlinear problems as mentioned in section 

2.2) had been selected as a solver for the structure domain, enforcing an explicit 

weak way of communication across the interface as a coupling scheme. For an explic-

it coupling scheme, two different scenarios could appear. The data could be ex-

changed between the Abaqus and the Star CCM+ either by the Jacobi (explicit parallel 

coupling) or the Gauss-Seidel (explicit serial coupling) scheme. The latter was pre-

ferred because it is more stable than the former. 

Abaqus was selected by means of the scheme modifier in the Abaqus input file and 

also within the Star CCM+ to lead the co-simulation with the serial coupling algo-

rithm. 

The Abaqus element library is equipped with several different types of structural el-

ements with a wide range of spatial dimensionality. The pertinent element types are 

explained in detail as follows. 

Membrane elements belong to the shell elements group, which can be utilized in sit-

uations where the wall thickness of the structure is not more than 1/10th of the 

overall dimension and the stress in the thickness direction can be ignored (based on 

the Abaqus recommendation (Dassault Systèmes 2013) [95]). 

Membrane elements in Abaqus are named based on the following convention. 
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In order to model the reinforcement at the upper boundary, a stringer bonded to the 

selected edge was introduced, followed by the specification of its engineering prop-

erties, like a beam section, beam cross section axes, material orientation, and beam 

element tangent direction. The stringer was modeled with the line elements which 

add more simplicity to the analysis and model definition. 

There are several levels of complexity in the assumed formulation for the elements 

available in Abaqus, where the required degree of freedom based on the application 

guides us to select the best assumption behind the elements. Before proceeding fur-

ther, it would be appropriate to gain an overview of the elements for the modelling 

of the stringer. 

Truss elements are one-dimensional line elements which own solely axial stiffness. 

The truss elements lack initial stiffness to bear loading perpendicular to their axis. As 

a result, numerical singularities and lack of convergence is inevitable when a stress-

free line of the truss element is loaded perpendicular to the centerline. In fact, the 

truss elements are not appropriate for bending problems because moments or forces 

upright to their axis are not supported. 

This requirement leads us to choose the elements which introduce rotational degrees 

of freedom. 

In contrast, the beam elements present additional flexibility regarding transverse 

shear deformation between the beam's axis and its cross-section directions. 

The beam element is defined as a one-dimensional line element in the three-

dimensional space or in the X-Y plane, which offers stiffness with regard to defor-

mations of the beam's axis (including axial stretch, curvature change (bending) or tor-

sion).  

Geometrical simplicity and few degrees of freedom put beam elements at advantage.  

The formulation for beam elements causes the member's deformation to be comput-

ed totally from the variables which are functional to position along the beam axis on-

ly and reduce the computational effort as a result. 
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Element types B23, B33, etc. with cubic interpolation scheme use the classical Euler-

Bernoulli assumption which is the simplest approach to beam theory. This approach 

assumed that plane cross-sections (initially normal to the beam's axis) stay plane, 

normal to the beam axis, and undistorted during the analysis. 

The beam elements with linear and quadratic interpolation (B21, B22, B31, B32, 

PIPE21, PIPE22, PIPE31, PIPE32, etc.) are based on such a formulation, but with added 

allowance for transverse shear strain. These elements are formulated according to 

the Timoshenko beam theory, where the cross-section may not necessarily maintain 

to be normal to the beam axis. These elements are the most effective beam elements 

in the Abaqus on account of the fact that they work well to model both thick beams 

with a possibly important shear flexibility and thin beams. The transverse shear be-

havior of Timoshenko beams is supposed to be linear elastic with a fixed modulus no 

matter how the beam section responses to axial stretch and bending. 

For Timoshenko beams made of uniform material, useful results can be achieved for 

cross-sectional dimensions up to 1/8 of typical axial distances or the wavelength of 

the highest natural mode that plays a significant role for the response. Beyond this 

ratio, the simplicity is no longer valid and the approximation of the member's behav-

ior only based on axial position does not lead to sufficiently precise results. 

Beam elements in Abaqus are named conventionally as follows. 

 

The linear Timoshenko beam elements like B31 applies a lumped mass formulation, 

while a consistent mass formulation is used for quadratic Timoshenko beam elements 

such as B32 imposes in the Abaqus standard. Nevertheless, a lumped mass formula-

tion with a 1/6, 2/3, 1/6 distribution is imposed for quadratic Timoshenko beam ele-

ments in the Abaqus explicit and in the Abaqus standard dealing with dynamic proce-

dures.  

All masses in the finite element method have to be attributed to the nodes of the 

elements. In order to convert the continuously distributed mass of the elements to an 

equivalent set of masses at the nodes, there are two methods: the consistent and the 

lumped mass approximations. 
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The lumped mass method in which the distributed mass is lumped to the nodal 

masses in such a manner that the sum of these nodal masses equals the total mass of 

the structure includes usually only translational inertias directly at the nodes. 

However, in the consistent mass approach, the distributed mass is so lumped to the 

nodal masses that both translational and rotational inertias are represented, where 

the same integrations computing the element stiffness matrix are implemented to 

distribute the mass. 

After taking an overview of available elements within the Abaqus, the membrane el-

ements and linear beam elements were selected to discretize the flexible membrane 

and the steel stringer, respectively. Not only do these elements enjoy simplicity, but 

also they are able to capture details of the physical model. 

Coming back to the target problem, an important issue, however, arose due to beam 

elements on the upper boundary when conducting the co-simulation (either by ex-

plicit coupling or implicit coupling). Beam elements in the structure domain are not 

allowed to be wetted by the fluid domain due to an incompatibility between the dis-

cretizations for the beam elements and the fluid. To overcome this limitation, a small 

part of the structure nearby the steel cord including beam elements of B31 on the 

top boundary of the structure was selected as a further part, and not included as a 

surface interface. In other words, the interface was reduced to the original mem-

brane (without the steel cord) tied with the further small part (new defined as a sepa-

rate part in the structural model including the steel cord). 

As a result, the incompatibility of the beam elements with the discretized fluid do-

main was resolved when the beam elements were excluded from the defined inter-

face. The problem and solution will be discussed in chapter 4 as well. 

Moreover, only one side of the membrane which was located inside of the channel 

was modeled as a wall boundary and coupled with its counterpart in scope of the 

Abaqus. In other words, the membrane underwent the loads merely from the free 

surface flow within the channel since the influence of the air environment on the 

membrane was assumed to be negligible. 

A common approach to prevent the co-simulation from destabilization is to initialize 

the co-simulation with the solution achieved by the freeze of the co-simulation and 

the mesh morpher solvers, which renders the flexible structure as a rigid one. 

In the co-simulation, there are some other possibilities such as grid flux under-

relaxation, pressure ramping parameters, traction clipping parameters, and traction 



38 

field multiplier to adjust, ramp or limit loading conditions in order to increase robust-

ness of the co-simulation. 

To suppress destabilization, a one way co-simulation was applied by means of trac-

tion clipping parameters, where only geometric data (displacement) from the Abaqus 

were passed to the Star CCM+, while no load data from the Star CCM+ was trans-

ferred to the Abaqus. In fact, the loads imposed on the membrane including the 

weight of the membrane in addition to the hydrostatic pressure were specified within 

the Abaqus input file through the user defined field functions decoupled from the 

fluid domain. Afterwards, a two way co-simulation was released, where the comput-

ed traction via the Star CCM+ (instead of applying the pressure load through a field 

function) was imported and mapped to the interface within the Abaqus. 

Remeshing at the realm of the Star CCM+ domain was besides executed as soon as 

either the cell quality or skew angle was beyond the allowable limit. The remeshing 

process was comprised of the extraction of the volume domain boundaries, the pre-

vious surface representations removal, and an introduction of the extracted bounda-

ries as the new input. 

Conducted co-simulations experienced numerical instabilities owing to high inertia of 

the added mass stemming from the fluid medium, high flexibility level in the struc-

ture. As a result, the default setting had to be adjusted with the hope for the realiza-

tion of a stable and convergent solution. 

Notwithstanding all efforts, the results regarding the interaction of the structure with 

the fluid domain have exhibited numerical instabilities ensuing from high inertia of 

added mass, the high compliant membrane still persisted and a fully convergent solu-

tion was never accomplished. 

In fluid mechanics, added mass or virtual mass is attributed to the inertia added to a 

FSI system due to asynchronous motion of the surrounding fluid with regard to the 

structure. Nevertheless, from the numerical viewpoint, the added mass effect repre-

sents an extra mass exerting on the formulation of the structure, which stems from 

the interaction between the fluid and the structure. Consequently, it alters the natu-

ral frequencies of the structure, setting off the numerical instabilities in the simula-

tion. The added mass effect within the fluid region gives rise to dilatation waves 

which propagate through the flexible structure. The propagation of the dilatation 

waves triggers an abrupt distortion in the structural domain, which will be exacerbat-

ed when the simulation forwards in time. 

Implementation of the viscous pressure damping in some numerical FSI problems 

have been published, which was targeted at the suppression of the instabilities due 
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to the added mass side effect. Azaouzi et al.’s (2012) [96], Baek and Karniadakis’s 

(2012) [97], and Liaghat et al.’s work (2014) [98] are examples of the application of 

the viscous pressure damping to dissipate disturbances. 

The viscous pressure damping is integrated in the structural domain to exert a re-

sistance against the motion of the structure, resulting in the energy dissipation. Con-

trary to the Rayleigh damping which dissipates the oscillation in the interior of the 

body, the viscous pressure damping imposes a load on the surface of the structure. 

The load renders the pressure waves crossing the free surface to be absorbed. To 

what extent the energy can be worn down is dependent on many characteristic pa-

rameters in the fluid and structure domain. 

This method can be successful if the instabilities dissipate before the added mass ef-

fect leads to a failure due to enormous displacement in the structure domain.  

However, how far the energy should be dissipated in such a way that the energy de-

livered to the fluid never returns back to the structure, while no important dynamic 

effects will be ignored, is a matter of concern. 

2.4 Implicit partitioned coupling 

Hence, further investigations were needed to be performed with a change in the vis-

cous damping parameter to achieve a convergent and robust model. The other alter-

native was to switch to the other coupling algorithm, namely an implicit coupling 

scheme, which results in more realistic deformation and stresses in the membrane. 

As a further approach, the former was abandoned in favor of the precision, albeit 

with more computational cost. 

Causin et al. (2005) [99] justified instabilities under the choice of an explicit coupling 

scheme if the fluid and the structure are comparable in terms of density or if dealing 

with a slender shape structure. Contrary to the explicit coupling scheme, the strongly 

coupled implicit algorithm fulfills convergence criteria under the same circumstance. 

They also provided a mathematical explanation why the partitioned time marching 

algorithms implementing a loosely coupled (explicit) algorithm can cope with compu-

tational modeling of FSI problems within the scope of aeroelasticity. 

However, using the implicit coupling scheme dictated some changes in the structure 

domain. 

For instance, the implicit coupling scheme would not present compatibility with the 

Abaqus explicit solver. Instead, the Abaqus implicit solver could be selected to com-

pute the deformation of the structure. 
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Moreover, within the Star CCM+, the flexible membrane was modeled as zero thick-

ness baffle interface, necessitating the air environment model on the other side of 

the membrane. This model resembled more closely the surrounding environment 

around the membrane than one introduced before. In detail, it included the immisci-

ble water-air flow inside the channel on one side, while the effect of the surrounding 

air environment on the other side was also taken into account. 

2.5 Overset mesh 

The problem regarding moving grids with large motion results in such a mesh distor-

tion that a single mesh of a specified topology can no more be applicable. To over-

come the issue, overlapping techniques (known as Chimera or overset grid tech-

niques) can be implemented. The underlying algorithm for the overlapping tech-

niques is based on hole-cutting and donor searching. The principle of the overlapping 

techniques is to split the fluid domain into the sub-domains which are discretized by 

different meshes. The sub-domains have to be meshed in such ways that overlap 

each other sufficiently to couple the solutions between the regions. 

The major drawback of this approach is the difficulty in ensuring the conservation of 

the computed variables/quantities across the grid interfaces. 

The meshes related to moving bodies (overset regions' grid) move with the bodies 

whereas the rest of the mesh (covering the background region) stays fixed. 

The grids around the moving bodies have not to be adjusted unless the bodies de-

form. The interpolation for flow variables between the overlapped grids happens to 

exchange the information. In order to reduce interpolation errors, the overset inter-

faces can be selected in the areas far from moving bodies where a change in the flow 

characteristics is smoother. 

In an overlapping grid, cells are divided into active, inactive and acceptor cells. The 

status of the cells changes dependent on new positions for moving bodies. The inac-

tive cells become excluded from the solution domain, whereas the governing equa-

tions for the flow have to be solved for the active cells. The acceptor cells, connected 

to the overset boundary of the overset region, segregate active and inactive cells 

within the background region. They are responsible for the exchange of data be-

tween two overlapping grids, where the values at the donor cells region are interpo-

lated. In fact, the donor cells are the active cells in the counterpart region in an im-

mediate vicinity of the acceptor cells, providing variable values for the acceptor cells. 

There are some algorithms to search host cells for a given point such as the 

bruteforce algorithm which is a simple but expensive technique. Within an exhaustive 
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search, all possibilities are taken into account and checked until the right solution is 

found. 

The neighbor-to-neighbor searching algorithm (Löhner 1995) [100] and the Shim-

arat's algorithms (Milgram 1989) [101] are further available search algorithms. 

During the hole-cutting process, all cells excluded from the computational domain 

are identified, which determines the status of involving cells as active or inactive as a 

result. 

The grid hierarchy affects the hole-cutting process, where the grids on a higher level 

region are prior to the grids belonging to the other overlapping region pair. 

In detail, the cells associated with lower priority have to be inactive in the overlap-

ping zone, while the cells with higher level of priority are active. The lowest level of 

priority belongs always to the background region. 

The maximum allowable movement during a time step depends on the time integra-

tion scheme. It is not permitted to be bigger than the smallest cell in the overlapping 

zone for the first order Euler scheme. It would be halved if a second order implicit 

time integration scheme is utilized. 

The inaccuracies arising from a duplicate integral computation in the overlapping ar-

eas for volumes, surfaces and boundaries are issues regarding the overset approach. 

The second and third ones happen if the boundaries of two overlapping grids cover 

each other. 

Another issue with regard to the overset mesh techniques is rooted at the fact that 

the mass conservation is not strictly ensured. As a result, an extra treatment is re-

quired to be applied to the pressure correction equation. If incompressible flows are 

enclosed by walls, an additional source term has to be introduced to the pressure 

correction equation to make residuals converged and reasonable results could be 

achieved as a consequence. 

The mass conservation is enforced at the overset interface by a flux correction at the 

interface in such a manner that their sum reaches zero. The flux correction is needed 

for compressible and incompressible, non-closed flow cases such as the simulation of 

rotating gear pumps or moving cars. 

According to the recommendation of Siemens AG (2019) [88], the minimum number 

of 4-5 cells within the overlapping zone guaranties a successful exchange of data be-

tween the overset and the background meshes. 
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There are some interpolation options to approximate the variable value at the accep-

tor cells known as distance-weighted interpolation, linear interpolation, and least 

squares interpolation. 

Distance-weighted interpolation uses the interpolation factor which is in inverse pro-

portion with the distance from the acceptor to the donor cell center. 

Linear interpolation (activated by default) is more accurate, but at the expense of 

more computational time. This method applies the shape functions which stretch 

over a triangle (in 2-D) or a tetrahedron (in 3-D) based on centroids of donor cells. 

Least squares interpolation introduces the interpolation functions into the coefficient 

matrix of the governing equation, which enables an implicit coupling of the overset 

meshes. 

Overlapping techniques can be applied to model two different scenarios either with 

or without background region. The dynamic overset behavior of wall boundaries can 

be enabled after the implementation of the overset interfaces. This option would be 

useful for cases with/without background region when an automatic switch from a 

wall boundary type to an overset boundary type (or vice versa) is necessary. 

If the moving body approaches a physical boundary of the background region very 

closely, the overlapping areas within the overset mesh can extend over the boundary. 

The cells in the overset region with a vertex outside the boundary would be deac-

tivated unless the option of the close vicinity is enabled. In this case, each cell will be 

considered active if the cell centroid is located inside the background region. 

As an alternative to the overset interface, the overset mesh zero gap can be imple-

mented to promote the simulations with the above mentioned scenario. The gap be-

tween wall boundaries of the overset region and the background region is measured 

always during the assembly process. If the number of cells within the gap is detected 

to be less than the specified criteria, the cells become inactive. The criteria for the 

cells placed within the zero gap can not be set to less than two layers. 

2.6 Concluding remarks 

In this chapter, the partitioned approaches applied for the current work were dis-

cussed. In this regard, two different partitioned methods including a single FV frame-

work, and coupled FV-FE methods were explained. 

Nevertheless, each of FV and FE frameworks can be solved by explicit or time integra-

tion procedures. Throughout the current work, an implicit time integration procedure 
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was applied to solve the FV framework of the fluid domain whereas both FE explicit 

and implicit approaches were implemented within the structural domain. 

The FE dynamic explicit scheme is a better choice for inherently highly nonlinear phe-

nomenon. That is why this approach was firstly selected to provide a solution for 

structural domain (refer to chapter 3). 

Furthermore, the FV and FE frameworks can be coupled with two different coupling 

schemes, either explicit or implicit. Nonetheless, the numerical simulation of the FSI 

problems connected by a loosely coupled (explicit) algorithm suffers from convergen-

cy issues when the target problem deals with a high degree of flexibility for the struc-

ture or comparable heavy fluids. As a result, the initial explicit coupling scheme was 

exchanged with the strong coupling (implicit) algorithm which will be explained in 

chapters 4 and 6. 

However, the implementation of the implicit coupling scheme imposed some changes 

on the structural domain. For example, the dynamic explicit solver which is a better 

alternative relative to the dynamic implicit solver for nonlinear problems had to be 

replaced with its implicit counterpart on account of the incompatibility between a 

dynamic explicit solver (for structure) and an implicit coupling scheme. 

Further topics for discussion were options like turbulence models which will be added 

to the physics of the fluid domain in all FV numerical simulations conducted in this 

work. 

On the other side, the damping models which will be incorporated into the physics of 

the structure in order to dissipate any oscillations in the structure were described. 

The further subjects dealt with are the discretization models, cells, and elements like 

the overset mesh, the prism layer mesh, the membrane elements, the beam ele-

ments which will be implemented in the next chapters. 

In the next chapter, the behavior of the down-scale membrane loaded by a water 

pressure will be analyzed by a dynamic explicit solver, where the damping models, 

and the discretization elements explained in this chapter will be put in practice. 
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3 Verification and validation of the structural model 

Due to the lack of a quantitative research on the full-scale model, the numerical anal-

ysis was carried out on a down-scale model in order to assess accuracy and reliability 

of the applied measures. 

This chapter discusses the down-scale membrane loaded by water pressure, where 

its numerical model setup and the implemented solver are thoroughly described. 

Moreover, the achieved numerical results will be compared against the observed ex-

perimental data. 

3.1 Numerical model setup of the down-scale membrane 

The membrane was made of flexible PE with Young’s modulus, density, Poisson’s ra-

tio and thickness of 258 MPa, 865.51 kg/m3, 0.48 and 0.06381 mm, respectively. 

In addition, a so-called steel cord was attached to the upper edge of the flexible PE 

membrane. The steel cord was designed as a steel circular stringer with a diameter of 

0.6 mm, a Young’s modulus of 2100 GPa, a density of 7850 kg/m3, and a Poisson’s 

ratio of 0.3. The mass proportional and stiffness proportional damping coefficients 

for Rayleigh damping were guessed based on the results of the experimental modal 

analysis and set to 4.0 and 0, respectively. 

The configuration and the dimensions of the undeformed down-scale membrane (be-

fore loading) are presented in Figure 3.1 and Figure 3.2. 

 

Figure 3.1: Dimensions of the initial configuration of the membrane (the cross section (left) 

and longitudinal view (right)) 
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Figure 3.2: Three-dimensional configuration of the down-scale membrane 

The discretization of the membrane was performed by membrane type of elements, 

either M3D4 (a three-dimensional, 4-node membrane element) or M3D3 (a three-

dimensional, 3-node membrane element), exhibiting just membrane stiffness without 

additional bending stiffness. On the other hand, the steel cord was discretized under 

assumption of one-dimensional beam theory by linear interpolated Timoshenko 

beam elements of B31 because the dimensions in the cross-section of the beam were 

supposed small compared with the typical dimension along the beam axis. Moreover, 

three-dimensional rigid elements of R3D4 with 4 nodes were used to discretize the 

bottom of the channel. 

The contact between the membrane and the bottom of the channel was simulated 

through the interaction module (surface-to-surface contact model) in the Abaqus 

with a friction coefficient of 0.1. A penalty contact method was dedicated to the me-

chanical constraint formulation, with the applied finite sliding. 

The applied loads on the membrane were introduced as the hydrostatic pressure 

caused by specified water level by means of user defined field functions in addition to 

the weight of the flexible membrane and the steel cord. 

Because no co-simulation analysis was conducted in the current analysis, the Abaqus 

explicit triggers no problem with the coupling (no coupling was demanded). 

To deal with nonlinearity in the model (as mentioned in section 2.2), the Abaqus ex-

plicit executed the structural model, which used the central-difference operator. As a 

result, the size of the time increment in the analysis is automatically defined by the 

Abaqus so that a stabilized simulation can be achieved. 

In order to access the suitability of both the underlying applied algorithms and the 

discretization models, the numerical results will be compared against experimental 
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results with respect to different water levels when the membrane undergoes the hy-

drostatic pressure. 

However, before drawing comparisons between results, the next section offers an 

overview of available statistical techniques to compare data samples or curves (here 

numerical and experimental data samples). 

3.2 Comparing similarity between numerical and experimental results 

There are some statistical functions such as mean, median, standard deviation which 

are used to describe data samples. However, they are not suitable to compare two 

data samples in terms of distribution, similarity to provide meaningful descriptions 

for the data. In this section, some kinds of techniques used commonly to draw an 

analogy between two data samples will be explained. 

3.2.1 Hypothesis test terminology 

To get started, some statistical terms which are used to make assumptions requires 

to be define. 

The null hypothesis is the original assertion which will be examined, where there are 

also other possibilities for the alternative hypothesis. 

The significance level depends on the degree of certainty which is needed to reject 

the null hypothesis, which is set to 5 % as a default. 

The p-value is the probability of observing the given sample result provided that the 

null hypothesis is true. In other words, the null hypothesis will be rejected unless the 

probability of observing the null hypothesis (p-value) is greater than the significance 

level. 

There are some different measures belonging to the hypothesis test categories, 

where they varied in terms of underlying assumptions and application areas. Two 

different measures which are available in Matlab will be discussed as follows:  

Two-sample t-test 

The two-sample t-test conducts a t-test to examine if two samples of X and Y with 

normal distributions share the same mean when the standard deviations in each 

samples are unknown but supposed identical. T-test is a hypothesis testing to com-

pare the mean values of two samples. The result demonstrates whether the null hy-

pothesis that the means are equal can be rejected at the 0.05 significance level. 
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Two-sample Kolmogorov-Smirnov test 

The two-sample Kolmogorov-Smirnov test compares the distributions of values in 

two data sets represented by vectors 𝑥1 and 𝑥2, respectively. Moreover, the data sets 

can have different lengths of 𝑛1 and 𝑛2 respectively while they are not restricted to 

be normally distributed. The following syntax in Matlab can be applied in order to 

verify the distributions of two samples. 

[ℎ, 𝑝, 𝑘] = 𝑘𝑡𝑒𝑠𝑡2(𝑥1, 𝑥2) 

The null hypothesis for this test is that both 𝑥1 and 𝑥2 own the same continuous dis-

tributions. The alternative hypothesis is that they are distributed in different ways.  

The null hypothesis can be rejected provided that the test is significant at the 

(100*alpha) % level, where the default value for the alpha is 0.05. In detail, the re-

sulted ℎ equal to 1 rejects the null hypothesis indicating the same distributions for 

both datasets. 

The p-value represents the probability that the null hypothesis is true. 

For instance, if the value of the p-value is 0.90, a 90 % probability for the identical 

distribution of two datasets is ensured. For large sample sizes, p-value has proved to 

be very accurate. Nonetheless, it is reasonably precise for sample sizes 𝑛1 and 𝑛2 

provided that (𝑛1𝑛2) (𝑛1 + 𝑛2)⁄  is bigger or equal to 4. 

The Kolmogorov-Smirnov statistic (𝑘) is the maximum difference between cumulative 

distribution functions for 𝑥1 and 𝑥2 datasets, which can be written mathematically as 

follows: 

𝑚𝑎𝑥(|𝐹1(𝑥) − 𝐹2(𝑥)|) 

For each potential value of 𝑥, the Kolmogorov-Smirnov test compares the 𝐹1(𝑥) 

against 𝐹2(𝑥), where 𝐹1(𝑥) and 𝐹2(𝑥) represent the proportions of 𝑥1 and 𝑥2 values 

respectively which are less than or equal to 𝑥. 

In the next step to compare similarity between curves, the curve fitting tool in Matlab 

will be employed to describe data points based on a mathematical model function in 

the best possible way. 

3.2.2 Curve fitting 

A linear model is the simplest case, where the coefficients of 𝑘 and 𝑑 for the first de-

gree polynomial are determined according to the least squares method, as eq. (3.1). 

 𝑓(𝑥, 𝑘, 𝑑) = 𝑘𝑥 + 𝑑 (3.1) 
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The least squares method is a standard approach in the regression analysis to deter-

mine the best fit for a data set. The method works on the principle that the sum of 

the offsets or residuals of data points from the selected curve have to be minimized. 

A key step in the curve fitting is to select the proper model function. In some cases, 

underlying physical models like vibration, damping, and theoretical formulation pro-

vide a good guidance for the selection of the mathematical function. 

The curve fitting toolbox offers a wide range of functions such as linear or nonlinear 

regression, interpolation, smoothing, and custom equations to fit curves and surfaces 

to data. It is equipped with a flexible interface, where curves and surfaces can be in-

teractively adjusted to the data set. 

Furthermore, after choosing the function from the available library, a curve based on 

the data and the selected function form will be plotted and statistical information like 

confidence intervals and residuals can be viewed. After comparing multiple curve fits, 

a code can be generated according to the curve fitting and used in the workspace for 

further post processing. 

3.2.3 Similarity measures between two curves 

In order to quantify the difference or similarity between two curves or datasets, there 

are some widely used methods which are presented as follows: 

The Frechet distance method 

The Frechet distance is a well-known measure of similarity between two curves. The 

Frechet distance is determined as the minimum cord-length connecting a point trav-

eling forwards along one curve and one proceeding forwards along another curve, 

where the traveling speed for either point does not have to be necessarily uniform. 

The Frechet distance is generally explained by walking a man and his dog on a leash 

Figure 3.3. The man walks on one curve whereas the dog walks on the other. The dog 

and the man are allowed to vary their speeds, or even stop, while backtracking is not 

permitted. The Frechet distance is the minimum leash length needed to traverse both 

curves. 
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Fi g ur e 3 .3 : T w o c ur v es, a n d a m a n w al ki n g his d o g o n a l e a s h ( Alt a n d G o d a u 1 9 9 5) [ 1 0 2] 

T h e di s cr et e Fr e c h et di st a n c e m et h o d  

T h er e is a n ot h er alt er n ati v e t o t h e Fr e c h et di st a n c e m et h o d t o a p pr o xi m at e t h e e x a ct 

Fr e c h et di st a n c e v al u e,  w hi c h i s n a m e d t h e di s cr et e Fr e c h et di st a n c e m et h o d. T h e 

di s cr et e Fr e c h et di st a n c e b et w e e n t w o c ur v e s is c al c ul at e d b y or d er e d di s cr et e 

p oi nts, w h e r e t w o s et s of c o n n e ct e d p oi nt s r e pr es e nt t w o dir e ct e d p ol y g o n al li n es.  

D y n a mi c Ti m e W ar pi n g  

D y n a mi c Ti m e W ar pi n g is a p o p ul ar m et h o d t o c o m p ar e t h e si mil arit y b et w e e n t w o 

arr a ys or ti m e s eri es wit h diff er e nt l e n gt hs. T h e si mil arit y or di s si mil arit y of t w o -ti m e 

s eri es is c o m p ut e d b y a n o n -li n e ar ( el a sti c) ali g n m e nt w hi c h p er mit s si mil ar f e at ur es 

t o b e m at c h e d e v e n if t h e y ar e o ut of p h as e.  

T h e d y n a mi c ti m e w ar pi n g m e as ur e, v erif y i n g si mil arit y b et w e e n t w o s e q u e n c es 

w hi c h m a y v ar y i n ti m e or r at e, w or ks t hr o u g h t h e f oll o wi n g st e ps: 

 Di visi o n of t w o s eri es i nt o e q u al p oi nts  

 C o m p ut ati o n of t h e E u cli d e a n dist a n c e b et w e e n t h e first p oi nt i n t h e first s eri es 

a n d e v er y p oi nt i n t h e s e c o n d s e ri e s a n d st or a g e of t h e mi ni m u m di st a n c e 

(ti m e w ar p st a g e) 

 R e p etiti o n of t h e s e c o n d st e p f or all p oi nts al o n g t h e s eri e s 

 R e p etiti o n of t h e s e c o n d a n d t hir d st e p s b ut wit h r ef er e n c e p oi nts al o n g t h e 

s e c o n d s eri es  

 S u m m ati o n of a ll t h e mi ni m u m dist a n c e s st or ed  
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Figure 3.4: Dynamic time warping (Yang et al. 2019) [103] 

DTW, which has been implemented in Matlab, aligns two sequences in an optimal 

sense under certain constraints. The algorithm returns the warping path in such a 

manner that the sum of the Euclidean distances between corresponding points will 

be minimized (Figure 3.4). 

Partial curve mapping 

The partial curve mapping (PCM) method defines the similarity between curves with 

the help of arc length together with area. Figure 3.5 shows the implementation of 

PCM method, where arc-length of the experimental curve is longer than the numeri-

cal curve. After imposing the arc-length of the shorter curve on a section on the long-

er curve, trapezoids will be built between the curves and the areas of the trapezoids 

are added up. Impose of the short arc length on the curve with the longer arc length 

will be iterated with various offsets. The minimum computed area for all iterations 

returns the PCM value. 

 
Figure 3.5: PCM method and trapezoids constructed between two curves for an arbitrary 

offset (green) (Jekel et al. 2019) [104] 
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Curve length 

In the curve length method, every point on one curve is compared against the loca-

tion of its corresponding curve length on the other curve. 

Figure 3.6 demonstrates the procedure which must be taken in the curve length 

method. The numerical curve is discretized at the equivalent curve lengths of the cor-

responding data points on the experimental curve. The residual values are squared as 

a function of both the dependent and independent variables. The sum of the squared 

residuals is an indicator of the difference between an experimental and a numerical 

curve. 

 
Figure 3.6: curve length method (Jekel et al. 2019) [104] 

Area between two curves 

In this method, quadrilaterals are constructed between two curves which are discre-

tized based on the relevant data points. The area between curves results from the 

sum of the quadrilateral areas. 

The equality in the number of data points for two curves is a requirement for the ap-

plication of this method. If two curves own different data points, data points are add-

ed to the curve with fewer data points until both curves share the same number of 

data points. 

Figure 3.7 exhibits the construction of quadrilaterals between experimental and nu-

merical data sets. 
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Figure 3.7: Area between two curves (Jekel et al. 2019) [104] 

Weighing up the advantages and limitations of each model, while the two-sample 

Kolmogorov-Smirnov test has been preferred to compare the distributions of values 

within each pair of the numerical and experimental results, the Frechet distance, dis-

crete Frechet distance, and dynamic time warping will be used to define the similarity 

between each pair of experimental and numerical curves. 

3.3 Results (down-scale membrane) 

Figure 3.9 compare the numerical and experimental results of selected distinguishing 

quantities with respect to different water levels when the membrane undergoes the 

hydrostatic pressure. The experimental results for the Y-displacements are based on 

the work published by Schade et al. (2016) [105]. 

Within the experimental analyses, the uncertainties for the contact length and the 

slope are ±0.25 mm and ±0.5 degree respectively. Whereas the contact length and 

the slope are measured on the middle line of the membrane, the measurement for 

the Y-displacements is performed on a point on the middle line of the membrane as 

Figure 3.8. 
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Figure 3.8: The point on the membrane selected for the Y-displacement measurement 

 

Figure 3.9: Comparison between the numerical and experimental results of displacement in 

Y direction (a), the contact length (b) and the slope of membrane (c) in accordance with wa-

ter level and an illustration of the contact length (between the membrane and the bottom of 

the channel) and the slope of the membrane (d) 

In both numerical and experimental methods, there is an increase in the absolute 

value of the Y directional displacement and the slope of the membrane proportional 

to a rise in the water level, whereas the contact length decreases at the same time. 

The last data point for the contact length violates the above conclusion drawn from 

the trend dominant for the numerical and experimental results. This data point will 
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be excluded from the data points which are used to perform similarity test for the 

contact length. 

It is clear that the numerical model represents the physical model well, not only qual-

itatively but also quantitatively; however, slight differences can be attributed to a 

minor discrepancy in the parameter setup and some errors associated with both the 

experimental measurement and the applied numerical solvers. 

Here, the user defined field functions represent the hydrostatic pressure on the 

model, which is dependent on the initial undeformed geometry of the membrane. 

The user defined field functions, i.e. hydrostatic pressure, cannot be updated, while 

the membrane deforms. Later, the hydrostatic pressure has been imposed by the 

subroutine of DLOAD, which are kept up-to-date during an Abaqus standard 

standalone analysis. 

In the next chapters, all standalone Abaqus simulations were conducted with the help 

of the subroutine of DLOAD which was responsible to update the hydrostatic pres-

sure imposed on the structure. The reason why the subroutine of DLOAD was not 

applied within the co-simulation input files (in a preload step) is incompatibility be-

tween the Abaqus input file and the subroutine of DLOAD. 

In order to compare the distributions of values within each pair of the numerical and 

experimental results, two-sample Kolmogorov-Smirnov test has been performed. 

However, only the comparison for the Y directional displacement are presented on 

account of the fact that the number of data points for the other samples (the contact 

length and the slope) do not satisfy the criteria provided in section 3.2.1. 

Next, the data points for each sample are formulated on the basis of a mathematical 

model function in the best possible way by the curve fitting tool in Matlab. 

Moreover, the Frechet distance, the discrete Frechet distance, and the dynamic time 

warping are used to measure the similarity between each pair of experimental and 

numerical curves. While the Frechet distance is computed by the function of the 

Frechet distance calculator developed by Ursell (2020) [106], the function of discrete 

Frechet distance proposed by Danziger (2020) [107] is responsible for the calculation 

of the discrete Frechet distance. In the following sections, the comparisons made for 

the contact length, the slope, and the Y directional displacement will be presented. 

3.3.1 Similarity tests for the contact length 

Before proceeding with the similarity tests, the mathematical formulations for the 

datasets have to be found. 
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In this regard, the fitting curve is depicted in Figure 3.10 based on a linear function as 

eq. (3.2) for the numerically computed contact lengths: 

 𝑓(ℎ) = 𝑝1ℎ + 𝑝2 (3.2) 

Where the coefficients (with 95 % confidence bounds) are as follows: 

𝑝1 = −0.174 (−0.2425,−0.1056)  

𝑝2 = 45.35 (40.71, 49.98) 

ℎ: water level (mm) 

𝑓: the contact length (mm) 

 
Figure 3.10: The raw data for the numerical result of the contact length (blue) and the fitting 

curve (red) 

Likewise, a linear function as eq. (3.2) introduces a mathematical formulation for the 

experimental contact length, exhibited by Figure 3.11. 

Where the coefficients (with 95 % confidence bounds) are as follows: 

𝑝1 = −0.1797 (−1.001, 0.6419) 

𝑝2 = 45.48 (−0.3894, 91.35) 

ℎ: water level (mm) 

𝑓: the contact length (mm) 
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Figure 3.11: The raw data for the experimental result of the contact length (blue) and the 

fitting curve (red) 

Whereas the numerical and experimental results for the contact length exhibits a 

Frechet distances of 0.3086 mm and 0.4305 mm for three and four data points, re-

spectively, the discrete Frechet distance method depicts a higher difference of 1 mm 

between the results for three data points. Nevertheless, considering the range of da-

ta from 28 mm to 40 mm, a high similarity between the curves can be recognized. 

In the same manner, the cumulative distance for three points of curves (Figure 3.12) 

is computed as 0.5059 mm by the dynamic time warping method (DTW), which re-

veals the similarity between curves. The cumulative distance between two curves 

reaches 0.9099 mm if four points of the each curve are taken into account (Figure 

3.13). 

Furthermore, DTW is aimed at finding a path (warping path) between two curves 

which minimizes the cumulative distance between points. 

By warping based on the warping path, the two curves can be aligned in time (Figure 

3.12 and Figure 3.13), which results in transformations of the original data points to 

warped data points. 
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Figure 3.12: Two original sets of three data points (up) and the warped sets of the data 

points (down) (Horizontal and vertical axes exhibit the data points number, and the contact 

length (mm), respectively). 

 
Figure 3.13: Two original sets of four data points (up) and the warped sets of the data points 

(down) (Horizontal and vertical axes exhibit the data points number, and the contact length 

(mm), respectively). 
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3.3.2 Similarity tests for the slope 

Similar to what is done in section 3.3.1, a second degree polynomial function fitting 

best with the numerical data points (Figure 3.14) for the slope is expressed as eq. 

(3.3): 

 𝑓(ℎ) = 𝑝1ℎ
2 + 𝑝2ℎ + 𝑝3 (3.3) 

Where the coefficients (with 95 % confidence bounds) are as follows: 

𝑝1 = 0.0004141 (−0.002405, 0.003233) 

𝑝2 = 0.03304 (−0.3366, 0.4027) 

𝑝3 = 74.88 (63.99, 85.76) 

ℎ: water level (mm) 

𝑓: the slope (degree) 

 
Figure 3.14: The raw data for the numerical result of the slope (blue) and the fitting curve 

(red) 

In the same manner, the curve matching the experimental data points for the slope 

(Figure 3.15) introduces a second degree polynomial function as eq. (3.3). 

Where the coefficients (with 95 % confidence bounds) are as follows: 

𝑝1 = 0.0008542 (−0.01044, 0.01215) 

𝑝2 = −0.01965 (−1.5, 1.461) 

𝑝3 = 75.28 (31.69, 118.9) 

ℎ: water level (mm) 

𝑓: the slope (degree) 
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Figure 3.15: The raw data for the experimental result of the slope (blue) and the fitting curve 

(red) 

In comparison to the contact length, the Frechet distance of the numerical and exper-

imental results for the slope is clearly higher. In detail, the Frechet distance and the 

discrete Frechet distance for four data points are 1.1683 degree and 1.4797 degree, 

respectively. 

Although the Frechet distance and the discrete Frechet distance depict lower similari-

ty for the slope compared to the contact length, they are reasonable in consideration 

of the range of data from 75 to 82 degrees. 

Likewise, the cumulative distance for four points on the curves plotted for the slope 

(Figure 3.16) is 3.7398 degree which indicates less similarity compared to the contact 

length. 

Moreover, the original data points and the warped data points for the slope are plot-

ted in Figure 3.16. 
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Figure 3.16: Two original sets of four data points (up) and the warped sets of the data points 

(down) (Horizontal and vertical axes exhibit the data points number, and the slope (degree), 

respectively). 

3.3.3 Similarity tests for the displacement in Y direction 

In addition, a linear function best suited to the experimental data points for the dis-

placement in Y direction is described according to eq. (3.4), represented by Figure 

3.17. 

 𝑓(ℎ) = 𝑝1ℎ + 𝑝2 (3.4) 

Where the coefficients (with 95 % confidence bounds) are as follows: 

𝑝1 = −0.08359 (−0.08909,−0.0781) 

𝑝2 = 3.775 (3.343, 4.208) 

ℎ: water level (mm) 

𝑓: displacement in Y direction (mm) 
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Figure 3.17: The raw data for the experimental result of the Y displacement (blue) and the 

fitting curve (red) 

Likewise, the numerical datapoints for the displacement in Y direction (Figure 3.18) 

can be formulated based on a linear function as eq. (3.4). 

Where the coefficients (with 95 % confidence bounds) are as follows: 

𝑝1 = −0.09448 (−0.09639,−0.09257) 

𝑝2 = 4.804 (4.653, 4.955) 

ℎ: water level (mm) 

𝑓: displacement in Y direction (mm) 

 
Figure 3.18: The raw data for the numerical result of the Y displacement (blue) and the fit-

ting curve (red) 

The results for the cumulative distribution function test (ktest2) which compares the 

distributions of the experimental and numerical data points is shown according to eq. 
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(3 .5 ). It r e v e al s a si mil ar di str i b uti o n (Fi g ur e 3 .1 9 ) f or b ot h d at a s eri e s, w h er e t h e 

c o m p ut e d v al u es f or ℎ  a n d 𝜁  r e pr es e nt t h e v ali dit y of t he  n ull h y p ot h e sis (si mil ar di s-

tri b uti o n) a n d pr o b a bilit y of 1 0 0 % f or t h e si mil arit y.  

M or e o v er, t h e m a xi m u m diff er e n c e f or t h e c u m ul ati v e di stri b uti o n f u n cti o n of 𝛼 ( 𝜔 )  

e q u als t h e 𝛽  v al u e.  

 [ℎ ,𝜔 ,𝑘 ] = 𝑘 𝑡 𝑒 𝑠 𝑡 2 ( 𝑌 𝑒  , 𝑌 𝑛 )  (3 .5 ) 

ℎ = 0  ( 𝑙 𝑜 𝑔𝑖 𝑐 𝑎𝑙)  

𝑝 = 1 .0 0 0 0  

𝑘 = 0 .1 0 0 0  

𝑌 𝑛 : n u m eri c al d at a s a m pl e  f or t h e di s pl a c e m e nt i n Y dir e cti o n  

𝑌 𝑒 : e x p eri m e nt al d at a s a m pl e  f or t h e di s pl a c e m e nt i n Y dir e cti o n  

 

Fi g ur e 3 .1 9 : Cu m ul ati v e distri b uti o n f u n cti o n ( H ori z o nt al a n d v erti c al a x es e x hi bit  t h e dis-

pl a c e m e nt in Y dir e cti o n , a n d t h e c u m ul ati v e distri b uti o n f u n cti o n , r e s p e cti v el y). 

I n a n a n al o g o u s m a n n er, t h e Fr e c h et di st a n c e a n d t h e di s cr et e Fr e c h et di st a n c e of 

t h e n u m eri c al a n d e x p eri m e nt al r e s ults f or t h e di s pl a c e m e nt i n Y dir e cti o n ar e 0. 4 5 7 7 

m m a n d 0. 8 1 9 3 m m, w h er e t e n d at a p oi nt s f or e a c h d at a s a m pl e w er e c o m p ar e d.  
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Figure 3.20: Two original sets of ten data points (up) and the warped sets of the data points 

(down) (Horizontal and vertical axes exhibit the data points number, and the Y displacement 

(mm), respectively). 

Likewise, the cumulative distance for ten points on the curves for the displacement in 

Y direction (Figure 3.20) is computed as 1.5143 mm, which proves a similarity be-

tween two curves. 

In addition, Figure 3.20 shows the original data points and the warped data points for 

the displacement in Y direction. 

3.4 Concluding remarks 

This chapter makes a contribution to analyze numerically the behavior of the down-

scale membrane loaded by water pressure by the finite element dynamic explicit 

solver, where the numerical results hold the possibility to be compared against exper-

imental observations. 

The material properties like the density, the Young’s modulus, the Poisson’s ratio and 

the thickness of the membrane were measured experimentally (Table 3.1) and ap-

plied for the numerical model. Moreover, the reinforcing steel cord on the upper 

boundary of the numerical model membrane was set up based on the manufacturing 

material specification (Table 3.2) 

In addition to the similarity in the material characteristics, the numerical model and 

the experimental membrane shared common boundary conditions, which enabled a 

valid comparison between numerical and experimental results. 
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Density 865.51 kg/m3 

Young’s modulus 258 MPa 

Poisson’s ratio 0.48 

Thickness 0.06381 mm 

Table 3.1: Material for flexible PE 

Density 7850 kg/m3 

Young’s modulus 2100 GPa 

Poisson’s ratio 0.3 

Diameter of the circular cross section of the stringer 0.6 mm 

Table 3.2: Material for steel circular stringer 

In this regard, the numerical and experimental results for the Y directional displace-

ment, the contact length of the membrane with the channel ground level and the 

slope of the membrane (relative to the Y-axis) were compared with respect to the 

different water levels which imposed the hydrostatic pressures on the membrane. 

While there is a decrease in the contact length of the membrane with the channel 

ground level with regard to a rise in the water level, the absolute value of Y-

displacement and the slope of the membrane exhibit a proportional increase. 

Moreover, the mathematical formulations fitting best with the datasets were found 

by the curve fitting tool in Matlab.  

In addition, the similarities between each pair of experimental and numerical curves 

were discussed with the Frechet distance, the discrete Frechet distance, and the dy-

namic time warping (section 3.3). 

Likewise, the distributions of the experimental and numerical data points for the Y-

displacement were compared with the two-sample Kolmogorov-Smirnov test, which 

exhibited a similar distribution (Figure 3.19) for both data series. 

Apart from the trivial discrepancy accountable to the parameter setup difference and 

some errors regarding both experimental measurement and the applied numerical 

solvers, numerical models are in satisfying agreement with the experimental observa-

tions and the collected data. Future work is still needed to provide an optimized 

structure model which represents all characteristics of the physical model, where an 

improvement in the imposed boundary conditions is a good example. For simplicity 

reasons, two hanging points on the upper boundary were assumed as fixed in every 

direction, while they have small displacements according to the slight deformation of 

supports, which were not included in the model. 
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Promising numerical results verify the validity of the structural model setup of the 

flexible membrane which promotes conducting further researches in order to investi-

gate other possible scenarios which add complexity into the model setup. 

The next chapter deals with a complicated case where the original prototype interact-

ing with a low speed water flow is attacked by a heavy flotsam. After preparing the 

structural model setup for the original prototype, two couplings are obviously inevi-

table components which are added to the numerical model setup. The movement of 

the flotsam within the fluid domain, and the issue regarding the mesh criteria, espe-

cially when the flotsam makes contact with the original prototype are potential caus-

es for concern. The transfer of data between two software is without doubt the fur-

ther subject which deserves special care. 
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4 Numerical model setup of the original membrane for impact analysis 

With the advent of light structures for flood defense purposes, there are challenges 

upon their safety, durability, and so on. In case of windy or stormy weather condi-

tions, light structures are extremely vulnerable to be attacked by floating debris and 

even tree trunks. To meet the safety criteria, estimation of these impulsive forces on 

light structures is of great importance. This matter provides the motivation to investi-

gate numerically impact phenomena. 

This chapter will present the numerical model setups for the impact analysis, where 

the fluid domain is discretized by both the standard meshing and overset meshing 

techniques. Both numerical model setups replicate the same physical phenomenon 

which was investigated experimentally. There are no clear differences in the material 

properties, boundary conditions between two numerical simulations and even exper-

imental impact test. Therefore, it makes sense to compare the results of the experi-

ments and two simulations. Both numerical simulations need to be conducted by 

two-way co-simulations between the Abaqus and the Star CCM+, where a data trans-

fer between two software provides the desired results. 

In this respect, the impact analyses were executed at the presence of the free surface 

water flow which interacted with both the rigid and flexible structures. The flexible 

structure representing the full-scale prototype membrane deformed notably when it 

was impacted by an accelerated heavy flotsam. 

The following figure shows the dimensions of the prototype membrane. 

 
 

Figure 4.1: Dimensions of the prototype membrane 
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On account of inherent high nonlinearities involving in the solution of the target dy-

namic tasks, and more convenience in integration of contact conditions to the model 

compared to dynamic implicit analysis, dynamic explicit analysis was more suited. 

However, as mentioned in sections 2.3 and 2.4, the coupling algorithm (here an im-

plicit algorithm) enforced the dynamic implicit analysis, which is solved by the Abaqus 

standard, on the structure domain. 

To prepare a co-simulation case, two separate models were needed to be built for 

the fluid and structure domains so that they shared some boundaries in common. 

The structure model was constructed within the complete Abaqus environment 

(Abaqus CAE) and written as the Abaqus input file which is supported by the Star 

CCM+ solvers. 

4.1 Structure domain 

The structure domain consisted of four parts assembled in Abaqus CAE. The inner and 

outer sides of the flexible membrane were the surface boundaries shared by both sub 

domains. The Flotsam was the further shared boundary between two software, but 

introduced as a rigid part within the Abaqus; however, because of a rigidity of the 

flotsam, the flotsam boundary surface on the fluid side could be linked with a select-

ed point on the flotsam defined on the structure side. To create the flexible mem-

brane, the initial rough geometry for the membrane was estimated based on the to-

tal length and boundary settings and then deformed under the influence of stationary 

water and gravity loads within a standalone analysis. The water pressure load was 

imposed on the structure by the subroutine of DLOAD, which could be updated in 

each iteration based on a new deformed shape. The deformed membrane could be 

imported to the structure and fluid domains and incorporated in them. 

As mentioned in section 2.3, the beam elements representing the steel cord on the 

upper boundary of the structure (refer to Figure 4.4) cause a problem with the cou-

pling between two software. 

To prevent these disadvantageous elements from the interaction with the fluid, the 

steel cord had to be excluded from the part interfacing directly with the fluid domain. 

But rather a new part including a PVC band and the steel cord (shown in Figure 4.3 

and Figure 4.4) could be tied to the membrane which had surfaces (inner and outer 

surfaces) in common with the fluid. This model provided a solution to the incon-

sistency problem on one hand and replicated more accurately the full-scale prototype 

membrane. 
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The deformed parts comprising the membrane and its attached band were read with-

in the Abaqus output database file and written as a new part with the stl format, but 

without a geometry feature in the Abaqus standard model. Then the geometry fea-

ture could be built by the mesh plugin toolbar, while the option of try to add volumes 

was deactivated. In the mesh module, by using the virtual topology, the old mesh 

faces could be removed, while some important feature like the edges which define 

the partition of the membrane tied with the PVC band could be again restored. 

Nonetheless, an important issue had remained unsolved how to deal with the initial 

orientation of the beam elements in the deformed model. The new problem was 

rooted at the fact that the orientation of the stringer was missed when importing the 

deformed membrane. Warning regarding disorientation of the stringer could not be 

easily ignored. Otherwise, it would result in wrong results even if the analysis proce-

dure would not be terminated due to a disorientation error. 

As a result of deformation, the new beam elements were located in different surfac-

es, which caused the definition of the orientation to be a laborious task. So, the nor-

mal vectors for the beam elements on the upper edge of the membrane were com-

puted mathematically based on new positions of the nodes on the band and entered 

manually in a CAE model. The manually user defined changes for the beam element 

could be easily written in an input file as n1 orientation of the beam elements. 

Abaqus uses a local, right-handed (t, n1, n2) axis system to specify the orientation of a 

beam cross-section, where t, n1, and n2 represent the orientation of the beam ele-

ment tangent, and the beam section axes, respectively. Figure 4.2 represents the lo-

cal coordinate system of the beam cross-section. 

 

Figure 4.2: Local coordinate system for a beam element (Dassault Systèmes 2013) [95] 

The default negative Z axis for n1 (shown in Figure 4.2) can be remained intact when 

all the beam elements are located in the X-Y plane. If all the beam elements do not lie 

in the same plane, several ways are available to determine the vector of n1. 
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Having specified an additional node (node 3) in the element entry for the beam, the 

direction connecting node 1 to node 3 stands for the v direction in Figure 4.2. The v 

direction is used to approximate the n1 direction. The Abaqus computes the n2 direc-

tion as the cross product of two vectors of t and v (t x v). The cross product (t x v) is a 

vector which is perpendicular to both vectors of t and v and thus normal to the plane 

comprising them. The resulting vector of n2 is used to define the actual n1 direction as 

the cross product of two vectors of n2 and t (n2 x t). This procedure ensures that the 

local tangent and the local beam section axes are orthogonal to each other. Alterna-

tively, the n1 direction can be approximated and entered either in the input file by the 

user or in beam section properties in the Abaqus CAE. 

The same procedure described above as the second way was followed in the thesis in 

order to calculate the actual beam section axes. 

The membrane was made of flexible PVC with Young’s modulus, density, Poisson’s 

ratio and thickness of 1400 MPa, 1500 kg/m3, 0.1 and 0.075 mm, respectively. The 

band attached to membrane is consisted of PVC, and an additional steel cord on the 

upper boundary. 

The steel cord was modeled as a steel stringer with a diameter of 10 mm, a Young’s 

modulus of 2100 GPa, a density of 7850 kg/m3, and a Poisson’s ratio of 0.3. 

The flotsam and the part representing the ground level were assembled as three-

dimensional discrete rigid parts. 

The flotsam was represented as a cylinder with a diameter of 0.4 m and a length of 3 

m. A mass of 330 kg was attributed to the flotsam at the flotsam center of gravity. 

As the membrane was bonded with the other similar membranes on left and right 

sides, the shared edges on the membrane and its tied band were defined as symmet-

ric boundaries in Z direction. The fixed boundary conditions in three directions were 

applied for the bottom edge of the membrane, whereas two hanging points on the 

upper boundary of the band were fixed. The motion of the flotsam was constrained 

in all directions except the X direction. The flotsam movement towards the mem-

brane was implemented by a velocity boundary type ramped to 4 m/s for the center 

of gravity of the flotsam. The ground level was fixed completely without any rota-

tional freedom. The prescribed boundary conditions are shown in Figure 4.3. 

The discretization of the membrane and its tied band containing the flexible PVC was 

performed by membrane elements, either M3D4 (a three-dimensional, 4-node mem-

brane element) or M3D3 (a three-dimensional, 3-node membrane element), whereas 
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the steel cord appended to the band was discretized with linear interpolated beam 

elements of B31 (the Timoshenko (shear flexible) beams in space). 

To discretize both the rigid bodies (the flotsam and the bottom of the channel), 

three-dimensional rigid elements of R3D4 (with 4 nodes) were used. In case the mass 

of the rigid body needed to be defined (the mass of the flotsam for instance), in the 

Abaqus standard, rigid elements do not support an attribute of the mass. Using a 

point mass is a way to assign the mass distribution to the rigid body. 

 

 

Figure 4.3: Scheme of the full-scale prototype membrane in the Abaqus standard and 

boundary conditions, including two fixed hanging points (red), and the bottom edge of the 

membrane as fixed boundaries in three directions (violet), side edges of the membrane as  

symmetric boundaries in Z direction (green) 

Figure 4.4 depicts the discretization for the structural domain. The stringer (grey) in 

Figure 4.3 and relating beam elements (green) in Figure 4.4 were scaled to be seen 

clearly. 
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Fi g ur e 4 .4 : Dis cr etiz ati o n of t h e f ull -s c al e m o d el wit h  l o c al r efi n e m e nt: m e m br a n e el e m e nt s 

of M 3 D 4 a n d M 3 D 3  (r e d), b e a m el e m e nt s of  B 3 1  ( gr e e n), a n d ri gi d el e m e nt s of R 3 d 4 ( gr e y ) 

T h e m as s pr o p orti o n al a n d stiff n es s pr o p orti o n al d a m pi n g c o effi ci e nts f or R a yl ei g h 

d a m pi n g c a n b e g e n er all y c o m p ut e d b y a n u m eri c al m o d al a n al ysis wit hi n t h e 

A b a q u s ; h o w e v er, as m e nti o n e d i n s e cti o n 2. 2. 3 , a  l a c k of b e n di n g stiff n ess i n t h e 

m e m br a n e el e m e nt s  r e n d ere d  t h e m o d al a n al ysis i m pr a cti c al. T h er ef or e, t h e e m piri-

c al r e s ults i n cl u di n g fr e q u e n c y-r e s p o n s e f u n cti o n c ur v e s, t h e h alf -p o w er b a n d w i dt h 

m et h o d, f oll o w e d b y r el e v a nt d a m pi n g r ati os ar e d e ci di n g f a ct or s t o d efi n e t w o R a y-

l ei g h d a m pi n g c o effi ci e nts. 

T h e m as s pr o p orti o n al a n d stiff n es s pr o p orti o n al d a m pi n g c o effi ci e nts f or R a yl ei g h 

d a m pi n g w e r e s et as 6. 1 5 2 3 7 a n d 2. 1 8 3 4 1 e-5 , r e s p e cti v el y. 

T w o c o nt a ct i nt er a cti o n s w e r e s p e cifi e d t hr o u g h o ut t h e A b a q u s m o d el b y t h e i nt er-

a cti o n m o d ul e (s urf a c e -t o-s urf a c e c o nt a ct m o d el ). O n e w a s a c c o u nt e d f or t h e c o n-

t a ct b et w e e n t h e m e m br a n e a n d t h e b ott o m of t h e c h a n n el wit h a fri cti o n c o effi ci e nt  

of 0. 1, w hil e t h e l att er st a n ds f or t h e c o nt a ct b et w e e n t h e m e m br a n e a n d t h e fl ot-

s a m wit h  a fri cti o n c o effi ci e nt of 0. 0 1  w h e n c olli di n g. T h e p e n alt y c o nt a ct m et h o d 

w a s as si g n e d t o t h e m e c h a ni c al c o n str ai nt f or m ul ati o n, wit h t h e a p pli e d fi nit e sli di n g.  

T h e  m o d el tr a nsi e nt b e h a vi o r w a s e x e c ut e d b y t h e d ef a ult H u g h e s -T a yl or i m pli cit 

ti m e i nt e gr ati o n m eth o d wit h s e c o n d or d er a c c ur a c y.  

T hi s pr o c e d ur e w as i m pl e m e nt e d wit h t h e s a m e i niti al a n d m a xi m u m ti m e i n cr e m e nt 

si z e s of 0. 0 0 0 0 5 s, w h er e t h e ti m e i n cr e m e nt s u b-c y cli n g  w as a cti v at e d . W h e n  e n a-

bl i n g t h e ti m e i n cr e m e nt s u b -c y cli n g, t h e A b a q u s i m pli cit i s all o w e d t o a p pl y its o w n 
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time incrementation to approach the target coupling time, contributing to a conver-

gent simulation. In fact, the specified time increment is divided to smaller sub-

increments, when needed, to increase the stability of the simulation. 

4.2 Fluid domain 

The fluid domain was discretized by both the standard meshing and overset meshing 

techniques which shared some pre-processing steps. To start with similarity within 

the Star CCM+, the flexible membrane had to be modeled as the zero thickness baffle 

interface detaching the immiscible water-air flow inside the channel on one side and 

surrounding air environment on the other side. 

When the membrane approached the ground level on the air side (shown in Figure 

4.5), which was created only in the structure domain, the mesh between the inter-

faces and lower boundary on the air side would be squeezed. Therefore, the lower 

boundary in the air side was designed to be deeper than the ground level in order to 

maintain mesh criteria requirements in the squeezed area. 

 

Figure 4.5: Presentation of the actual bottom level in the fluid domain 

One part including the channel and the surrounding environment on the other side of 

the membrane was constructed by means of 3D-CAD model tools available in the Star 

CCM+. The deformed membrane was imported from the Abaqus into the Star CCM+ 

with the stl format and inserted into the previous part as a baffle. The further baffle 

was appended to stop water inside the channel from permeating into air surround-

ings on the other side. This could be carried out by both Boolean operations and a 

repair surface tool, making the new baffle by connection of the membrane with the 

rest of the fluid domain. 
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The immiscible water-air flow in the channel was modeled by a volume of fluid multi-

phase model (VOF model) which uses the high resolution interface capturing (HRIC) 

scheme to obtain the free surface. 

In this model, all phases are modeled as one flow, where properties change based on 

the volume of fraction. The VOF model is a segregated flow model, where the pres-

sure and velocity fields are coupled by means of the SIMPLE algorithm (originally pro-

posed by Caretto et al. (1973) [108]). 

The realizable k-ε two-layer turbulence model was enforced to exhibit the turbulent 

behavior of the fluid domain. 

A gap between the membrane and the flotsam could not be avoided in both strate-

gies. As a result, the flotsam in the fluid region had to be located a little behind its 

counterpart inside the structure domain for the impact analysis. 

In fact, the impact between two structures happened solely in the Abaqus model, 

while they approached each other very closely within the fluid domain. 

A trimmer mesh was the more appropriate mesh than a polyhedral mesh for the dis-

cretization of the VOF fluid domain, where the precision of the free surface could be 

captured by anisotropic mesh refinement in the vicinity of the free surface. Nonethe-

less, a polyhedral mesh was preferred as the volume mesh ensuring a conformal 

mesh across the interfaces. Prism layers with a stretching factor of 1.2 were created 

on the wall boundaries, resolving accurately the near wall flow. To prevent the prism 

layer around the baffles from thinning, an internal baffle was defined within the re-

pair surface tool by the extension of the membrane and the further baffle up to the 

top boundary. 

A morphing motion model permits the coupled moving boundaries (including the 

membrane and the flotsam) to follow the motion dictated by the Abaqus. 

An implicit unsteady solver was set to second order temporal discretization scheme, 

releasing the discretized grid flux of second order, with a step size of 0.00005 s. 

However, there are discrepancies in the geometry, the mesh and the boundary condi-

tions of the fluid domain discretized by both the standard meshing techniques and 

the overset mesh. Sections 4.2.1 and 4.2.2 explain the differences for the preparation 

of the fluid domain discretized by the standard meshing technique and the overset 

mesh, respectively. 
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4.2.1 Standard mesh and results 

The volume of the flotsam was subtracted from the part, remaining the outer surface 

of the flotsam as an external boundary of the fluid domain. The resultant geometry 

was attributed to one region. 

Two prism layers were established on the inner and outer walls of the baffles, respec-

tively. The internal baffles which were added to inhibit the prism layers from thinning 

could be fused after meshing to reduce the number of interfaces within one region. 

Moreover, any mesh refinement of the water free surface and in the vicinity of the 

membranes and baffles was avoided in order to minimize the risk involved with a 

negative cell when the flotsam approached the membrane. Furthermore, the lag be-

tween the positions of the flotsam in the Abaqus and its counterpart within the Star 

CCM+ had to be relatively big. 

A sheet was inserted into the fluid domain at the free surface location, which was 

assigned as an internal baffle. By this means, the solvers also enjoyed having cell fac-

es perpendicular to the main gradients of the flow in the presence of the added plane 

surfaces which could be fused after meshing. 

In addition to the polyhedral mesh and prism mesh models, the extruder mesh was 

applied to extend the inlet boundary, the outlet boundary and the side wall in the 

channel side. 

Two ends of the channel were selected as the inlet and outlet boundaries, respective-

ly. The boundary conditions for the inlet and outlet boundaries were attributed to 

typical standard models of the velocity inlet and the pressure outlet, respectively. 

The bottom of the channel within the channel side, the membrane, the baffles and 

the flotsam were defined as wall boundaries, while the side boundary in the channel 

side was selected as a symmetry boundary. 

The remaining boundaries were assigned to the velocity inlet (see Figure 4.6). 
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Fi g ur e 4 .6 : S c h e m ati c of t h e fl ui d m o d el: t h e c o u pl e d m e m br a n e (r e d) , t h e b affl e ( pin k)  mi m-

i c ki n g t h e c h a n n el w all, t h e c o u pl e d fl ot s a m ( br o w n), t h e b ott o m of t h e c h a n n el  ( gr e y) a n d 

t h e b o u n d ar y c o n diti o n s i n cl u di n g v el o cit y i nl et ( gr e e n), pr e ss ur e o ut l et ( y ell o w), s y m m etr i c 

b o u n d ar y  ( bl u e) ( T h e r e d p oi nt e x hi bit s t h e p ositi o n of t h e n o d e (wit hi n t h e A b a q u s ) i nt er-

f a ci n g wit h t h e br o w n fl otsa m s urf a c es ). 

T h er e w as a f urt h er iss u e c orr es p o n di n g  t o t h e i niti ali z ati o n of t h e fl ui d d o m ai n. D u e 

t o t h e v ari a bl e c ur v at ur e of t h e b affl e s, t h e d efi niti o n of fr a cti o n of c ells as eit h er w a-

t er or air w as r e n d er e d i m p o ssi bl e b y me a ns of p o siti o n -d e p e n d e nt us er d efi n e d fi el d 

f u n cti o n s i n or d er t o i niti ali z e t h e fl uid d o m ai n wit h t h e V O F c o nti n u a.  

T o s ol v e t h e pr o bl e m, c ell s urf a c e s c o ul d b e  g e n er at e d, w hi c h e x hi bit all t h e c ells a d-

j a c e nt or i nt er s e ct e d b y t h e d e sir e d i n p ut b o u n d ari es. T h e m e m br a n e, t h e b affl e a n d 

t h e i nt er n al b affl e s w er e s el e ct e d as i n p ut b o u n d a ri es. Li k e wi s e, wit hi n d eri v e d p arts, 

t w o c ell s urf a c e p arts w er e cr e at e d b a s e d o n t h e v ol u m e m e s h i n si d e a n d o ut si d e of 

t h e i n p ut b o u n d ari es  s e p ar ati n g t h e i nt eri or w at er fl o w fr o m t h e e xt eri or air , r e s p e c-

ti v el y. T h e r e s p e cti n g c ell I Ds w er e e xtr a ct e d as t a b ul ar d at a a n d us e d t o s p e cif y t w o 

c ell s ets. W h e n gr o wi n g t h e s e c ell s ets, t h e s urr o u n di n g air m e di u m w as r e c o g ni z e d 

as di sti n ct fr o m t h e w at er fl o w i n si d e t h e c h a n n el. T h e s e c ell s ets c o ul d b e utili z e d 

wit hi n t h e us er d efi n e d fi el d f u n cti o n s t o i ntr o d u c e t h e i niti al fl o w fi el d. T h e c ell s ets 

c o ul d b e g e n er at e d o nl y aft er m es hi n g a n d t h e y w er e d e p e n d e nt o n m es hi n g; t h u s, 

t h e y s h o ul d b e r e g e n er at e d aft er r e m es hi n g or a n y c h a n g e i n t h e m e s h c o nti n u a.  

I n or d er to e nf or c e t h e c o u pl e d m e m br a n e  i m p ort e d as a d ef or m e d s urf a c e at t h e 

b e gi n ni n g t o f oll o w t h e m oti o n di ct at e d b y t h e A b a q u s, a m or p hi n g m oti o n m o d el 

h a d t o b e attri b ut e d t o t h e r e gi o n. I n a d diti o n, t h e f urt h er cr e at e d b affl e w as all o w e d 

t o fl o at b a s e d o n c ontr ol p oi nts o n t h e a dj a c e nt b o u n d ari e s. A  fi x e d m or p hi n g m o d el 

w as s et t o t h e ot h er b o u n d ari es e x c e pt t h e s y m m etr y  b o u n d ar y (r ef er t o Fi g ur e 4 .7 ). 
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I n Fi g ur e 4 .7 , th e bl a c k p oi nt e x hi bits t h e p ositi o n of t h e n o d e (wit hi n t h e A b a q u s ) 

i nt erf a ci n g wit h t h e r e d fl otsa m s urf a c e s.  

 

Fi g ur e 4 .7 : M or p hi n g m oti o n m o d el s p e cifi c ati o n: dis pl a c e m e nt b y t h e c o -si m ul ati o n  m et h o d 

(r e d), fi x e d m o d el ( y ell o w), t h e s y m m etri c si d e  ( bl u e), t h e fl o ati n g m o d el ( c y a n) 

T h e e x e c uti o n of t h e si m ul ati o n d e m o nstr at e d  r e stri cti o ns r e g ar di n g t h e di s cr eti z a-

ti o n of t h e fl ui d d o m ain b y t h e st a n d ar d m e s h str at e g y. T h e str at e g y w as li mit e d t o 

t h e a p pli c ati o ns  w h er e t w o str u ct ur e s n eit h er t e n d t o m a k e c o nt a ct n or h a v e a bi g 

m o v e m e nt. I n c a s e of a bi g m o v e m e nt, a re m es hi n g c o ul d b e i m pl e m e nt e d  i n or d er 

t o e n h a n c e t h e c ell q u alit y. N e v ert h el ess, t h e fl ui d v ol u m e fr a cti o n s of c ells f or t h e 

n e w g e n er at e d m e s h h a d t o b e i nt er p ol at e d fr o m t h e ol d m es h. F or t his r e as o n, t h er e 

w as s o m e di s cr e p a n c y b et w e e n t h e fl ui d v ol u m e fr a cti o n s of c ells c o m p ar e d t o t h e 

pr e vi o u s m es h, w hi c h w as n eit h er d e sir a bl e n or pr e cis e.  

Fi g ur e 4 .8  a n d Fi g ur e 4 .9  e x hi bit t h e X -Y cr oss s e cti o n of t h e m es h b ef or e a n d aft er 

i m p a ct, r es p e cti v el y. 
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Fi g ur e 4 .8 : T h e X -Y cr o ss s e cti o n of t h e m es h b ef or e i m p a ct  

 

Fi g ur e 4 .9 : T h e X -Y cr o ss s e cti o n of t h e d ef or m e d m es h aft er  i m p a ct 

Fi g ur e 4 .1 0 , Fi g ur e 4 .1 1 , a n d Fi g ur e 4 .1 3  r e pr e s e nt t h e t ot al di s pl a c e m e nt a n d t h e 

di s pl a c e m e nt i n X dir e cti o n f or t h e pr ot ot y p e m e m br a n e aft er pr el o a d st e p  at t h e 
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time of impact and 0.104 s after impact (when the maximum deformation for the 

membrane was observed), respectively. 

The simulation depicts subtle differences for the water flow at the time of impact 

(Figure 4.12) and 0.104 s afterwards (Figure 4.14). There is also little change in the 

water flow even in the areas where were expected to be affected by impact. 

Figure 4.12 and Figure 4.14 exhibit the velocity field on the water free surface and the 

relative pressure load on the prototype membrane at the time of impact and 0.104 s 

after impact, respectively. 

There is no clear increase in water height either within the gap closure or nearby the 

impacted zone of the membrane. In these figures, the maximum relative pressures 

are almost the same, although a slightly higher relative pressure field within the im-

pacted zone can be seen. 

In order to verify whether either a close initial distance between the membrane and 

the flotsam or an inevitable final big gap closure within the fluid region at the time of 

impact (to maintain the mesh criteria) distorted the results, the impact analysis was 

also conducted by an overset mesh (refer to section 4.2.2). 

Furthermore, the managed velocity of 4 m/s was not disabled at the time of impact, 

and the flotsam moved without any decrease in pace for about 0.0005 s (Figure 4.11). 

Therefore, there are low differences in the displacements (particularly in the impact 

zone) in comparison with the overset analysis, where the flotsam impacted the 

membrane (in the standard mesh) with no clear change in the velocity for about 

0.0005 s (Figure 4.12). In contrast, for the overset mesh simulation, the managed ve-

locity of 4 m/s was deactivated one time step before impact. That is why the results 

of the simulation discretized by the overset mesh (Figure 4.23 and Figure 4.26) show 

smaller displacements in comparison. 

In detail, the impact zone of the membrane experienced a maximum total displace-

ment of 2.03 cm and a maximum displacement in X direction of 1.806 cm at the im-

pact time, respectively (Figure 4.11). 

After an impact time of 0.104 s, the membrane deformed further so that a maximum 

total displacement of 28.83 cm and a maximum displacement in X direction of 27.83 

cm in the impact zone could be observed (Figure 4.13). In fact, there are increases of 

26.8 cm and 26.024 cm in the total displacement and the maximum displacement in X 

direction (during impact), respectively. 
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Figure 4.10: The total displacement (left) and the displacement in X direction for the proto-
type after preload step (The corresponding values for U and U1 are in meter). 

  
Figure 4.11: The total displacement U (left) and the displacement U1 in X direction for the 
prototype at the time of the impact (The corresponding values for U and U1 are in meter). 

 
Figure 4.12: The velocity field on the water free surface (left) and the relative pressure load 

on the prototype at the time of the impact 

  

Figure 4.13: The total displacement (left) and the displacement in X direction for the proto-
type at 0.104 s after impact (The corresponding values for U and U1 are in meter). 
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Fi g ur e 4 .1 4 : T h e v el o cit y fi el d o n t h e w at er fr e e s urf a c e (l eft) a n d t h e r el ati v e pr e ss ur e l o a d 

o n t h e pr ot ot y p e at 0. 1 0 4 s aft er i m p a ct  

4. 2. 2  O v e r s et m e s h  

W h e n t h e fl ot s a m m o v e d  fr o m 7 0 c m f ar a w a y t h e li g ht m e m br a n e, es p e ci all y if c o m-

i n g i nt o c o nt a ct wit h e a c h ot h er, t h e fl ui d m es h b et w e e n t h e m h a d t o  b e  s q u e e z e d  

(Fi g ur e 4 .8  a n d Fi g ur e 4 .9  i n s e cti o n 4. 2. 1 ). T o m e et t h e crit eri a b e y o n d w hi c h t h e 

m or p h er b e g a n  t o g e n er at e p o or q u alit y c ells, t h e fl ots a m w a s wr a p p e d b y a n  o v er-

s et m es h. I n g e n er al, a n o v ers et m es h w or k s  eff e cti v el y wit h o ut r e m es hi n g aft er g e n-

er ati n g t h e i niti al m es h,  pr o vi di n g gr e at er fl e xi bilit y i n c o m p aris o n wit h t h e st a n d ar d 

m es hi n g t e c h ni q u e s  as a c o ns e q u e n c e . M or e o v er, a  mi ni m u m di st a n c e b et w e e n t h e  

str u ct ur e s a p pr o a c hi n g e a c h ot h er c a n  b e r e d u c e d. L ast b ut n ot l e ast, it is m ost s uit a-

bl e f or o pti mi z ati o n st u di e s.  I n t his t e c h ni q u e, t h e o v ers et p art h a d  t o b e as si g n e d t o 

a s e gr e g at e d r e gi o n, b ut t h e i niti all y c o nstr u ct e d p ar t as t h e fl ui d d o m ai n i n s e cti o n 

4. 2  ( b ef or e s u btr a cti o n of t h e fl ot s a m as i m pl e m e nt e d i n s e cti o n 4. 2. 1 ) still c o ul d b e 

us e d t o d efi n e t h e f urt h er r e gi o n  (t h e b a c k gr o u n d r e gi o n). 

T w o dif f er e nt s c e n ari os c o ul d b e a p pli e d f or t h e b a c k gr o u n d: o n e -re gi o n b a s e d or 

t w o-r e gi o n b a s e d. 

I n t h e f or m er, s o m e ar e as of  t h e o v ers et r e gi o n e xt e n de d  b e y o n d t h e c h a n n el w all 

( m e m br a n es a n d b affl es)  w h e n t h e fl ot s a m i m p a ct e d t h e m e m br a n e wit hi n t h e s tr u c-

t ur al m o d el . T h e is s u e w as  n ot i n e vit a bl e i n s pit e of t h e l a g b et w e e n t h e fl ots a m 

c o u nt er p arts  b e c a us e t h e d ef or m ati o n of t h e m e m br a n e aft er i m p a ct w as h u g el y 

n o n u nif or m . T h e o v ers et r e gi o n e xt e n d i n g o v er t h e c h a n n el w all h a d  b e e n p arti all y 

fill e d wit h t h e w at er fl o w, w hil e t h e a m bi e nt air h a d t o o c c u p y  t h e b affl e s e xt eri or 

a n d t h es e ar e a s  of t h e o v ers et r e gi o n as a r e s ult . I n f a ct, t h e b affl e s cr e at e d i n t h e 

b a c k gr o u n d r e gi o n c o ul d n ot b e di sti n g uis h e d wit hi n t h e o v ers et r e gi o n  (r ef er t o Fi g-

ur e 4 .1 5  a n d Fi g ur e 4 .1 6 ). 

A s a r e s ult, t h e w at er fl o w diff u s e d i nt o t h e a m bi e nt air wit hi n t h e o v ers et r e gi o n. 

T h e iss u e h a s b e e n e x hi bit e d cl e arl y i n Fi g ur e 4 .1 6 . T h e bl u e c ol or be hi n d t h e m e m-
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br a n e r e pr es e nts t h e p er m e ati o n of t h e w at er fl o w i nt o t h e ot h er si d e, w hi c h is n ot 

p h ysi c all y c orr e ct  

I n Fi g ur e 4 .1 5 , t h e l eft t o p s h o ws t h e o v ers et c ell t y p e f or a s e cti o n o n t h e w at er l e v el 

wit hi n t h e b a c k gr o u n d r e gi o n, w h er e t h e l eft b ott o m z o o ms t h e cr oss s e cti o n i n t h e 

vi ci ni t y of t h e m e m br a n e. M or e o v er, t h e ri g ht t o p e x hi bits t h e o v ers et c ell t y p e o n 

t h e X -Y pl a n e o n t h e mi d dl e  of t h e  m e m br a n e  wit hi n t h e b a c k gr o u n d r e gi o n , w h er e 

t h e ri g ht b ott o m e nl ar g es a d et ail of t h e o v ers et c ell t y p e o n t h e m e nti o n e d pl a n e i n 

t h e vi cini t y of t h e m e m br a n e. T h e c ells o v er t h e m e m br a n e i n t h e air si d e of t h e 

b a c k gr o u n d ar e c o v er e d b y t h e o v ers et  m e s h, w hi c h m e a n s t h at t h e w at er c a n p e n e-

tr at e i n t h e air. 

 

Fi g ur e 4 .1 5 : O v er s et c e ll ty p e f or o n e r e gi o n wit h 2 a cti v e l a y ers f or t h e m e m br a n e i n b ot h 

si d es at 0. 0 1 8 s aft er i m p a ct  ( a cti v e ( a q u a), i n a cti v e ( d ar k bl u e), a n d a c c e pt or (r e d)) (I n t h e 

b ott o m, t h e m e m br a n e is r e pr e s e nt e d b y r e d c ol or wit h o p a cit y 0. 1 t o m a k e t h e o v ers et 

m es h b e s e e n).  
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Fi g ur e 4 .1 6 : O n e r e gi o n wit h 2 a cti v e l a y ers f or t h e m e m br a n e i n b ot h si d es at 0. 0 1 8 s aft er 

i m p a ct 

T o a v oi d t h e r e s ulti n g u nr e alisti c fl o w s ol uti o n, t h e i niti all y c o nstr u ct e d p art f or t h e 

b a c k g ro u n d ( b ef or e t h e s u btr a cti o n) w a s di vi d e d i nt o t w o p arts t hr o u g h i nt er n al 

w all s. A s a c o n s e q u e n c e , t h e V O F c h a n n el si d e a n d t h e air si d e w e r e s plit t h oro u g hl y 

a n d attri b ut e d t o t w o diff er e nt r e gi o ns  (t w o-r e gi o n b a s e d b a c k gr o u n d). T h e f or m er 

w a s s el e ct e d t o  b e  i nt erf a c ed  wit h t h e o v er s et r e gi o n; h e n c e t h e o v ers et m e s h b e-

c a m e  d e a c ti v at e d w h e n e xt e n d i n g o v er t h e V O F r e gi o n.  A s a c o n s e q u e n c e, if t h e 

o v ers et r e gi o n e x p a n d e d o v er t h e b affl e s, t h e o v ers et r e gi o n c ells l o c at e d i n t h e air 

si d e fill e d wit h t h e a m bi e nt air  c o ul d b e d e a cti v at e d.  

A s m e nti o n e d b ef or e, si mil ar t o t h e si m ul ati o n di s cr eti z e d b y t h e st a n d ar d m es h, t h e 

p ol y h e dr al m es h m o d el w as us e d as v ol u m e m es h t o g u ar a nt e e  a c o nf or m al m e s h 

a cr o ss t h e i nt erf a c e s. H o w e v er , t o c a pt ur e t h e w at er fr e e s urf a c e, a c o nf or m al pris-

m ati c l a y er w a s e nf or c e d t o b e b uilt at t h e fr e e s urf a c e.  

Si mil ar t o t h e st a n d ar d m es h t e c h ni q u e, t h er e w as a n e e d f or a l a g di st a n c e f or t h e 

p o siti o n of t h e fl ot s a m wit hi n  t h e s oft w ar e of St ar C C M + t o f oll o w t h e m oti o n of t h e 

fl ots a m. 

T o r e d u c e t his di st a n c e, b ot h t h e ar e a s urr o u n di n g t h e n o s e of t h e fl ots a m  a n d  t h e 

r o ut e tr a c k e d b y t h e fl ots a m wer e  r efi n e d. Fi n all y, t h e fl ot s a m i n t h e fl ui d d o m ai n 

l a gg e d  o nl y 4  c m  b e hi n d its c o u nt er p art wit hi n t h e str u ct ur al d o m ai n , w hi c h is a c-

c e pt a b l e i n e n gi n e eri n g a p pli c ati o ns. 



83 

The inlet, the outlet and the side wall of the channel side were not be extruded, in 

contrast to the previous simulation in order to reduce the computational cost. 

As a general requirement for an overset interpolation, the overset mesh boundaries 

should overlap the background mesh (the mesh covering the channel side) by at least 

4-5 cell rows unless they are assigned to work as a wall instead of an overset bounda-

ry (Siemens AG 2019) [88]. 

Flow initialization could be performed by the help of the region index system-defined 

field functions and the position-dependent user defined field functions. 

Within the background region, the side walls, the top and the air environment be-

neath were defined as symmetry planes (blue), while a wall boundary was specified 

for the bottom of the channel (grey). With the exception of the inner boundaries 

(red, pink, and cyan), the remaining boundaries were chosen as inlet (green) and out-

let (yellow) boundaries, where typical standard models of velocity inlet and pressure 

outlet were applied, respectively (Figure 4.17). 

In the overset region, the flotsam (brown) was selected as wall boundary, whereas 

the other boundaries were marked as overset boundaries (shown in Figure 4.17). 

The red point exhibits the position of the node within the Abaqus interfacing with the 

brown flotsam surfaces. 

 

Figure 4.17: Schematic of the fluid model: the coupled membrane (red), the baffle (pink), 

mimicking the channel wall, the flotsam (brown) surrounded by a cylinder which represent 

the overset region, bottom of the channel (grey), inlet (green), outlet (yellow), symmetric 

sides (blue), internal wall (cyan) 
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A ki n t o t h e st a n d ar d  m es h t e c h ni q u e, a m or p hi n g m o ti o n m o d el (r ef er t o Fi g ur e 4 .1 8 ) 

h a d t o b e assi g n e d t o t h e r e gi o ns. A s a r e s ult, t h e c o u pl e d c o m p o n e nts b et w e e n t w o 

s oft w ar e  w er e p er mitt e d t o tr a c k t h e m o v e m e nt a c c or di n g t o t h eir c o u nt er p art s 

wit hi n t h e A b a q u s . T h e r e d p oi nt e x hi bits t h e p o siti o n of t h e n o d e ( wit hi n t h e 

A b a q u s) i nt erf a ci n g wit h t h e gr e y fl ot sa m s urf a c es.  

 

Fi g ur e 4 .1 8 : M or p hi n g m oti o n  m o d el  sp e cifi c ati o n : dis pl a c e m e nt b y t h e c o -si m ul ati o n  m et h-

o d  (t h e r e d m e m br a n e a n d t h e gr e y fl ot s a m ), fi x e d m o d el ( y ell o w), s y m m etri c si d es ( bl u e) , 

fl o ati n g m o d el ( c y a n) 

O n a c c o u nt of t h e f a ct t h at  t h e m o vi n g fl ots a m i nt e n d e d t o i m p a ct t h e p h ysi c al 

b o u n d ar y of t h e c h a n n el (t h e m e m br a n e), t h e o v ers et i nt erf a c e c o ul d b e s u b stit ut e d 

wit h t h e o v ers et m es h z er o g a p  (r ef er t o s e cti o n  2. 5 ). 

T o g ai n a b ett er u n d erst a n di n g, h o w t h e o v ers et m es h z er o g a p w or ks, diff er e nt s c e-

n ari os wit h a ri gi d w all (r at h er t h a n fl e xi bl e) w er e e x a mi n e d. T o s a v e ti m e, n o p h ysi-

c al c o nt i n uu m w as attri b ut e d t o t h e r e gi o ns. T h e fl ots a m h a d a v el o cit y of 4 m/s i n X 

dir e cti o n f or all si m ul ati o n s . 

T h e  p o ssi bl e iss u e r e s ulti n g fr o m t h e o v ers et m es h z er o g a p w as a n  eli mi n ati o n of a  

n u m b er of  c ells wit hi n t h e g a p . If l e s s n u m b er of c ells (c o m p ar e d t o t h e s p e cifi e d cri-

t eri a) e xist e d, t h e c ells b e c o m e i n a cti v e. T h e d e a cti v ati o n of c ells g a v e ri s e t o a f at al 

pr o bl e m  w h e n d ef or m a bl e b o di es ( h er e o nl y t h e m e m br a n e) w er e aff e ct e d ( Fi g ur e 

4 .1 9 ). I n d et ail, i n a c o -si m ul ati o n  a n al ysis, t h e c o u pl e d b o u n d ari es b et w e e n t w o 

s oft w ar e  h a v e t o  s h ar e t h e s a m e p o siti o n a n d c o nfi g ur ati o n. If a p art of t h e m e m-

br a n e b e c o m es d e a cti v at e d, t h e c o u pl e d m e m br a n e will still n ot b e i d e nti c al  wit hi n 

t w o s oft w ar e, w hi c h st o p s t h e si m ul ati o n fr o m r u nni n g . 
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There were also the cases in which the implementation of the overset mesh zero gap 

had no contribution on the hole-cutting process, where the flotsam could not ap-

proach further towards the membrane. In other words, the simulation with the over-

set mesh zero gap encountered detrimental issues with the hole-cutting process at 

the same time when the simulation conducted by the overset mesh failed to proceed. 

 

Figure 4.19: Overset cell type for two regions with 8 zero gap layers for the flotsam and 2 

zero gap layers for the membrane: active (aqua), inactive (dark blue), and acceptor (red) 

(The torn part on the membrane is deactivated due to a zero gap with the flotsam). 

Moreover, in order to gain a deeper insight through the impact of the geometrical 

parameters of the flotsam when using the overset mesh zero gap, the shape of the 

flotsam was partly altered. 

In this regard, the cylindrical flotsam was exchanged with a conic form at the front 

boundary approaching the membrane (Figure 4.20 and Figure 4.21). 

First, a simulation was executed upon the replaced geometry with 3 prism layers and 

2 zero gap layers for both the flotsam and the membrane. After a solution time of 

0.1691 s, the surface of the flotsam was somewhat deactivated, but the simulation 

could run further until the time of 0.16925 s, when the surface of the membrane was 

also partially deactivated and the simulation stops running at the time of 0.1701 s. 

In detail, the flotsam moved 0.6 mm further (After a solution time of 0.1691 s) and 

approached the membrane more closely, leading to a partly deactivation of the 



86 

membrane surface. A further decrease of 3.4 mm in the gap closure was achieved 

until the simulation failed to be run due to an error at the time of 0.1701 s. 

In fact, the flotsam can approach the membrane 4 cm more closely when the shape 

of the front boundary (the nose) is changed to the conic form. 

An important finding to emerge from the last two simulations is the fact that a 

change in the geometry of the flotsam from a cylinder to a conic cause the flotsam to 

be able to approach the membrane 3.6 cm more closely without any deactivation of 

the membrane surfaces. 

In case of a small gap between a moving body in the overset region and a wall, an-

other possible option has recently been added, which enabled the prism layer shrink-

age to morph the cells within the small gap. 

However, the prism layer shrinkage works as a default with an overset mesh interface 

and an overset zero gap interface when five prism layers are defined on each wall 

boundary that forms the gap. This number of prism layers can be reduced to at least 

four prism layers if the number of (zero) gap layers are altered from 3 (default num-

ber) to 2. 

Moreover, the prism layer shrinkage behavior can be specified or setup as automati-

cally. With shrinkage behavior as automatic, only prism layers at wall boundaries will 

be shrunk whereas shrinkage behavior set to specified alters the default behavior. In 

the latter case, shrinking takes place for that boundary even when it is not a wall 

boundary. 

In order to control the gap closure behavior, the maximum stretch factor has to be 

setup for an overset mesh interface, while for an overset mesh zero gap either the 

maximum stretch factor or the minimum gap distance has to be specified. 

It is recommended (Siemens AG 2019) [88] that the layer reduction percentage (with-

in the specified mesh) has to be changed to zero when the cells within the gap at 

sharp edges and corners have to be shrunk. 

To compare the influence of a shrinkage on the overset cell type, two simulations 

were conducted, where the former (Figure 4.20) and the latter (Figure 4.21) repre-

sented the scenarios without activation of shrinkage, and with enabled shrinkage, 

respectively. 

As mentioned before, for a case with enabled shrinkage, zero gap interface and de-

fault setup (three zero gap layers), at least five prism layers on each wall boundary 
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wit hi n t h e g a p cl os ur e (b et w e e n t h e fl ot s a m a n d t h e m e mbr a n e) w er e  n e c e ss ar y  t o 

b e d efi n e d  (Fi g ur e 4 .2 1 ). Li k e wis e, a n ot h er c a s e wit h di s a bl e d s hri n k a g e f oll o w e d t his 

r e q uir e m e nt ( 5 pris m l a y ers a n d 3 z er o g a p l a y er s f or b ot h t h e fl ots a m a n d t h e m e m-

br a n e) i n or d er t o m a k e c o m p ar a bl e r e s ults  (Fi g ur e 4 .2 0 ). 

Wit h r e g ar d t o b ot h c a s es, t h er e w as n o p o ssi bilit y t o r u n t h e si m ul ati o n f urt h er a n d 

t h e si m ul ati o n st o p p e d d u e t o m es h crit eri a iss u es. N eit h er  t h e fl ots a m n or t h e 

m e m br a n e w a s  d e a cti v at e d  p arti all y  r e g ar di n g t h e c a s e wit h o ut s hri n k a g e, w hil e 

p arts of t h e fl ot s a m w er e d e a cti v at e d i n t h e c a s e wit h e n a bl e d s hri n k a g e.  

H o w e v er, t h e l att er ( s hri n k a g e is a c ti v e) all o w e d t h e pris m l a y er s d efi n e d o n t h e 

m e m br a n e  t o b e s hr u n k. A s a c o ns e q u e n c e, t h e si m ul ati o n c o ul d b e f urt h er e x e c ut e d 

c o m p ar e d t o t h e f or m er, w hi c h i m pli e d t h at t h e fl ot s a m c o ul d a p pr o a c h t h e m e m-

br a n e m or e cl o s el y w h e n s h ri n k a g e w as a cti v at e d (Fi g ur e 4 .2 1 ). 

 

Fi g ur e 4 .2 0 : O v er s et C ell T y p e f or tw o r e gi o n s wit h 5 pris m l a y ers a n d 3 z er o g a p l a y ers f or 

b ot h t h e fl ot s a m a n d t h e m e m br a n e  ( a cti v e ( a q u a), i n a cti v e ( d ar k bl u e), a n d a c c e pt or (r e d)) 
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Fi g ur e 4 .2 1 : O v er s et C ell T y p e f or tw o r e gi o n s wit h 5 pris m l a y ers, e n a bl e d s hri n k a g e  a n d 3 

z er o g a p l a y ers f or b ot h t h e fl ot s a m a n d t h e m e m br a n e  ( a cti v e ( a q u a), i n a cti v e ( d ar k bl u e), 

a n d a c c e pt or (r e d))  

I n t his r e g ar d, fi v e pris m l a y er s (Fi g ur e 4 .2 0  a n d Fi g ur e 4 .2 1 ) w er e a c c o m m o d at e d 

wit hi n t h e pris m l a y er t ot al t hi c k n e s s of 1 c m  w hi c h w a s  al s o i m pl e m e nt e d f or t h e 

si m ul ati o n wit h t hr e e pris m l a y er s  a n d t w o z er o g a p l a y er s . It i m pli e s t h at a fi n er 

m es h  w a s  a p pli e d wit hi n t h e  b o u n d ar y l a y er b y t h e n e w m e s h s et u p  (Fi g ur e 4 .2 0  a n d 

Fi g ur e 4 .2 1 ). N o n et h el ess, Fi g ur e 4 .2 0  a n d Fi g ur e 4 .2 1  h a v e ill ustr at e d t h at a n arr o w-

er g a p cl os ur e c a n n ot b e a c hi e v e d o nl y b y r efi n e m e nt of t h e pris m l a y er s. I n p arti c u-

l ar, t h e fl ots a m wit h t hr e e pris m l a y er s a cr o ss t h e g a p cl os ur e c o ul d a p pr o a c h t h e 

m e m br a n e 4. 2 m m m or e cl os e l y t h a n t h e c a s e i n w hi c h fi v e pris m l a y er s o n e a c h w all 

b o u n d ar y wit hi n t h e g a p cl os ur e ( Fi g ur e 4 .2 0 ) w as us e d. H o w e v er, t h e g a p c o ul d b e 

r e d u c e d b y 3. 6 m m w h e n s hri n k a g e w a s a cti v at e d ( Fi g ur e 4 .2 1 ), w hi c h is still 0. 6 m m 

l ar g er t h a n t h e c a s e i n w hi c h t hr e e pris m l a y er s o n e a c h w all b o u n d ar y a n d t w o z er o 

g a p l a y er s wit hi n t h e g a p cl os ur e w er e i m pl e m e nt e d . 

4. 3  C o -si m ul ati o n  m o d el s et u p  a n d r e s ult s  

T hr e e c o -si m ul ati o n  z o n es w e r e s p e cifi e d, i n cl u di n g t w o s urf a c e -t o-s urf a c e c o u pli n gs 

a n d o n e s urf a c e -t o-p oi nt c o u pli n g.  

T h e c o -si m ul ati o n s h a d t o b e p erf or m e d i n t w o c o -si m ul ati o n  st e p s, al b eit wit h a pr e-

l o a d st e p b ef or e t h e fir st c o -si m ul ati o n  st e p w as r el e as e d. I n t h e f or m er c o -

si m ul a ti o n st e p, t h e fl ots a m w as a c c el er at e d t o w ar d s t h e m e m br a n e b a s e d o n t a b u-

l ar a m plit u d e. O n t h e c o ntr ar y, t h e a c c el er ati o n s o ur c e h a d t o b e r e m o v e d fr o m t h e 
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flotsam in the latter step; however, the flotsam moved forwards in a short time span 

before it rebounded. 

The data were exchanged between two Star CCM+ boundaries on the imported de-

formed membrane (the inner and outer surfaces of the membrane) and two corre-

sponding Abaqus surfaces where the identical positions, configurations, and orienta-

tions of the coupled surfaces had to be ensured. Any contradiction in the configura-

tion of the membrane in both software either stopped the co-simulation from work-

ing or enabled only partial data mapping at least. The boundary representing the flot-

sam within the fluid domain was earmarked for a movement according to the refer-

ence node of the rigid flotsam inside of the structure domain. In contrast, there was 

no need for a similarity in either the position or the configuration of the flotsam in 

two codes as a result of a surface-to-point coupling. Hence, the flotsam could be lo-

cated in the fluid domain a little behind its position in the structure domain to pre-

vent the execution from a failure when two structures maintained contact. 

The identical geometry for the co-simulation coupled membrane within the fluid and 

the structure domain permitted the reference configuration for mappers to be set as 

the original coordinates (as against to the current coordinates) which needed less 

computational cost in comparison with the current coordinates. Within the mapper 

setting, the normal vectors of the surfaces were checked to guarantee that the Star 

CCM+ boundary was appropriately orientated toward the corresponding Abaqus sur-

face. 

To follow an instruction in the Star CCM+ user guide (Siemens AG 2019) [88] when 

utilizing shell elements for the discretization of a structure model, rotations were 

conversely not mapped. The coupled surfaces, the coupled node, the exchanged 

fields, and co-simulation steps had to be defined by co-simulation commands and co-

simulation controller appended to the Abaqus input file. 

The automatic thin-out Cl factor as residual basis functions (RBF) parameter was de-

creased to 0.5, with the intention of increased morpher sensitivity to the mesh de-

formation. 

The co-simulation was executed in an implicit iterative manner and a sequential or-

der. 

The Star CCM+ was preferred as a mapper of both directions, while the Abaqus was 

selected as the leading software in the coupling scheme (recommended for FSI analy-

sis (Siemens AG 2019) [88]). The selection of the Abaqus for leading a co-simulation 

added more stability in comparison with the alternative (the Star CCM+ as the leading 
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software) with the same computational cost since the fluid mesh could be synchro-

nized with the structure mesh instead of lagging by an iteration. The coupling step 

which is the period between two consecutive synchronized exchanges was defined at 

the commencement of the co-simulation and set as fixed to 0.00005 s. 

Moreover, the minimum number of exchange within co-simulation was set to 15 with 

the minimum inner iterations per exchange of 3. Likewise, the stopping criteria 

stopped the exchanges within each time step (the inner iterations) if both the mini-

mum inner iterations per time step of 45 and the co-simulation displacement residual 

of 0.0001 were satisfied. On the other hand, the maximum inner iterations per time 

step of 180 enabled more exchanges per time step until the co-simulation displace-

ment residual of 0.0001 was ensured. 

A common approach to prevent the co-simulation from destabilization was to allow 

the flow to be developed around the coupled boundary. For this purpose, the co-

simulation was initialized with the solution achieved by deactivated co-simulation 

and mesh morpher solvers, which imparted a rigid characteristic to the flexible struc-

ture. Once the flow tended to be stable, the co-simulation was launched with both 

the enabled co-simulation and mesh morpher solvers, and a cleared solution history. 

Furthermore, the stresses in the structure could not be restored in the simulation 

with deformed parts due to the type of the used elements. That provides an explana-

tion why a preload step was defined in the co-simulation input file before the former 

co-simulation step started to work. 

Consequently, a mesh morpher solver was allowed to be activated within the initiali-

zation process, which made it possible for the resulting deformations in the preload 

step to be mapped on the interfaces within the fluid domain. 

The restart frames were managed to be written in the Abaqus output file in specified 

intervals synchronized with the auto save settings within the Star CCM+ so that an 

Abaqus restart could be executed to continue the analysis from the previous saved 

state. In such a way, some calculated data could be retrieved in case the analysis was 

terminated. Besides, a restart frame needed to exist definitely at the time when the 

flotsam hit the membrane. The inevitability of the restart step stemmed from the fact 

that two co-simulation steps were not permitted to be defined in the Abaqus input 

file, while the acceleration source (here velocity boundary type for the flotsam) had 

to be switched from enabled to disabled within the sequential co-simulation steps. 

Figure 4.22 until Figure 4.29 represent the numerical results captured by the overset 

mesh technique. 
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The displacement fields on the membrane after the preload step which takes 1s be-

fore the co-simulation starts are depicted in Figure 4.22. In this interval, no coupling 

took place between two software. 

Also, Figure 4.23 and Figure 4.25 represent the displacement fields for the mem-

brane, the velocity field on the water free surface and the relative pressure field on 

the membrane respectively when the flotsam tended to impact the membrane. 

As a result of the coupling with the fluid domain, a subtle increase in the membrane 

deformation and the relative pressure load on the membrane can be seen. 

In detail, the maximum total displacement increased from 2.484 cm (Figure 4.22) to 

2.564 cm (Figure 4.23) when co-simulation started to work. In the meanwhile, there 

was an increase in the maximum displacement in X direction from 1.892 cm (Figure 

4.22) to 1.989 cm (Figure 4.23). Moreover, the impact zone on the membrane de-

formed almost 1.496 cm totally and 0.907 cm in X direction at the time of impact, 

respectively. 

The maximum displacement of the membrane, which is illustrated in Figure 4.26, was 

achieved after 0.104 s contact with the flotsam. The figure exhibits a big difference 

for the membrane deformation compared to Figure 4.22 and Figure 4.23, which en-

sued from the impact with a heavy moving flotsam. 

In other words, the membrane experienced a maximum total displacement of 28.81 

cm and a maximum displacement in X direction of 27.78 cm after an impact time of 

0.104 s (Figure 4.26). 

In fact, there were increases of 27.314 cm and 26.873 cm in the total displacement 

and the maximum displacement in X direction (during impact), respectively. For the 

same time duration, the membrane deformed 26.8 cm and 26.024 cm in the total 

displacement and the maximum displacement in X direction using the standard mesh, 

respectively. Clearly, the membrane which was simulated with the overset mesh ex-

hibited more deformation than the membrane modeled with the standard mesh (sec-

tion 4.2.1). 
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Figure 4.22: The total magnitude of the displacement (left) and the displacement in X direc-
tion (right) after preloading (The corresponding values for U and U1 are in meter). 

Figure 4.24 and Figure 4.27 exhibit the overset cell type immediately before impact 
and after impact time of 0.104 s, respectively. In these figures, the left top shows the 
overset cell type for a section on the water level within the background region, where 
the left bottom magnifies the view in the vicinity of the membrane. Furthermore, the 
right top exhibits the overset cell type on the X-Y symmetric plane of the overset re-
gion, where the right bottom enlarges a detail of the overset cell type on the men-
tioned plane in the neighborhood of the membrane. 

  
Figure 4.23: The total magnitude of the displacement (left) and the displacement in X direc-

tion (right) at the time of impact (The corresponding values for U and U1 are in meter). 
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Fi g ur e 4 .2 4 : O v er s et c ell t y p e at t h e ti m e of i m p a ct ( a cti v e ( a q u a), i n a cti v e ( d ar k bl u e), a n d 

a c c e pt or (r e d))  (I n t h e b ott o m, th e m e m br a n e is r e pr e s e nt e d b y r e d c ol or  wit h o p a cit y 0. 1 t o 

m a k e t h e o v ers et m es h b e s e e n).  

 

 

Fi g ur e 4 .2 5 : T h e v el o cit y fi el d o n t h e w at er fr e e s urf a c e (l eft) a n d t h e r el ati v e pr e ss ur e l o a d 

o n t h e pr ot ot y p e  (ri g ht) at t h e ti m e of i m p a ct 
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Figure 4.26: The maximum total displacement (left) and the displacement in X direction 
(right) at 0.104 s after impact 

 
Figure 4.27: Overset cell type at 0.104 s after impact (active (aqua), inactive (dark blue), and 
acceptor (red)) (In the bottom, the membrane is represented by red color with opacity 0.1 to 

make the overset mesh be seen). 

Moreover, the velocity field on the water free surface and the relative pressure field 
on the membrane are represented in Figure 4.28. The fluid pressure and the velocity 
fields are more or less similar to the hydrostatic state when the moving flotsam is 
either in the immediate vicinity of the membrane (Figure 4.25) or even in contact 
with the membrane (Figure 4.28). 
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Figure 4.28: The velocity field on the water free surface (left) and the relative pressure load 

on the prototype (right) after 0.104 s after impact 

Since the numerical findings contradict strongly the everyday experience (overpres-

sure nearby the impact zone), a further simulation with the same geometry, mesh, 

and physics within the fluid domain was conducted in order to verify the accuracy of 

the model setup for the fluid domain. Nonetheless, the membrane was modeled as a 

rigid structure in the latter model (refer to Figure 4.29) contrary to the former one. 

The comparison between the two results justifies why the former fluid case and hy-

drostatic state resemble each other, resulting in a negligible difference in the results 

for the water flow regardless of the applied meshing strategy (either the standard 

mesh or the overset mesh). 

Figure 4.29 exhibited a huge influence of the flotsam on the water flow velocity and 

the relative pressure on the membrane (especially an overpressure in the contact 

zone) when the membrane was represented as a rigid thin structure. In fact, the de-

formation of the flexible membrane as a result of the impact mitigated the effect of 

the impact between two structures on the water flow even in the contact zone. 

 

 

Figure 4.29: The velocity field on the water free surface (left) and the relative pressure load 

on the prototype (right) for the flotsam in an immediate distance of the rigid wall (rather 

than flexible wall as in Figure 4.28) 
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4.4 Concluding remarks 

The model was validated through experimental impact tests where the flotsam was 

made to impact the membrane at inbound velocities of approximately 4 m/s. 

The material properties like the density, the Young’s modulus, the Poisson’s ratio and 

the thickness of the membrane were measured experimentally (Table 4.1) and ap-

plied for the numerical model. Moreover, the reinforcing steel cord on the upper 

boundary of the numerical model membrane was set up based on the manufacturing 

material specification (Table 4.2) 

Furthermore, Table 4.3 represents the dimensions and the impact velocity of the flot-

sam, which were applied for both numerical and experimental investigations. 

In addition to the similarity in the material characteristics, the numerical model and 

the experimental membrane shared common boundary conditions, which enabled a 

valid comparison between numerical and experimental results. 

Density 1500 kg/m3 

Young’s modulus 1400 MPa 

Poisson’s ratio 0.1 

Thickness 0.075 mm 

Table 4.1: Material specification for flexible PVC 

Density 7850 kg/m3 

Young’s modulus 2100 GPa 

Poisson’s ratio 0.3 

Diameter 10 mm 

Table 4.2: Material specification for steel circular stringer on the upper boundary 

Mass 330 kg 

Diameter 0.4 m 

Length 3 m 

Velocity at the time of impact 4 m/s 

Table 4.3: Material for flotsam 

The experimental impact test represented a maximum displacement of 30 cm for the 

membrane (Figure 4.30), validating well the three numerical models (the standalone 

Abaqus analysis (the results are presented in chapter 7), the co-simulations with both 
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the standard mesh technique and the overset mesh technique for the fluid region 

discretization).  

 

Figure 4.30: Displacements of the membrane for four time stages during the experimental 

impact investigation in Glauchau (Germany) conducted by the professorship of light struc-

ture at TU Chemnitz (Hesse 2017) [109] (The maximum displacement is shown in the third 

time stage (from left), while the last time stage represents the membrane when returning to 

its initial form). 

The results computed by three different numerical analyses have shown minor dis-

crepancy, which were in well agreement with the experimental outcomes. 

Figure 4.31 draws a comparison between the numerical displacement of the me-

mebrane (computed by co-simulations with the overset mesh technique) and the ex-

perimental displacement of memebrane when the displacements reached their peak. 

Evidently, the numerical result is in good agreement with the experimental meas-

urement. Nevertheless, there are subtle differences which can be explained by the 

difference in boundary condition for two hanging points on the upper edge, the error 

involved when measuring the material properties of the membrane, the impact ve-

locity, and the impact angle in addition to the numerical errors due to the applied 

algorithms for solvers, and the discretization approaches. 

The slight impact of the methods on the behavior of the membrane stems from the 

fact that the flotsam was managed artificially to move and hit the membrane with the 

desired velocity and impact direction in both the experimental and numerical studies, 

where the fluid medium was somehow in hydrostatic equilibrium. 
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Figure 4.31: Comparison between the numerical (red) and experimental (green) results for 

the deformation of the membrane 0.104 s after impact (orange dash lines represents the 

flotsam). 

The effect of the fluid flow versus hydrostatic load on the membrane was far less 

than the extent affected by the impact between the membrane and the flotsam; 

however, in reality, the fluid domain brought the flotsam to hit the membrane, while 

the flotsam was managed artificially to move with a high velocity in both the experi-

mental and numerical studies. It implies that a two-way FSI analysis is inevitable 

when a real impact scenario is investigated. 

The most remarkable result to emerge from the comparison between the behavior of 

the membrane modeled as either rigid or flexible is that the representation of the 

flexible membrane as a rigid one leads to wrong results due to a significant influence 

of the membrane behavior on the fluid. In other words, an impact simulation of the 

behavior of a flexible membrane can be conducted by a standalone Abaqus analysis 

at the cost of accuracy if the effects of fluid domain on the structures can be defined 

by mathematical formulations. In contrast, valid results for the fluid domain can be 
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achieved unless the membrane is simulated as a flexible structure whose defor-

mations have to be computed and transferred to the fluid domain in specific inter-

vals. 

The success in stabilizing the FSI simulation dealing with a huge impact on the flexible 

slender structure interacting with the heavy water medium is a great motivation to 

conduct further research for a comprehensive study of a more complicated phenom-

enon where the statistical flood information is incorporated into the dynamic behav-

ior of the fluid domain. To guarantee a reliable performance for the flood protection 

system against a possible impact, the financial and time investments on more re-

search have to be also economically justified. 

However, in order to realize the above scenario numerically, preliminary numerical 

analyses are required to provide insights into the behavior of light structures in inter-

action with high Reynolds number water flows and water waves. 

For these purposes, the behavior of the down-scale model in response to hydrody-

namic loads will be numerically investigated (chapter 6), where motions of a wooden 

body within a numerical wave channel simulate a one-way piston-type wavemaker. 

The results will also be compared against experimental findings to verify the accuracy 

of the numerical model setups and applied numerical algorithms. 

The reason why the numerical analysis will be performed on the down-scale model is 

the space limitation regarding the experimental investigation on the original mem-

brane.  

Furthermore, experimental analysis of the interaction between the membrane and 

hydrodynamic loads is more convenient by motion of a piston-type wavemaker with-

in a channel closed from two ends compared to water flows with high Reynolds num-

ber. Indeed, performing a laboratory experiment with water flow requires a pump to 

circulate water flow. It provides an explanation why the experiment is carried out 

with water waves instead. 

  



100 

5 Numerical wave generation 

In order to ensure a reliable performance for the flood protection system, a further 

research is required to investigate the interaction between a flexible structure and 

dynamic high Reynolds number water flows. 

In this regard, numerical and experimental analyses will be performed on the down-

scale model membrane (chapter 6), which investigate the behavior of the down-scale 

model in response to hydrodynamic loads. Moreover, the hydrodynamic loads will 

result from the waves which are generated by translational motion of a wooden body 

within a numerical wave channel, representing a semi piston movement. 

The investigations will be conducted on the down-scale model due to the space limi-

tation related to the experimental investigation on the original membrane. 

Although an experimental analysis of the interaction between the membrane and 

hydrodynamic loads can be carried out in the presence of a high velocity water flow, 

the generation of a water wave forming a dynamic high Reynolds number water flow 

adds more convenience for the experimental investigation. 

In fact, a water wave can be generated by the translational movement of a piston-

type wavemaker within a channel which is closed from two ends. With this setup, in 

contrary to the case when a high velocity water flow is selected, there is no need to 

use a pump to circulate the water flow. In addition, an experimental investigation 

subjected to a water wave can be conducted in a comparable shorter water channel 

which saves cost and time. 

Nevertheless, to capture the water free surface and consequently maintain the wave 

shape, there are some parameters like the type of the wavemaker, the discretization 

model, the reflection of the water wave from boundaries, and the appropriate time 

step which need special attention.  

As mentioned before, conducting a numerical simulation in which the interaction be-

tween a light structure and a heavy fluid domain is inherently a time consuming task. 

What makes the target case even worse is the fact that the generation of water 

waves is not a straightforward matter. 

That explains why a preparatory simulation is needed to shed light on the numerical 

wave generation before proceeding with investigating the behavior of the membrane 

interacting with the water wave. 
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This chapter aims at providing an overview of methods and investigations featuring a 

free surface to explain the requirements as well and finally to compare numerical 

results for an exemplary case against theoretical findings. 

To produce waves in water tanks, flap-type, plunger-type, and piston-type wavemak-

ers are common to use, which are distinct from each other solely based on their mo-

tion. 

The piston-type wavemaker consists of a vertical board with translation in the hori-

zontal direction (back and forth) (Figure 5.1). 

 

Figure 5.1: The piston-type wavemaker (Kusumawinahyu et al. 2006) [110] 

 

In Figure 5.1, X and Z stand for axes of a three-dimensional Cartesian coordinate sys-

tem. Moreover, S, h, and H represent the stroke of the wavemaker, the water depth, 

and the wave height, respectively. 

In shallow water, it is more efficient to generate the waves by a piston wavemaker 

because the piston motion is more similar to the water particle trajectories under the 

waves, where the horizontal velocities of the water wave particle over the water col-

umn remain almost constant. Moreover, evanescent standing waves have less influ-

ence on results compared to the flap wakemakers and the plunger wavemakers. Also, 

a piston wavemaker needs a shorter wavemaker stroke than a flap wavemaker to 

achieve an identical wave height. While a flap-type wavemaker is the hinged board 

revolving around a rotation, a plunger-type wavemaker comprises the solid body os-

cillating vertically around the mean water level, where the displacement of the fluid 

by means of the vertical motion contributes to the wave motion. 
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In contrast, in deeper water, the flap wavemakers and the plunger wavemakers are 

more convenient devices to generate waves on account of the fact that the wave mo-

tions are restricted to near the surface. In fact, a piston wavemaker demands more 

energy to move in deep water. 

At the current work, the generation of the waves by a piston wavemaker will be fol-

lowed because a shorter wavemaker stroke is required to capture an identical wave 

height which results from a flap wavemaker. It is evident that a shorter wavemaker 

stroke implies a shorter water wave channel which makes savings in the cost of the 

numerical and experimental analyses. 

Linearized wavemaker theory contributes to the estimation of the amplitude of the 

progressive wave (the desired wave) radiating away from the wavemaker, and the 

shape of the evanescent modes which exist near the wavemaker. 

The surface tension at the air-water interface is assumed to be negligible, which is 

typically a valid simplification for free water surface flows without capillarity, cavita-

tion, and droplets. 

The free surface is featured to satisfy two requirements; the kinematic and the dy-

namic free surface conditions (Faltinsen 1993) [111]. The former enforces a particle 

on the free surface to remain on the free surface, while the latter imposes the equali-

ty between the water pressure and the atmospheric pressure at the free surface. 

Free surface treatment methods are divided into two main categories, namely inter-

face tracking methods and interface capturing methods. 

In the interface tracking methods, a sharp interface (boundary) represents the free 

surface needed to be followed during the solution. In the interface tracking methods, 

the mesh has typically to be updated to accommodate new free surface shapes. 

The interface tracking techniques work according to the deforming spatial do-

main/stabilized space time (DSD/SST) formulation, where the interface-tracking 

might require sometimes an overwhelming mesh generation, perhaps too complex or 

time consuming, which makes it disadvantageous be implemented. 

The interface capturing techniques are formulated typically over non-moving meshes, 

which incorporate an advection equation to the flow equations. The interface func-

tion presenting the location of the interface during the solution time evolves from the 

advection equation. The volume of fluid (VOF) approach, monitoring a volume within 

a fixed domain which encircles the free surface, belongs to the category of interface 

capturing methods. 
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The VOF approach implements the function of 𝐶, where a value of one stands for 

filled with fluid and zero represents empty. The free surface solution can be captured 

by solving the following equation. 

 
𝜕𝐶

𝜕𝑡
+ 𝛻 ∙ (𝑣𝐶) = 0 (5.1) 

Where 𝑡, 𝐶 and 𝑣 stand for time, the phase fraction function and velocity at the inter-

face, respectively. 

Moreover, symbols of ∙ and 𝛻 ∙ represent the scalar product operator and the diver-

gence operator applying on a vector field, which produces a scalar field, respectively. 

The implementation of the kinematic and dynamic free surface conditions in the VOF 

method is affected by the approach defining the two phase flow. 

Hirt and Nichols (1981) [112] solved the flow equations only for the liquid phase, 

where a pressure interpolation scheme enforced the kinematic and dynamic free sur-

face conditions on the correct boundary location. 

In Muzaferija’s approach (Muzaferija and Peric 1999) [113], both the air and water 

phases were assumed as a single fluid with varied properties (like pressure, viscosity) 

in accordance with the volume fraction, where the kinematic and dynamic free sur-

face conditions were imposed implicitly on the solution. 

Discontinuities regarding the VOF method necessitate some special care for the dis-

cretization of the convection term and the time step as well as to capture a sharp in-

terface. The issue with regard to the first order upwind is a false diffusion, while the 

higher order schemes, such as second order central differencing or Crank-Nicholson 

suffer from an unboundedness problem. 

The high resolution interface capturing (HRIC) scheme (Muzaferija and Peric 1999) 

[113] have succeeded in the elimination of issues with the convective transport of 

immiscible fluid phases based on the normalized variable diagram (NVD), which 

makes it a proper scheme to follow sharp interfaces. 

The normalized variable diagram (NVD) approximates the normalized cell face value 

in conjunction with the Courant number by a correlation between the cell face with 

three neighboring cells in the downwind, central, and upwind positions. 

From mathematical viewpoint, the Courant-Friedrichs-Lewy (CFL) condition is a nec-

essary condition for convergence in the numerical solution of certain partial differen-

tial equations (usually hyperbolic PDEs) by explicit time integration schemes. 
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For the one-dimensional case, the CFL condition is defined as follows: 

 𝐶𝑂 = 𝑣
𝛥𝑡

𝛥𝑥
≤ 𝐶𝑂𝑚𝑎𝑥  (5.2) 

where 𝐶𝑂, 𝑣, ∆𝑡 and ∆𝑥 denote the dimensionless Courant number, the magnitude 

of the velocity, the time step, and the length interval, respectively. 

The CFL imposes consequently a limitation on the time step so that the time step 

must be less than a certain time in many explicit time-marching numerical schemes; 

otherwise stability issues or incorrect results are inevitable. 

The value of 𝐶𝑂𝑚𝑎𝑥  is dependent on the applied discretization, especially if the 

method is explicit or implicit. For an explicit time-marching method, 𝐶𝑂𝑚𝑎𝑥  can typi-

cally set to 1. Implicit time-marching procedures exhibit more numerical stability, 

where larger values of 𝐶𝑂𝑚𝑎𝑥 may be tolerated. 

The research on waves is conducted also empirically, for instance by Ursell et al. 

(1960) [114], Keating et al. (1977) [115], and Patel and Ionnaou (1980) [116] for pis-

ton and flap-type wavemakers. 

Ursell et al. (1960) [114] conducted experimental measurements on the waves gen-

erated by a piston type wavemaker for different wave steepnesses. 

Their results exhibited that the measured wave heights (for large wave steepnesses) 

are typically 10 % less than the values estimated on the basis of the linear wave theo-

ry. 

The first theory on linear forced waves was introduced by Havelock (1929) [117] with 

the assumption of inviscid water flow with finite depth for piston-type and flap-type 

wavemakers. Biesel and Suquet (1951) [118] presented later linearized solutions for 

both flaps and piston-type wavemakers. 

To analyze the generation of long waves, classical linear wave theory was developed 

to second-order accuracy by Madsen (1971) [119]. 

The high discrepancy in the wave troughs predicted for large waves based on the 

second-order wave theory promoted the development of higher order solutions 

(Dean and Dalrymple, 1991) [120]. 

The third order theory proposed by Borgman and Chappelear (1957) [121] and fifth 

order theory developed by Fenton (1985) [122] are typical examples. 
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Nevertheless, the extension of the wave theory to higher orders was extremely com-

plicated. Consequently, waves have been studied numerically as an alternative ap-

proach. 

Numerical investigation facilitates many researches which can not be carried out by 

analytical methods, for instance the study of surface waves in the interaction with an 

arbitrary shaped solid object. 

Every approach to capture the free surface has been implemented by many re-

searchers. Exemplary works will be presented as follows: 

Kim et al. (2001) [123] simulated numerically 3-D nonlinear multi-directional waves 

by the help of a finite difference method and a modified marker-and-cell (MAC) 

method. To dissipate the reflected outgoing waves, an artificial damping zone at the 

end of the tank was devised. 

Sun and Faltinsen (2006) [124] developed a 2-D numerical tank using the boundary 

element method in order to simulate the coupling between an elastic cylindrical shell 

and the water free surface flow. 

A three-dimensional higher order boundary element model (HOBEM) was imple-

mented by Ning and Teng (2007) [125] to investigate a fully nonlinear irregular wave 

tank. The model was further developed by Ning et al. (2008) [126] to simulate nonlin-

ear regular and focused waves for an infinite water depth. The dissipation of the out-

going waves was achieved by imposing a spatially varying artificial damping on the 

free surface. This method was used later by Yan and Liu (2011) [127] to study nonlin-

ear wave-wave and wave-body interactions within a 3-D numerical wave tank. 

Wu and Hu (2004) [128] applied the velocity potential theory in addition to a FEM 

formulation within the numerical tank equipped with a wavemaker in order to simu-

late the mutual influence for water waves and a floating cylinder. Moreover, a com-

bination of a damping zone and the Sommerfeld condition was implemented in the 

backside of the tank to deal with wave reflection issues. 

Hadžić et al. (2005) [129] used the commercial CFD code of Comet to study the mo-

tion of a floating rigid body (with 6 degrees of freedom) subjected to large amplitude 

waves inside a 2-D NWT, where the body movement and the CFD code solution 

communicated by user-coding interfaces. 

The CFD code of Comet was later utilized by Agamloh et al. (2008) [130] to develop a 

3-D numerical wave tank, where fluid-structure interaction of a water wave and a 

cylindrical ocean wave energy device was of interest. 
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Sriram et al. (2006) [131] used a numerical piston type wavemaker for the generation 

of 2-D nonlinear waves, where the finite element approach along with a cubic spline 

approximation was implemented to solve the governing equations. Their investiga-

tion aimed at modeling sloshing and wave interaction with a submerged obstacle. 

Liang et al. (2010) [132] studied experimentally and numerically (using the commer-

cial CFD software of Fluent) a piston type wavemaker for the generation of an irregu-

lar wave train. 

Lal and Elangovan (2008) [133] investigated linear water waves generated by a flap 

type wavemaker by means of the finite volume based package of Ansys CFX, where 

the NWT was equipped with a beach at the end of the tank to damp a reflected wave. 

Prasad et al. (2017) [134] used the commercial CFD software of Ansys CFX to simulate 

the waves generated by a piston-type wakemaker in a 3-D numerical wave tank 

(NWT). The numerical results were compared against the experimental data, where 

the experimental setup consisted of a turbine. 

Spence’s work (2014) [135] on his thesis was carried out by the CFD software of Star 

CCM+ on the interaction between the free surface flow and vessels, representing a 

satisfactory result for a ship resistance prediction. 

Gomes and his co-workers (2009) [136] suggested two different numerical methodol-

ogies to generate regular gravity waves by a piston-type movement, where the Fluent 

solved the free surface flow. 

In the first approach, a user defined function (UDF) controlled a change in the velocity 

of a moving wall, where the wall motion was defined based on a equation proposed 

by Liu et al. (2008) [137]. 

The second approach developed by Horko (2007) [138] imposed an entry velocity (ve-

locity inlet) on the wave generator by means of a user defined function (UDF). The 

velocity was modified based on the equations describing the motion of the free sur-

face in Stokes second order theory. 

Quân (2009) [139] presented in his master thesis a mathematical formulation for the 

wave generation using a piston-type and a flap-type wavemaker in a basin, as follows 

and achieved results by the Python programming language. 

If the horizontal displacement of the wavemaker is defined as: 

 𝑥 =
𝑆(𝑌)

2
𝑠𝑖𝑛(𝜎𝑡) (5.3) 
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where 𝑆(𝑌), 𝜎 and 𝑡 denote the stroke of the wavemaker, the angular frequency of 

the wavemaker and time, respectively. 

Moreover, the stroke of the wavemaker would be described as follows. 

 
𝑆(𝑌) = {

𝑆,                     𝑝𝑖𝑠𝑡𝑜𝑛 𝑚𝑜𝑡𝑖𝑜𝑛

𝑆 (1 +
𝑌

ℎ𝑤
) , 𝑓𝑙𝑎𝑝 𝑚𝑜𝑡𝑖𝑜𝑛

 (5.4) 

where 𝑌 and ℎ𝑤 are the vertical coordinate with the origin on the water free surface 

and the water depth, respectively. 

To generate water waves by means of a wavemaker, several evanescent standing 

waves would be produced in addition to the desired progressive wave.  

In the next section, the theoretical formulations for the water waves generated by 

either a piston wavemaker or a flap wavemaker will be discussed.  

5.1 Theoretical estimation of the waves 

By applying the linearized form of the dynamic and kinematics free surface boundary 

conditions, the governing equations can be achieved. 

 𝜎2 = 𝑔𝑘𝑝 𝑡𝑎𝑛ℎ(𝑘𝑝ℎ𝑤) (5.5) 

 𝜎2 = −𝑔𝑘𝑠 𝑡𝑎𝑛(𝑘𝑠ℎ𝑤) (5.6) 

where 𝑔, 𝑘𝑝, 𝑘𝑠 and 𝜎 are the gravitational acceleration, the wave number for the 

progressive wave, the wave numbers for the standing waves and the angular fre-

quency of the wavemaker. 

The subscripts 𝑝 and 𝑠 on 𝑘 indicate progressive and standing waves, respectively. 

The angular frequency of the wavemaker (𝜎) can be related to the period of the de-

sired water wave (𝑇), as follows: 

 𝜎 =
2𝜋

𝑇
 (5.7) 

Eq. (5.5) represents the dispersion relationship for the progressive wave, whereas eq. 

(5.6) defines the wave numbers for the standing waves which have exponentially de-

creasing amplitudes in proportion to the distance from the wavemaker. 
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To approximate graphically the roots for the equations of (5.5) and (5.6), they can be 

written as eq. (5.8) and eq. (5.9), respectively. 

When  
σ2hw

g
= 1, the new equations can be solved as shown in Figure 5.2 and Figure 

5.3, respectively. 

In Figure 5.2, two different curves which represent respectively the left and right 

sides of eq. (5.8) are plotted versus 𝑘𝑝ℎ𝑤. The intersection of the curves contributes 

to the wave number for the progressive wave (𝑘𝑝). 

 𝜎2ℎ𝑤
𝑔

.
1

𝑘𝑝ℎ𝑤
= 𝑡𝑎𝑛ℎ(𝑘𝑝ℎ𝑤) (5.8) 

 𝜎2ℎ𝑤
𝑔

.
1

𝑘𝑠ℎ𝑤
= −𝑡𝑎𝑛(𝑘𝑠ℎ𝑤) (5.9) 

 
 

Figure 5.2: The solution for the progressive wave (Here h represents the water depth, where 

the horizontal axis is in m and the vertical axis in m-1) (Quân 2009) [139]. 

Likewise, the left and right sides of eq. (5.9) are exhibited by two different curves 

(Figure 5.3) plotted relative to 𝑘𝑠ℎ𝑤, where their intersections result in the wave 

numbers for the standing waves (𝑘𝑠). 
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Figure 5.3: The solutions for the standing waves (Here h represents the water depth, where 

the horizontal axis is in m and the vertical axis in m-1) (Quân 2009) [139]. 

 

By given parameters like the desired wave height of 𝐻 (refer to eq. (5.13) and eq. 

(5.14)), the wave period of 𝑇 (the wavemaker angular frequency of 𝜎 as a result), and 

the depth of the water wave (ℎ𝑤), eq. (5.5) obtains only one solution, which implies 

the generation of one progressive wave. In contrast, eq. (5.6) gives an infinite number 

of solutions, where there is an exponential decrease in the amplitude of the countless 

standing waves with an increase in the standing wave number (𝑘𝑠). That is why some 

smallest roots, for example three first roots have to be found. 

By means of a formulation proposed by Fenton and McKee (1990) [140] (eq. (5.10)) 

for the wave length (𝐿), the root of eq. (5.5) for the progressive wave, namely 𝑘𝑝, 

can be approximated as follows. 

 

𝐿 = 𝐿∞ (𝑡𝑎𝑛ℎ (
𝜎2ℎ𝑤
𝑔
)

3
4

)

2
3

 (5.10) 

 𝐿∞ = 𝑔
𝑇2

2𝜋
   (5.11) 

 ⇒ 𝑘𝑝 =
2𝜋

𝐿
 (5.12) 

 

For 𝑘𝑠, three starting estimates of three roots can be made from Figure 5.3 as 
π

hw
,

2π

hw
 and 

3π

hw
, respectively. 
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The stroke of the piston and the wave height are correlated as follows (Dean and Dal-

rymple 1991) [120]: 

For flap wavemaker: 

 
𝐻

𝑆
= 4

𝑠𝑖𝑛ℎ(𝑘𝑝ℎ𝑤)

𝑘𝑝ℎ𝑤
⋅
𝑘𝑝 ℎ𝑤𝑠𝑖𝑛ℎ(𝑘𝑝ℎ𝑤) − 𝑐𝑜𝑠ℎ(𝑘𝑝ℎ𝑤) + 1

𝑠𝑖𝑛ℎ(2𝑘𝑝ℎ𝑤) + 2𝑘𝑝ℎ𝑤
 (5.13) 

For piston wavemaker: 

 
𝐻

𝑆
=
2[𝑐𝑜𝑠ℎ(2𝑘𝑝ℎ𝑤) − 1]

𝑠𝑖𝑛ℎ(2𝑘𝑝ℎ𝑤) + 2𝑘𝑝ℎ𝑤
 (5.14) 

where 𝐻, 𝑆, 𝑘𝑝, and ℎ𝑤 are the wave height, the stroke of the piston type wavemak-

er, the wave number for the progressive wave and the water depth, respectively. 

The following study only focuses on the precision of the waves generated by a piston 

type wavemaker within the overset mesh framework, which will be used in the next 

chapter in a more complicated simulation. Next section presents a numerical model 

setup for a simple geometry which provides a good perspective for the target FSI nu-

merical investigation. In order to generate a water wave, a piston wavemaker is pre-

ferred because the piston motion is more suitable in shallow water. In addition, eva-

nescent standing waves affect results to a lower extent in comparison with the flap 

wakemakers and the plunger wavemakers. Also, a piston wavemaker needs a shorter 

wavemaker stroke than a flap wakemaker to achieve an identical wave height, which 

results in less required space for an experimental analysis. 

5.2 Numerical wave tank setup 

The piston type wavemaker was represented as a moving boundary (paddle) at the 

left end of the NWT, where it moves horizontally with a constant velocity and a si-

nusoidal functional speed, respectively. The motion of the paddle produced the 

waves propagating perpendicularly to the paddle surface 

To generate waves, the wave characteristic parameters, such as the wave period and 

the wave height are of importance. Knowing these parameters, the motion of the 

piston would be estimated based on theoretical formulations.  

The motion of the paddle inside the fluid flow was prescribed with the stroke, the 

water depth and the wave period of 5.8 cm, 15 cm and 1s, respectively.  

To alleviate the effect of an upper boundary on the formation of the surface waves, 

the upper boundary was located in a far distance from the free surface. For this rea-
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son, the height of the NWT was selected as 1 m, while the width of the tank was 

small to save the computational cost. 

In order to save the simulation cost, the channel was firstly discretized with a coarse 

pattern. However, the applied coarse meshes were not able to resolve the wave 

shape. To capture the wave shape, the mesh refinement was implemented on the 

discretized model so that the guideline of Siemens AG (2019) [88] regarding waves 

was observed. In detail, 80 cells in the wavelength and 20 cells for the elevations of 

the wave crest relative to free surface enabled the wave shape to be resolved. 

Two different simulations were conducted based on the moving boundary motion 

with a constant velocity and a sinusoidal functional speed, respectively, where the 

total length of the NWT was modeled as 7.26 m, which was about 6.6 times the wave 

length. A further simulation according to the moving boundary motion with a con-

stant velocity was carried out to investigate the effect of the channel length and 

mesh refinement on the results. The total length of the NWT was increased to 13.26 

m, where a mesh refinement was implemented along with the water flow direction. 

Despite efforts at the simulation with the standard mesh technique in the Star CCM+, 

piston-type wave generation could not be modeled with such a discretization meth-

od. Therefore, the movement of the wall boundary, which replicates a piston type 

motion, was performed by using the overset mesh technique. 

The overset region was constructed to accommodate the modeling of the piston type 

wavemaker. The region shared dimensional characteristics of the background region, 

with the exception of the length which was 15 cm. 

The immiscible water-air flow in a channel was modeled by the volume of fluid multi-

phase model (VOF model) and the realizable k-ε two-layer turbulence model. 

The Star CCM+ solved the Navier Stokes equations in the discretized form based on 

the finite volume approach, where the high resolution interface capturing (HRIC) 

scheme was responsible to capture sharp interfaces between the phases. 

For the background region, all boundaries except both the bottom and the moving 

boundary were modeled as symmetry planes, where the excluding boundaries were 

represented as slip walls (Figure 5.4). 



112 

 

Figure 5.4: The numerical representation and the boundary conditions of the numerical 

wave tank (NWT) with a wave maker (green paddle): the symmetric boundaries overlapping 

with the overset region (red), wall boundary for the bottom of the channel (black), the wall 

boundary for the tank end overlapping with the paddle (green), symmetric boundary for the 

remainder (grey), (The water wave is represented by cyan). 

Within the overset region, all boundaries in contact with the boundaries of the back-

ground region shared the same boundary condition, i.e. the side walls, the bottom, 

the top and the moving end, whereas the only remainder boundary depicted overset 

interface (Figure 5.5). 

For computational domain discretization, a trimmed cell mesher and a prism layer 

mesher were used (Figure 5.6). In Figure 5.6, the discretized water tank is depicted in 

the bottom, where the top enlarges a detail of the mesh in the vicinity of the water 

wave represented by cyan color. 
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Figure 5.5: The boundary conditions setup for the overset region: the overset interface (olive 

green), wall boundary for the bottom of the overset region (black), moving wall for the pad-

dle (parallel to the yellow interface), symmetric boundary for the red boundaries within the 

overset region in conformity with the grey symmetric boundaries within the background 

region (The water wave is represented by cyan). 

 

Figure 5.6: The discretization of the numerical wave tank with trimmer mesh, on the sym-

metric walls (blue), on the paddle (green), on the overset interface (red) and a zoom of the 

refinement of the mesh nearby the water level (top) 
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The overset mesh type is represented in Figure 5.7, where the overset cell type of -1 

(dark blue), 0 (cyan), 1 (green), 2 (yellow), and 3 (red) indicate inactive cells, active 

cells, donor cells, active intermediate cell layers used by the hole-cutting process, and 

overlapping cells, respectively. 

 

Figure 5.7: The overset cell type 

5.3 Results 

The formation of a wave chain as it travels from right to left is depicted in Figure 5.8 

to Figure 5.12. It takes the wave about 6.6 s (6.6 T) and 12 s (12 T) in the simulations 

without and with the mesh refinement along with the water flow direction, respec-

tively to reach the back wall at the left. As expected, the waves will be dissipated with 

the highest rate when the channel is extended and meshed finer (red lines).  

For all the simulations, the wave height was monitored and compared with the esti-

mated wave height based on the theory. The theoretical equations presented in sec-

tion 5.1 (for a sinusoidal moving boundary) contributed to compute the wave height 

and wave length of 4.959 cm and 1.1041 m, respectively. 

In detail, the theoretical equations predict the wave chain whose peaks and troughs 

are located in the heights of 0.175 cm and 0.125 cm, respectively. 
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The identical model was executed three times, where there were distinctions in the 

piston movement and the mesh refinement. 

The first and second results (shown by blue and red lines, respectively) were captured 

by a piston movement with a constant velocity. The second simulation represented 

the wave shapes for the simulation with refined mesh in the flow direction, where 

the piston moved with the same velocity as the first one. 

The third simulation was discretized as similar as the first one, but the piston motion 

was defined by a sinusoidal function as described by eq. (5.3) (the results were plot-

ted by yellow lines). 

After one period, the waves generated by the piston movements with two different 

paces share the troughs in common, which are almost similar to the estimated theo-

retical magnitude of 2.5 cm deeper than the water level. However, the waves' crests 

are totally different from each other and they are far lower than the estimated wave 

crest based on theoretical equations, where the numerical results predict a higher 

crest for the wave generated by the sinusoidal piston motion compared to the con-

stant velocity piston movement. In detail, a peak of 0.1638 m versus a maximum of 

0.1564 m is achieved for the sinusoidal piston motion and the constant velocity pis-

ton movement, respectively (Figure 5.8). 

After 2 s (the second period), the waves die out at the front, as expected. In compari-

son with the theoretical computed amplitudes, the generated waves during the sec-

ond period have higher amplitudes at the crests of the waves and lower amplitudes 

at the troughs. The numerical waves share more analogy in troughs compared to the 

crests. The wave generated by the sinusoidal piston motion (yellow line) meets better 

with the theoretical wave at the trough, while the wave generated by constant pace 

and fine mesh (blue line) has more similar amplitude compared to the theoretical 

data at the crest. The most deviation from the theoretical magnitude for the ampli-

tude at the crest is represented by the wave generated by sinusoidal piston motion 

(yellow line) (Figure 5.9). 

The generated wave by sinusoidal piston motion during the third period (yellow line) 

has the higher and less amplitude than the theoretical wave at the crest and trough, 

respectively. Nevertheless, the other numerical waves (blue and red lines) are in good 

agreement with amplitude computed by theoretical formulations at the crest, albeit 

with less amplitude compared to theoretical data and even the generated wave by 

sinusoidal piston motion (yellow line). Moreover, a similarity for the numerical waves 
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with constant velocity (red and blue lines) can be observed, where the waves have 

more in common at their crests (Figure 5.10). 

Importantly, the waves nearby the moving boundary are also affected by standing 

waves. 

In the figure representing the results for 4 s after the piston movement (Figure 5.11), 

the numerical waves gain in amplitudes in their troughs in comparison with the other 

results (Figure 5.8 to Figure 5.10, and Figure 5.12), while their amplitudes at crests 

have decreased. As a result, the highest agreement between theoretical and numeri-

cal waves can be seen (especially regarding sinusoidal movement after one wave 

length away from the piston and in the downstream of the damping zone). 

Further movement of the piston triggers more side effects on the progressive waves, 

which results in a decrease in similarity between the numerical and theoretical pro-

gressive waves (Figure 5.12). 

 

Figure 5.8: The comparison between the numerical wave shapes 1 s after the piston move-

ment 

0,1564

0,1298

0,1638

0,1292

0,12

0,13

0,14

0,15

0,16

0,17

0,18

0,19

0 2 4 6 8 10 12 14

W
at

e
r 

H
e

ig
h

t 
(m

)

Channel Length (m)

Time: 1 s

Finer Sinusoidal Movement



117 

 

Figure 5.9: The comparison between the numerical wave shapes 2 s after the piston move-

ment 

 

Figure 5.10: The comparison between the numerical wave shapes 3 s after the piston 
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Figure 5.11: The comparison between the numerical wave shapes 4 s after the piston 

movement 

 

Figure 5.12: The comparison between the numerical wave shapes 5 s after the piston 

movement 
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5.4 Concluding remarks 

This chapter offered an overview of the water wave models, the methods to capture 

water wave efficiently or to prevent the reflection of the water wave. Moreover, the 

theoretical formulations to compute the water wave generated by either a flap 

wavemaker or a piston wavemaker were presented. Finally, different numerical simu-

lations for the piston wavemaker were conducted, where the results were compared 

against theoretical data. The reason why the piston wavemaking was numerically in-

vestigated is that the piston-type water wave, which is more favored for shallow wa-

ter flows, will be later in chapter 6 studied. 

The simulations exhibit that there exist some discrepancies between the theoretical 

wave shape and the numerical waves. Similarly, distinctions between the theoretical 

wave shape and the numerical waves were observed in many other researches con-

ducted on the NWT. 

Furthermore, a minor difference between the shapes of the generated wave can be 

noticed when the discretization of the model was refined. The fact indicates that a 

further mesh refinement does not improve the results precision. 

Nonetheless, the exemplary simulations to capture the waves generated with the 

piston-type wavemaker were not further followed for different reasons. The first rea-

son is the high computational cost because high cell numbers were needed to cap-

ture the shape of waves. Moreover, in our target model represented in chapter 6, 

capturing an exact shape for the generated water wave is not our main concern. In 

fact, a compromise between the computational cost and the precision to catch the 

wave shape has to be forged. 

Lessons learned from performing the simulation for the numerical wave tank illumi-

nated preparatory conditions needed for a numerical model setup dealt with a water 

wave generation. 

For instance, the numerical simulations for the waves generated with piston-type 

wavemaker revealed impossibility for the discretization of the fluid domain with 

standard mesh models when these types of water waves are of interest. Instead, 

overset mesh techniques have to be employed to model piston-type water wave 

generators. 

Moreover, some criteria like the minimum number of cells per wavelength and wave 

amplitude, as well as the time step which are required to be observed were exam-

ined. These criteria will be discussed in depth in chapter 6. 
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Promising numerical results promotes conducting further research in which rigid 

channel walls are replaced by the down-scale flexible membrane. To save computa-

tional cost, this scenario is simplified in a numerical water channel which is enclosed 

by one flexible membrane connected to the other rigid glasses building the channel 

walls. 
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6 Validity of the model with dynamic pressure 

Gaining experience with previous numerical investigations such as the structural 

analysis of the down-scale model, piston-type wavemakers, the co-simulation impact 

analysis of the full-scale prototype encouraged a further interesting numerical simu-

lation which investigated the interaction between a flexible structure and dynamic 

water flows. 

Moreover, space limitations regarding a laboratory investigation on the original 

membrane enforced the numerical analysis to be carried out on the down-scale 

model. 

The first simulations for a survey on the fluid-structure interaction for the down-scale 

model under high Reynolds number water flow were executed in accordance with the 

experimental model conducted by Schade et al. (2016) [105]. Figure 6.1 depicts 

Schade et al.'s experimental water channel. 

 

Figure 6.1: Illustration of Schade et al.’s down-scale channel (Schade et al. 2016) [105] 

However, the numerical analysis of the model was not successful and terminated 

even before the velocity change effects reached the membrane (Figure 6.2). The 

problem ensued from the representation of the baffles (violet) connected to the flex-

ible membrane (grey) within the numerical simulation. The baffles behaved as semi 

rigid boundaries and floated in conformity with the membrane control points from 
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one side and the fixed boundaries (inlet boundary (red) and outlet boundary (or-

ange)) on the other side. Due to the fact that they did not deform (in contrast to the 

physical model) in the way that the fluid domain dictated, the connection between 

the fluid and the structure was disturbed and finally disrupted. 

To eliminate the problem, a further numerical simulation was needed to be conduct-

ed, where the model setup had to be adjusted. In the new design, the channel 

boundaries attached to the target membrane within the numerical simulation had to 

replicate the structural behavior exhibited in the experimental analysis without the 

need of a strong coupling with the fluid domain. In other words, with this physical 

model setup, the boundaries attached to the membrane in the numerical water 

channel were represented as rigid structures which were in conformity with the phys-

ical walls. 

Furthermore, an experimental analysis of the interaction between the membrane 

and hydrodynamic loads can be conducted in the presence of either a high velocity 

water flow or a water wave. For convenience reasons, the latter was preferred, 

where the water wave was generated by the movement of a piston-type wavemaker 

within a channel closed from two ends. In fact, the requirement for a pump to circu-

late the water flow was eliminated via this selection. Moreover, by the chosen model 

setup, the experiment can be conducted in a comparable shorter water channel 

which saves cost and time. 

 

Figure 6.2: Illustration of the model: the coupled flexible membrane (grey); the baffle mim-

icking the semi rigid channel walls (violet); Inlet (red); outlet (orange); water free surface 

(aqua) 

The numerical model was analyzed by the Abaqus and Star CCM+ co-simulation, 

which necessitated a new setup for both the fluid and structure domains to accom-
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modate properly the inner and outer surfaces of the flexible membrane as the inter-

faces. The dynamic pressure effects were imposed on the membrane by the water 

waves which resulted from a translational motion of a body in a free surface water 

flow. 

In order to verify the accuracy of the model, the numerical results were compared 

against the data collected by the experimental analysis on the physical wave tank. 

The physical wave tank was constructed so that its representation within the numeri-

cal simulation satisfied the boundary requirements for a convergent simulation. 

6.1 Wave tank 

Generally, waves in numerical water tanks can be produced either with the help of 

the inlet velocity profile method or the wavemaker method. In the former method, 

the VOF waves can be incorporated to the flow model. An alternative approach is to 

define the inlet velocity different from the initial water flow velocity. 

The Star CCM+ offers different VOF waves models for the simulation of surface gravi-

ty waves on the interface between a light fluid and a heavy fluid, which represents a 

steadily-progressing periodic motion. 

A detailed overview of the available VOF waves models is provided as follows: 

Modeling VOF Waves 

There are two main theories to model VOF waves in the framework of steady wave 

problems: Stokes theory and cnoidal theory. 

The cnoidal theory took its name from the Jacobian elliptic functions cn() which exist 

in the description for a nonlinear and exact periodic wave solution (cnoidal wave) of 

the Korteweg-de Vries equation (Korteweg and de Vries 1895) [141]. 

The former theory is more suitable to model waves in deeper water, where the 

steepnesses of waves are assumed to be low. 

Nevertheless, the latter is used for the prediction of wave’s behavior in shallower wa-

ter flows, where the ratio of the wavelength to the water depth is greater than ten. 

The Star CCM+ offers a variety of VOF wave models: flat wave, first order partial 

wave, fifth order wave, superposition wave, cnoidal wave and irregular wave. 

The cnoidal wave is approximated with the cnoidal theory for shallow water applica-

tions, while the remainders (deep water problems) are most appropriately modeled 

by the Stokes theory. 
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While a flat wave can be used to model calm water flows, a first order wave gener-

ates waves with a regular periodic sinusoidal shape based on a first order approxima-

tion to the Stokes theory. The order of the wave can be increased up to five terms in 

the calculation, where the terms higher than the defined order are ignored. 

Likewise, a real wave would be better generated with a fifth order approximation to 

the Stokes theory of waves than a first order approximation. 

There are scenarios involving more complicated patterns for waves when water 

waves progress from one weather system in spite of a change in wind direction, re-

sulting in a dangerous state with two traveling oblique waves (cross sea). To model 

the above mentioned waves or spectral waves, a superposition wave model super-

poses linearly different first order waves. 

Moreover, a short-term sea state induced by the vertical displacement sea surface for 

example can be estimated by an irregular wave. 

The water depth, the wave height, the wave length or the wave period and the cur-

rent flow height are the parameters defining the wave shape and the wave phase of a 

first order wave or a fifth order wave, while the order of a cnoidal wave is the further 

parameter which is needed to be prescribed to model the cnoidal wave. 

In order to characterize superposition waves, the amplitude, the phase, and the wave 

length/the wave period for every included first order partial wave have to be known. 

The influential factors to feature irregular waves are the height of the significant 

wave, the peak wave period, and the spectrum type. Either the Pierson-Moskowitz 

spectrum or the JONSWAP spectrum „Joint North Sea Wave Observation Project “ 

can be selected to describe irregular waves (Veritas 2010) [142]. 

A certain issue with physical wave tanks is the reflection of waves from the bounda-

ries, which has to be prohibited from influencing the results. 

Reflection is not solely an undesired effect within experimental measurements, but it 

is of concern in the framework of NWT. Nonetheless, there are some approaches to 

alleviate the undesired effect of the reflection on boundaries, which prevent any in-

terference with the exact solution. For example, the problem can be handled when 

wave tanks are provided with tunable beaches or a slope at the back wall of a NWT, 

as used by many researchers mentioned in chapter 5. 
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The method suggested by Maguire and Ingram (2009) [143] takes advantage of the 

periodic boundary condition, where the values of variables on one vertical boundary 

are copied to those on the other vertical boundary. 

Furthermore, reflected waves can be eradicated when an artificial damping zone 

(sponge layer) at the back wall of a NWT is devised. 

The other solution proposed by Larsen and Dancy (1983) [144] incorporates an ab-

sorbing beach to impose an artificial counteracting pressure on the dynamic free sur-

face condition over a given area. 

A further free of reflection condition for the single wave propagation was suggested 

by Orlanski (1976) [145], where the Sommerfeld radiation condition on the boundary 

was enforced. 

Apart from the above mentioned approaches, reflections for incident waves from the 

back wall of a NWT can be decreased by mesh refinement techniques. By producing a 

coarser grid size in the area nearby the back wall, reflected waves would be dissipat-

ed. 

Park et al. (2004) [146] employed a combination of an artificial beach and a gradual 

increase in the mesh size from the wavemaker to the back end to fulfill a reflection 

free condition. 

Within the Star CCM+, the VOF Waves model enjoys both wave forcing and wave 

damping capabilities. 

VOF wave forcing 

To run long-lasting simulations on a reduced domain, the upstream-propagating 

waves would be dissipated by the VOF wave forcing before approaching the inlet 

boundary. 

VOF wave damping 

A VOF wave can be damped in a user-specified distance from selected boundaries to 

alleviate wave oscillation near those boundaries. 

The theory behind this technique is deduced by the work of Choi and Yoon (2009) 

[147], where a resistance term was appended to the velocity component normal to 

the free surface. The added term promoted the dissipation which decreased expo-

nentially away from the boundary, resulting in zero damping in a user defined damp-

ing distance away from the boundary. 
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When applying VOF waves in a model, an appropriate wave theory has to be imple-

mented as an input in addition to the wave elevation and other relevant parameters. 

VOF damping or VOF forcing are optional to choose based on the simulation model. 

The initial conditions for the volume of fraction, the velocity, and the pressure are 

defined based on VOF waves. Furthermore, the specifications of the volume of frac-

tion, the velocity, and the pressure on the basis of VOF waves are enforced on the 

inlet boundary and the outlet boundary. As a direct consequence, 3-D Navier-Stokes 

equations are intended towards the solution implemented by a simplified theory for 

a selected VOF wave. 

Coming back to the topic of piston-type wave generation, a comprehensive view on 

the waves predefined in the Star CCM+ supports the following conclusions. 

The VOF waves models are applicable to model surface gravity waves on the interface 

between a light fluid and a heavy fluid when a steadily-progressing periodic wave 

train is generated. However, the assumption applied for the generation of the waves 

propagating steadily with a constant pattern was not suited to simulate the wave 

generated during our conducted experimental analysis. In other words, what is aimed 

to be modeled is a transient case where the wave has to be first generated and prop-

agated during the time. 

The fact gave rise to a numerical generation of the wave by the motion of a moving 

boundary which replicated the movement of the wooden body within the experi-

mental water channel. 

Moreover, a common issue which appears when simulating waves is the reflection of 

the waves. As mentioned in chapter 5, mesh coarsening capability provided an effec-

tive possibility to dissipate undesired reflected waves from the boundaries. 

The implementation of a gradual mesh coarsening sufficed for the targeted simula-

tion for many reasons. 

First, the simulation was needed to be executed for a short time duration until the 

wave left the flexible membrane. In other words, the interaction between the flexible 

wall and the progressive wave in this interval was of importance. 

Furthermore, the channel was sufficiently long, which prevented any disturbances 

from permeating in the target progressive wave during the desired simulation time. 
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6.2 Structure domain 

The structure domain consisted of three parts assembled in Abaqus CAE, comprising 

two deformable parts and one rigid. 

Similar to the case mentioned in the chapter 4, two different deformable parts were 

defined to avoid the problem regarding the presence of beam elements on the 

shared boundary in the co-simulation. The deformable structures were constructed 

with CAD tools within the Star CCM+ (refer to the section 6.3 for the detail) and im-

ported to the Abaqus with the stl format and then tied together. 

The geometry feature was made with the help of a virtual topology within the mesh 

module. The generated geometry enabled the model to be remeshed. 

Both the membrane and the reinforcing stringer shared the same materials (refer to 

Figure 6.5) as the model structure in chapter 3, while they were constructed (Figure 

6.3) and constrained in a different manner, as shown in Figure 6.4. 

There are changes in the boundary conditions for the membrane relative to the mod-

el described in chapter 3. In this regard, two hanging points on the stringer (red), the 

bottom edge of the membrane (orange), and two side edges of the membrane were 

constrained in three directions (Figure 6.4). 

Moreover, the boundary condition for the ground level represented as a three-

dimensional discrete rigid part remained constant as fixed completely without any 

rotational freedom. 

 

Figure 6.3: Dimension of the model membrane 
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Figure 6.4: Boundary condition: Two hanging points (red), the bottom edge of the mem-

brane represented also in Figure 6.3 (orange) and two side edges of the membrane (blue) as 

fixed boundary conditions in three directions 

 

Figure 6.5: Material specification: The flexible PE membrane (grey), the steel stringer on the 

upper edge of the membrane (green) 
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The discretization model included M3D4 (a three-dimensional membrane element 

with four nodes) or M3D3 (a three-dimensional membrane element with three 

nodes) for the PE membrane and its tied band, linear interpolated beam elements of 

B31 for the stringer, and three-dimensional rigid elements of R3D4 with 4 nodes for 

the ground level (Figure 6.6). 

 

Figure 6.6: Deformed mesh after preload step: M3D4 or M3D3 elements for the PE mem-

brane (grey) and B31 for the stringer (green) 

Within the new model setup, the stringer at the upper boundary did not initially lo-

cate in a plane. As a result, the n1 orientation for the stringer was not straightforward 

to find. To eliminate the warning regarding the disorientation of the stringer, the 

stringer was split to new small stringers pertinent to the generated discretization on 

the main steel cord (beam elements). Then, the orientations of the new small string-

ers were computed mathematically based on the relevant grid coordinates and en-

tered further within the model, which was a demanding manual task. 

One surface-to-surface contact model was accounted for the contact between the 

membrane and the bottom of the channel with a friction coefficient of 0.1, con-

strained by the penalty contact method with the applied finite sliding. 

The default Hughes-Taylor implicit time integration method with second order accu-

racy and the enabled time increment sub-cycling was accounted for the execution of 

the structure domain, where the same initial and maximum increment sizes of 0.0001 

s were applied. 

The enabled time increment sub-cycling let the Abaqus implicit impose its own time 

incrementation which ensure the stability of the simulation. As a result, the defined 
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time increment is shortened if there are the nonlinear events needing a smaller in-

crement size. 

6.3 Fluid domain 

The fluid domain depicting the numerical water wave tank and the surrounding am-

bient air was designed by CAD tools within the Star CCM+. 

The numerical water tank was composed of 3 sections, where the first and the last 

sections were modeled as rigid walls on both sides of the water tank. The middle sec-

tion owned the flexible membrane on one side and the rigid wall on the other side. 

The middle section had different width due to the flexible membrane (more than 40 

cm wide), while the other sections have constant cross sections with a width of 40 

cm. 

However, a change in the cross section of the tank rendered the experimental and 

the numerical constructions strenuous. 

To overcome the barrier, the tank was first established experimentally by a try and 

error procedure so as to fit the membrane with the boundary constraints. Then, the 

lengths of the membrane were measured in the different cross sections. 

In order to build the geometry of the main deformable structure within the numerical 

simulation, the three dimensional coordinates of the grids on the stringers were de-

fined based on the position of hanging points, the length of the stringers and the ca-

tenary equation in a three-dimensional Cartesian coordinate system (Figure 6.7). The 

shape of the membrane was generated by the creation of the different 3-D curves 

which were constrained by the grids on the bottom of the channel and computed 

shape for stringers on the upper boundaries. The profiles for the 3-D curves were also 

plotted so that the measured lengths in the relevant cross sections were satisfied. 

The final shape for the membrane was formed by the loft operation in CAD tools of 

the Star CCM+ (Figure 6.8). 

The loft operation is a tool to generate a shape by fitting surfaces between a series of 

profile sketches (at least two start and end sketches), where guide wires can be in-

corporated to control the generated shape (Figure 6.8). 
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Figure 6.7: The curve on the top (the stringers) and the bottom edge of the membrane as 

guide wires shown by violet (Two violet sides depicting the fixed boundaries connected to 

the glass tank walls). 

 

Figure 6.8: Generation of the membrane shape by fitting surfaces between the guide wires 

(the stringers and the bottom edge of the membrane) and a series of profile sketches (The 

bottom edge is not plotted). 

In the water channel, the wave was generated at the moving boundary (right end) 

and damped out near the wall boundary at the left end (Figure 6.9). 

The applied numerical wave generation replicated the process to form the waves in 

the experimental analysis. To generate the waves in the experimental water tank, the 

submerged wooden bulk body which spanned the width of the water tank was dis-
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placed by a forward translational movement, representing a semi piston movement. 

They generated waves which were propagated perpendicularly to the front surface of 

the wooden body (the paddle surface). 

To assign the same motion to the numerical model, the displacement of the body was 

monitored by a camera during the piston movement in order to define a user defined 

field function for the velocity of the moving boundary. The overset mesh enabled the 

same procedure to be reflected, leading to the desired wave model. 

The fluid model included two different regions, where the former served as the back-

ground region overlapping the latter representing the overset region. 

The background region encircled the whole fluids domain (including the immiscible 

water-air flow inside the channel and surrounding air environment) which was split 

partwise by the internal fixed rigid walls representing the glass walls of the water 

tank and the internal flexible membrane. 

Within the air side, the lower boundary in the air side was modeled deeper than the 

ground level. Moreover, one end of the air side connected to the flexible membrane 

was designed inclined. This construction avoided any possible issues regarding mesh 

criteria in case either the membrane approached the ground on the air side or it 

tended to touch the mentioned end boundary (the inclined boundary). 

Within the background region, all boundaries were set as the walls (presented by 

light yellow, orange, red and grey in Figure 6.9) with the exception of the top bound-

ary together with the bottom and the side boundaries on the side representing the 

air environment (exhibited by green in Figure 6.9), which were defined as symmetry 

planes. For the overset region (blue), all boundaries excluding the boundary on the 

front of the moving body were assigned to walls, while the excluded one was select-

ed as an overset interface. In detail, the boundaries of the overset region coinciding 

with or sliding on the boundary of the background region had to share the same 

boundary type as the relevant boundaries in the counterpart region (Figure 6.9). 
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Figure 6.9: Illustration of the model: the coupled membrane tied with the red wall (grey), the 

rigid wall mimicking the channel glass wall (red), the part of the background region connect-

ed by the overset region (blue), fixed plane wall boundary (orange), symmetric boundaries 

(green), the bottom plane representing the ground level of the channel (light yellow), the 

rest flat boundaries as fixed wall boundaries (They are represented with light yellow color 

but with an opacity of 10 % to make other boundaries visible).  

Mesh movement within the background region was enforced by specifying the 

morphing motion to the region motion, which allows the coupled flexible membrane 

(grey) to conform the structural deformation. The upwind end wall boundary (or-

ange) was constrained as a fixed plane, which needs less computational effort, while 

the further walls (yellow and red) were fixed (Figure 6.9). 

All wall boundaries within the background region and the overset region were as-

sumed as non-slip walls. 

In addition, the motion specification for the overset region was represented by a 

translation along the tank length, where the field function for the velocity of the 

wooden body was determined based on the monitored data for the corresponding 

velocity within the experimental investigation. 

To alleviate the effect of the upper boundary on the formation of the surface waves, 

the upper boundary was located in a far distance from the free surface. 

To prevent the wave reflection resulting from either non-conformal or non-smooth 

mesh, a fully conformal polyhedral mesh was implemented. 
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Furthermore, the polyhedral mesh was so refined that a smooth transition between 

different cell sizes was maintained. It was attempted to minimize the grid refinement, 

while still preserving the important flow characteristics, in order to reduce computa-

tion costs. 

To resolve the wave shape, the mesh was refined with more than 70 cells in the 

wavelength and 18 cells for the elevations of the wave crest relative to free surface. 

For fulfillment of the latter condition, one internal surface in an elevation higher than 

the water free surface was appended to the model, which allowed a conformal pris-

matic layer within the desired span. It also enhanced the solver efficiency as a result 

of the cells faces which were perpendicular to the main gradients of the flow. 

Siemens AG (2019) [88] has published a guideline to capture waves for free surface 

flows, which include some recommendations for the minimum number of cells per 

wavelength and wave amplitude, as well as the time step. 

The procedure issued by the international towing tank conference (ITTC 2011) [148] 

is another resource which supplied practical guidelines for ship CFD application (ver-

sion 2011) to gain useful guidelines regarding the required minimum number of cells 

per wave amplitude and wavelength and the appropriate time step for free surface 

flow simulations. 

The following table lists the minimum requirements for the number of cells per wave 

amplitude and wavelength and compares them on the basis of the Star CCM+ user 

guide (Siemens AG 2019) [88] and the ITTC recommendation (ITTC 2011) [148]. 

 Cells number per wave length Cells number per wave amplitude 

Star CCM+ 40-100 (80 is recommended) 20-40 (40 is recommended) 

ITTC 40 10 

Table 6.1: Comparison between recommended criteria by the Siemens AG and the ITTC for 

mesh resolution to capture free surface in water flow 

What is an interesting point regarding Table 6.1 is the fact that the Star CCM+ mesh 

resolution recommendations are introduced in a conservative manner, where the 

minimum requirements proposed by Siemens AG are twice as demanding as the ITTC 

guidelines. 

As mentioned, there is a criterion for the time step, which is based on the Courant 

number requirement. 
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Two different formulations were proposed by the Star CCM+ and the ITTC for the 

maximum time step, as follows: 

 ∆𝑡𝑆𝑡𝑎𝑟 𝐶𝐶𝑀+ =
𝑊𝑎𝑣𝑒 𝑃𝑒𝑟𝑖𝑜𝑑

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑒𝑙𝑙𝑠 𝑝𝑒𝑟 𝑊𝑎𝑣𝑒 𝐿𝑒𝑛𝑔𝑡ℎ × 2.4
 (6.1) 

 ∆𝑡𝐼𝑇𝑇𝐶 = 0.005~0.01 
𝐿

𝑉
 (6.2) 

The guidance proposed by ITTC was deduced from Spence’s thesis (2014) [135]. 

He mentioned in his thesis that there is no explicit definition for the characteristic 

length and the velocity found in Equation (6.2). Nevertheless, he assumed that 𝐿 and 

𝑉 stand for the wavelength and the wave propagation speed, respectively. 

The Star CCM+ equation for the time step depicts clearly that an increase in the mesh 

resolution (decline in the mesh size) has to be followed by a decrease in the time 

step, where both the mesh size and the time step go hand in hand. 

The guidelines presented by either the Star CCM+ user guide or the ITTC were limited 

to free surface waves application. 

In addition, the ITTC recommended the time step for an implicit temporal discretiza-

tion scheme, while the Star CCM+ preferred a 2nd order time integration model and 

an implicit unsteady solver to improve the model setup. 

To improve the accuracy for an overset interpolation (during the data exchange), eve-

ry boundary within the overset region had to overlap the background mesh (here 

namely VOF) by at least 4-5 cell rows unless it was assigned to work as a wall instead 

of an overset boundary (Siemens AG 2019) [88]. 

The free surface was captured using the VOF method and high resolution interface 

capturing (HRIC) scheme.  

As given in the Star CCM+ manual (Siemens AG 2019) [88], an additional source term 

was also needed to be imposed on the pressure correction equation, which enhanced 

the convergency together with the precision of results (refer to section 2.5). 

The flow initialization could be performed by means of cell surface parts, an extrac-

tion of the pertinent cell ID as tabular data, a generation of cell sets, and finally user 

defined field functions, as described in the section 4.2.2. 

The following figure depicts the mesh after a forward translational movement of the 

wooden body. As mentioned before, the wall in the air side has an incline relative to 
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X-Y plane in order to prevent any mesh issues resulted from the displacement of the 

flexible membrane. 

 
Figure 6.10: Discretization configuration on a surface parallel to the initial water wave (2 cm 

below the initial water level) with the depiction of the overset cell type: the inactive cells 

residing outside of the background mesh (dark blue), the active cells (aqua), the donor cells 

(green), the active, intermediate cell layers used by the hole-cutting process (yellow) and the 

acceptor cells (red) (The flexible membrane is represent in grey color and the piston front 

plane and the inclined wall boundary used in air side are shown in light violet).  

Within the background region, the areas which were passed by the overset region 

became deactivated as shown with dark blue in Figure 6.10. In other words, the mesh 

cells (within the background region) coinciding no longer with the overset region 

were excluded from the analysis unless they were located in upside of the overset 

boundary. 

6.4 Co-simulation model setup 

Two co-simulation zones with a surface-to-surface coupling model were specified. A 

proper exchange of the mechanical data (fully data mapping) between relevant 

boundaries was enabled by the identical positions, the configurations and the orien-

tations of the coupled surfaces. 

Some parameters including the coupled surfaces, the exchanged fields and the co-

simulation step had to be specified in the Star CCM+ and the Abaqus, where the cor-
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responding co-simulation commands to control the co-simulation were written in the 

Abaqus input file and inputted within the Star CCM+ for the further communication. 

The original coordinates as a reference configuration for mappers could be used be-

cause of the equal geometries for the coupled boundaries. The discretization of the 

flexible membrane by means of the membrane elements within the structure model 

required the rotations not to be mapped to the fluid domain. 

The computed deformation of the coupled boundaries within the Abaqus exerted a 

change in the mesh within the background region (by the attribution of the morphing 

motion with automatic thin-out Cl factor of 0.5 to the region). 

The Star CCM+ and the Abaqus were selected as a mapper of both directions and the 

leading software for the coupling scheme, respectively. The co-simulation was exe-

cuted in an implicit iterative manner and a sequential order with the coupling step of 

0.0001 s. Moreover, the minimum number of exchange within the co-simulation was 

set to 10 with the minimum inner iterations per exchange of 3. The stopping criteria 

stopped the exchange at each time step if both the minimum inner iterations per 

time step of 30 and co-simulation displacement residual of 0.0001 were satisfied. On 

the other hand, the maximum inner iterations per time step of 180 enabled more 

exchange per time step until the co-simulation displacement residual of 0.0001 was 

ensured. 

The development of the flow field around the coupled boundary was again per-

formed before the co-simulation and mesh morpher solvers were activated. In order 

to save computational time, a preload step was performed for 1.2 s before the co-

simulation step without any data exchange between two software. A long preload 

step of 1.2 s was required to allow the membrane to deform based on the hydrostatic 

pressure. 

In case the simulation was terminated, the restart frames had to be written in an 

Abaqus output file in the specified intervals in sync with the automatic save settings 

within the Star CCM+ to proceed the new simulation from each saved state. 

6.5 Experimental approach 

To investigate the deformation of the membrane in the laboratory, a water tank was 

built and the measurement instruments were installed. The water channel comprises 

of three parts tied with each other. The main parts of the channel had a rectangular 

shape with a total length of 252 cm, a width of 40 cm and a depth of 19 cm. The wa-

ter channel was closed from two ends of the tank, while it is exposed to ambient air. 
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The channel was thoroughly made of glass plates, with the exception of the side 

comprising the flexible membrane in the middle (the left side in Figure 6.11). 

An illustration of the water channel, the measurement equipments and methods of 

the measurement method will be discussed, as follows. 

Two different cameras were installed in the left and right sides of the water tank to 

monitor the membrane and the wooden body, respectively. 

 
Figure 6.11: Photo of the water channel 

The optical method applied for the determination of the deformation works similar to 

the particle image velocimetry method (PIV). 

For the membrane, the applied tracking method followed the movement of two dif-

ferent points (on the membrane) with the radius 1 mm during the measurement 

time. The positions of the selected points were monitored by the way of consecutive 

captures using a Basler acA2040 180km camera with a resolution of 2048x2048 pixels 

and a maximum capturing rate of 180 frames per second. 

The position tracking of the selected points did not happen simultaneously within a 

single experiment. Instead, the experimental measurements were performed within 

two different investigations, where there was a difference in the camera setup for 

each specified point. 

In the first experiment, the camera monitoring the membrane was positioned hori-

zontally perpendicular to the flow in order to measure the displacements in Y and Z 
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directions of a selected point (Figure 6.12). Also, the selected point was initially locat-

ed on the middle of the membrane, 1 cm below the steel stringer. 

The change in the camera setup resulted from the fact that each point has to be 

tracked in different directions. 

 

Figure 6.12: Horizontal positioning of the Basler camera 

In the latter experiment, the camera was placed vertically (as shown in Figure 6.13) to 

measure the displacement in the X direction for the other marked point. 

The new point was chosen again on the middle of the membrane but directly on the 

stringer. 

In order to correctly track the positions of the points, a scaling plane was placed on 

the capturing plane parallel with the camera (Figure 6.14). The scaling plane is used 

to calibrate the Lavision software which is a tool to collect, process and report the 

data. Then, the camera was scaled with the help of the Lavision software which made 

the motion of the marked points to be properly tracked. 
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Figure 6.13: Vertical positioning of the Basler camera 

 

Figure 6.14: Scaling plane used for calibration of the Lavision software 

Afterwards, the points on which the displacements had to be measured were 

marked. Whereas the measurement for the displacements in X direction was per-

formed on a point in the middle of the membrane directly on the stringer, a point in 

the middle of the membrane, 1 cm below the steel stringer was flagged for the 

measurement which recorded the displacements in Y and Z directions. 

In order to track the displacement of each marked point within a time period, the 

consecutive frames captured with the desired time interval (here 0.125 s) have to be 

precisely compared. 
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Moreover, on the rigid side of the water tank (right side), a commercial camera was 

installed to measure the velocity of the piston movement in Z direction. In this re-

gard, a meter scale was placed at the same side of the water tank to follow the posi-

tion of the wooden body (Figure 6.15). 

 

Figure 6.15: Positioning of the commercial camera 

Given the wooden body position and the time intervals (specified by the frame cap-

turing rate of the commercial camera), the velocity of the wooden body in Z direction 

can be measured. 

6.6 Results 

The comparisons between the wave heights generated within the numerical and ex-

perimental investigations have been drawn in Figure 6.16 to Figure 6.30, where side 1 

and side 2 represented the tank sides which were completely rigid and partially flexi-

ble, respectively. Evidently, the middle stands for the plane which is perpendicular to 

the cross section of the water tank (in the section surrounded by rigid structures in 

both sides) and originated from the cross section center. 

As a result, the experimental data monitored from the right side of the water tank are 

comparable with the numerical wave profile at the side 1. The wave profiles in the 

other planes are plotted to compare the influence of the presence of the flexible wall 

on the wave shapes. 

The experimental data were captured by a commercial camera for a water depth of 

70 cm, followed by a calculation on an excel sheet. 
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The mentioned figures demonstrate the motion of a wave in conformity with the pis-

ton-type movement of the wooden body within a time interval of 0.05 s. 

There exists an increase in the numerical wave height after 0.25 s movement of the 

piston so that it reaches from 96 cm (Figure 6.16) to 117 cm (Figure 6.20) during 0.2 s 

(an increase of 11 cm). Concurrently, the experimental wave grows in height from 92 

cm (Figure 6.16) to 102 cm (Figure 6.20), which experienced in fact a rise of 10 cm. 

Afterwards, there is a decline in the difference between the heights of the waves 

crests generated within the experimental and numerical investigations, respectively 

(Figure 6.21 to Figure 6.30). The resemblance can be observed clearly in Figure 6.29 

when the numerical and experimental waves go hand in hand 0.7 s after the initial 

piston motion. 

There is an analogy between wave heights in different planes represented by side 1, 

side 2, and middle during 0.55 s since the initial piston movement when the wave 

reaches the flexible membrane (see Figure 6.26). Then, there is a drop in the height 

for the wave profile at side 2 relative to the other plane sections. The difference be-

tween wave heights reaches a peak first in the wave crest (Figure 6.27 and Figure 

6.28) and then also in the wave trough (Figure 6.29 and Figure 6.30).  

 

Figure 6.16: Comparison between the numerical and experimental waves 0.05 s after the 

piston motion 
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Figure 6.17: Comparison between the numerical and experimental waves 0.1 s after the pis-

ton motion 

 

Figure 6.18: Comparison between the numerical and experimental waves 0.15 s after the 

piston motion 
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Figure 6.19: Comparison between the numerical and experimental waves 0.2 s after the pis-

ton motion 

 
Figure 6.20: Comparison between the numerical and experimental waves 0.25 s after the 

piston motion 
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Figure 6.21: Comparison between the numerical and experimental waves 0.3 s after the pis-

ton motion 

 
Figure 6.22: Comparison between the numerical and experimental waves 0.35 s after the 

piston motion 
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Figure 6.23: Comparison between the numerical and experimental waves 0.4 s after the pis-

ton motion 

 
Figure 6.24: Comparison between the numerical and experimental waves 0.45 s after the 

piston motion 
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Figure 6.25: Comparison between the numerical and experimental waves 0.5 s after the pis-

ton motion 

 
Figure 6.26: Comparison between the numerical and experimental waves 0.55 s after the 

piston motion 
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Figure 6.27: Comparison between the numerical and experimental waves 0.6 s after the pis-

ton motion 

 
Figure 6.28: Comparison between the numerical and experimental waves 0.65 s after the 

piston motion 
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Figure 6.29: Comparison between the numerical and experimental waves 0.7 s after the pis-

ton motion 

 

Figure 6.30: Comparison between the numerical and experimental waves 075 s after the 

piston motion 
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Furthermore, the numerical and experimental results are exhibited at the time of 

0.55 s after the initial movement of the piston in Figure 6.31 and Figure 6.32, respec-

tively. 

Figure 6.33 draws a comparison between the numerical wave and the experimentally 

generated wave at the time of 0.55 s after the initial movement of the piston, which 

confirms a similarity between the waves. Nevertheless, the numerical analysis pre-

dicts a higher peak for the wave which can be justified well considering the water 

leakage around the piston within the experimental analysis. 

 

Figure 6.31: The numerical water wave and the wave velocity on the free surface water flow 

0.55 s after the piston motion 

 

Figure 6.32: The shape of the experimental water wave 0.55 s after the piston motion 
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Figure 6.33: The comparison between the shapes of the experimental and numerical water 

waves 0.55 s after the piston motion 

Figure 6.34 to Figure 6.42 exhibit the relative pressure fields and the displacement of 

the membrane which stem from the wave generated by the translational motion of 

the moving wooden body within the water tank. 

The colormaps on the left hand, up and down represent the relative pressure fields 

on the overset region boundaries, the outer side of the membrane (exposed to the 

ambient air) and the inner side of the membrane (the water pressure), respectively 

(Figure 6.34, Figure 6.37 and Figure 6.40). 

Figure 6.34 to Figure 6.36 depict the relative pressure fields, the deformation in X 

direction (U1) and the vertical deformation of the membrane (U2) 0.0175 s after exe-

cution of the co-simulation analysis initialized by a preloading step. The displace-

ments of the membrane (Figure 6.35 and Figure 6.36) resulted from the water pres-

sure load regarding an initial water depth of 7 cm. The movement of the wooden 

body has generated the wave which forms a peak at the front wall of the wooden 

body, while the most areas in the channel (nearby the membrane in particular) re-

main intact (Figure 6.34). 

In fact, the fluid domain imposes the identical pressure (in Z direction) on the mem-

brane (Figure 6.34) and the membrane is constrained symmetric in Z direction. That 

explains well why U1 and U2 exhibit symmetric behaviors in Z direction relative to the 

middle of the membrane (Figure 6.34 and Figure 6.36). 

The same parameters were followed for a further execution time of 0.5325 s when 

the wave reached the membrane (refer to Figure 6.37 to Figure 6.39). 

In Figure 6.37, the water wave has grown in height so that a rise in the maximum rel-

ative pressure from 824.68 Pa (Figure 6.34) to 966.14 Pa (Figure 6.37) at the tail of 

the wave (the colormap on the left) can be observed. 
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The water height has increased in the areas which are surrounded on both sides by 

rigid glass walls and their neighborhood, while it has plateaued at the rest of the 

channel. 

Therefore, there exists a clear difference between the relative pressure fields shown 

by the bottom colormaps in the areas of the membrane influenced by the generated 

wave and the corresponding relative pressure fields on the areas of the membrane 

which are not affected by the water wave. While a maximum relative pressure of 

887.03 Pa can be seen in the former areas where the water height has increased, the 

maximum relative pressure in the latter remains constant about 690 Pa. 

As a result of a continuous motion of the water wave, the maximum relative pressure 

for the inner side of the membrane increased from 690.30 Pa (Figure 6.34) to 887.03 

Pa (Figure 6.37) after 0.0175 s and 0.55 s since the initial piston motion, respectively. 

At this time, the main part of the membrane is still unaffected by the water wave. It 

explains why an asymmetric relative pressure field could be seen on the membrane, 

while subtle changes were observed in the membrane deformations (Figure 6.38 and 

Figure 6.39). In other words, asymmetry in the displacements of the membrane could 

be noticed to a lesser degree (especially for U2 shown by Figure 6.39). 

Figure 6.40 to Figure 6.42 presents the quantities for the relative pressure, the dis-

placements of U1 and U2 respectively when the piston moves for 0.88 s. 

There is a further rise in the height of the water wave, which caused an increase in 

the water pressure on the membrane to a great extent. 

The water wave reached a maximum height in an immediate distance of the middle 

of the membrane after 0.88 s since the initial piston movement (Figure 6.40), which 

gave rise to a maximum relative pressure of 993.91 Pa for the inner side of the mem-

brane. 

At the same time, the maximum X-displacement and the maximum Y-displacement 

increased by 6 mm (Figure 6.41) and 2.8 mm (Figure 6.42) during 0.33 s, respectively. 

Furthermore, the membrane exhibited a huge asymmetry for the displacements of 

U1 and U2, which ensued from the fact that the left half of the membrane was load-

ed by the water wave, which led to a further change in the other unloaded parts of 

the membrane (especially in the neighborhood of the stringer). 
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Figure 6.34: Relative pressure fields 0.0175 s after the piston motion 

 

Figure 6.35: Displacements of the membrane in X direction 0.0175 s after the piston motion 

(The corresponding values for U1 are in meter). 

 

Figure 6.36: Displacements of the membrane in Y direction 0.0175 s after the piston motion 

(The corresponding values for U2 are in meter). 
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Figure 6.37: Relative pressure fields 0.55 s after the piston motion 

 

Figure 6.38: Displacement of the membrane in X direction 0.55 s after the piston motion 

(The corresponding values for U1 are in meter). 

 

Figure 6.39: Displacement of the membrane in Y direction 0.55 s after the piston motion 

(The corresponding values for U2 are in meter). 
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Figure 6.40: Relative pressure fields 0.88 s after the piston motion 

 

 

Figure 6.41: Displacement of the membrane in X direction 0.88 s after the piston motion 

(The corresponding values for U1 are in meter). 

 

 

Figure 6.42: Displacement of the membrane in Y direction 0.88 s after the piston motion 

(The corresponding values for U2 are in meter). 
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In addition, the displacements results will be numerically and experimentally collect-

ed and compared in the sections 6.6.1 to 6.6.3 for the selected points on the mem-

brane (Figure 6.43). 

 

Figure 6.43: The points on the membrane selected for the X-displacement measurement 

(red) and the displacements in Y and Z directions (blue) 

In Figure 6.43, while the point on which the displacements in Y and Z directions are 

measured is located on the middle of the membrane, 1 cm below the steel stringer 

(blue), the measurement of the X-displacement is performed on the middle of the 

membrane directly on the stringer (red). Moreover, the uncertainties in the experi-

mental measurements of the displacements in X, Y and Z directions are ±0.01 mm. 

In order to compare differences in X, Y, and Z displacements for the numerical results 

against experimental data, comparisons for each pair of the numerical and experi-

mental results will be drawn in terms of distributions and similarity. 

In this regard, two-sample Kolmogorov-Smirnov test will be performed to measure 

the similarity in the distributions of the data series. Then, a mathematical function 

will be derived for each sample by the curve fitting tool in Matlab. Afterwards, the 

numerical curves for the experimental and numerical results will be compared ac-

cording to the Frechet distance, and dynamic time warping methods (refer to section 

3.2)  

In the following sections, the comparisons drawn for the displacements in X, Y, and Z 

directions are demonstrated. 

6.6.1 Similarity tests for the displacement of the membrane in X direction 

Similar to what is done in section 3.2, an exponential function as eq. (6.3) fitting best 

with the experimental data points for the displacement in X direction is expressed, 

depicted in Figure 6.44. In general, the displacements in X, Y, and Z directions are 
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measured experimentally in the time interval of 0.125 s (Figure 6.44, Figure 6.50, Fig-

ure 6.55), while the numerical analysis recorded the data for the displacements in 

every 0.001 s (Figure 6.45, Figure 6.49, Figure 6.54). That is why the number of data 

points for the numerical analysis is much more than the experimental analyses. 

 𝑓(ℎ) = 𝑎𝑒(𝑏𝑡) (6.3) 

Where the coefficients (with 95 % confidence bounds) are as follows: 

𝑎 = 0.01408 (0.005231, 0.02293) 

𝑏 = 5.62 (4.908, 6.332) 

𝑡: time (s) 

𝑓: the displacement in X direction (mm) 

 
Figure 6.44: The raw data for the experimental result of the displacement in X direction 

(blue) and the fitting curve (red) (The data is measured for the point on the middle of the 

membrane, directly on the stringer. The horizontal axis indicates the time after the initial 

piston movement). 

In the same manner, the curve (Figure 6.45) matching the numerical data points in-

troduces an exponential function as eq. (6.3). 

Where the coefficients (with 95 % confidence bounds) are as follows: 

𝑎 = 0.005745 (0.005484, 0.006006) 

𝑏 = 6.766 (6.712, 6.819) 

𝑡: time (s) 

𝑓: the displacement in X direction (mm) 
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Fi g ur e 6 .4 5 : T h e r a w d at a f or t h e n u m eri c al r e s ult of t h e dis pl a c e m e nt i n X dir e cti o n ( bl u e) 

a n d t h e fitti n g c ur v e (r e d)  (T h e d at a is c oll e ct e d f or t h e p oi nt o n t h e mi d dl e of t h e m e m-

br a n e , dir e ctl y o n t h e stri n g er.  T h e h oriz o nt al a xis i n di c at es t h e ti m e aft er t h e i niti al pist o n 

m o v e m e nt).  

T h e r e s ults f or t h e c u m ul ati v e di stri b uti o n f u n cti o n t est ( kt est 2) c o m p ari n g a n a n al o-

g y f or t h e di stri b uti o n s of t h e e x p eri m e nt al a n d n u m eri c al d at a p oi nt s is s h o w n a c-

c or di n g t o e q. (6 .4 ). A si mil ar di stri b uti o n f or b ot h d at a s eri es ( Fi g ur e 6 .4 6 ) ar e 

d e m o nstr at e d, w h er e t h e c o m p ut e d v al u es f or  ℎ  a n d 𝜁  r e pr es e nt t h e v ali dit y of t h e 

n ull h y p ot h e sis ( si mil ar di stri b uti o n) a n d pr o b a bilit y of 9 8. 0 3 % f or t h e si mil arit y.  

M or e o v er, t h e m a xi m u m diff er e n c e f or t h e c u m ul ati v e di stri b uti o n f u n cti o n of F( x) 

e q u als t h e 𝛼  v al u e of 0. 1 6 8 1.  

 [ℎ ,𝜔 ,𝛽 ] = 𝜔 𝑘 𝑘 𝑡 𝑒 2 ( 𝑠 1
𝑡  ,𝑌 1

𝑒 )  (6 .4 ) 

ℎ = 0  ( 𝑌 𝑛 𝑙𝑜 𝑔 𝑖𝑐)  

𝑎 = 0 .9 8 0 3  

𝑙 = 0 .1 6 8 1  

𝑝 1
𝑘 : n u m eri c al d at a s a m pl e f or t h e di s pl a c e m e nt i n X dir e cti o n 

𝑌 1
𝑛 : e x p eri m e nt al d at a s a m pl e f or t h e di s pl a c e m e nt i n X dir e cti o n 
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Fi g ur e 6 .4 6 : C u m ul ati v e distri b uti o n f u ncti o n ( H ori z o nt al a n d v erti c al a x es e x hi bit t h e dis-

pl a c e m e nt o n X dir e cti o n, a n d t h e c u m ul ati v e distri b uti o n f u n cti o n, r e s p e cti v el y).  

T h e Fr e c h et di st a n c e d et er mi n e d a s t h e mi ni m u m c or d -l e n gt h c o n n e cti n g a p oi nt 

tr a v eli n g f or w ar ds al o n g o n e c ur v e a n d o n e pr o c e e di n g f or w ar ds al o n g a n ot h er c ur v e 

is m e as ur e d b et w e e n t h e n u m eri c al a n d e x p eri m e nt al c ur v es (Fi g ur e 6 .4 7 ) f or t h e 

di s pl a c e m e nt i n X dir e cti o n. T h e m e as ur e m e nt r e v e al s a Fr e c h et di st a n c e s of 0. 4 2 5 8  

m m, w h er e 6 0 0 d at a p oi nts o n e a c h c ur v e ar e t a k e n i nt o c o nsi d er ati o n.  

I n t h e s a m e m a n n er, t h e c u m ul ati v e di st a n c e f or 6 0 0 p oi nts of c ur v e s (Fi g ur e 6 .4 8 ) is 

c o m p ut e d as 4. 5 8 2 0 m m b y t h e d y n a mi c ti m e w ar pi n g m et h o d ( D T W), w hi c h d e pi ct s 

a si mil arit y b et w e e n c ur v es.  

I n a d diti o n, D T W is ai m e d at fi n di n g a p at h ( w ar pi n g p at h) b et w e e n t w o c ur v es mi ni-

mi z i n g t h e c u m ul ati v e di st a n c e b et w e e n p oi nts. 

B y w ar pi n g a c c or di n g t o  t h e w ar pi n g p at h, t h e t w o c ur v es c a n b e ali g n e d i n ti m e 

(Fi g ur e 6 .4 8 ), w hi c h m a k e  t h e ori gi n al d at a p oi nts b e tr a nsf or me d  t o t h e w ar p e d d at a 

p oi nts.  
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Figure 6.47: Comparison of the displacement of the membrane in X direction between the 

numerical curve (blue) and the experimental curve (red) (The data is measured for the point 

on the middle of the membrane, directly on the stringer. The horizontal axis indicates the 

time after the initial piston movement). 

 
Figure 6.48: Two original sets of four data points (up) and the warped sets of the data points 

(down) (Horizontal and vertical axes exhibit the data points number, and the X displacement 

(mm), respectively). 

6.6.2 Similarity tests for the displacement of the membrane in Y direction 

In addition, a general form of exponential functions best suited to the numerical data 

points for the displacement in Y direction is described according to eq. (6.5), repre-

sented by Figure 6.49. 
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 𝑓(ℎ) = 𝑎𝑒(𝑏𝑡) + 𝑐𝑒(𝑑𝑡) (6.5) 

Where the coefficients (with 95 % confidence bounds) are as follows: 

𝑎 = 0.01706 (−0.01779,−0.01633) 

𝑏 = 2.161 (2.052, 2.27) 

𝑐 = −2.951𝑒−05 (−3.423𝑒−05, −2.478𝑒−05) 

𝑑 = 10.94 (10.77, 11.1) 

𝑡: time (s) 

𝑓: the displacement in Y direction (mm) 

 
Figure 6.49: The raw data for the numerical result of the displacement in Y direction (blue) 

and the fitting curve (red) (The data is measured for the point on the middle of the mem-

brane, 1 cm below the steel stringer. The horizontal axis indicates the time after the initial 

piston movement). 

Likewise, the experimental datapoints for the displacement in Y direction can be for-

mulated based on a general form of exponential functions as eq. (6.5), exhibited by 

Figure 6.50. 

Where the coefficients (with 95 % confidence bounds) are as follows: 

𝑎 = −0.01646 (−0.04587, 0.01296) 

𝑏 = 2.344 (−1.398, 6.085) 

𝑐 = −2𝑒−05 (−8.406𝑒−05, 4.406𝑒−05) 

𝑑 = 11.31 (8.314, 14.31) 

𝑡: time (s) 

𝑓: the displacement in Y direction (mm) 
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Fi g ur e 6 .5 0 : T h e r a w d at a f or t h e e x p eri m e nt al r es ult of t h e dis pl a c e m e nt i n Y dir e cti o n 

( bl u e) a n d t h e fitti n g c ur v e (r e d) (T h e d at a is c oll e ct e d f or t h e p oi nt o n t h e mi d dl e of t h e 

m e m br a n e, 1 c m b el o w t h e st e el stri n g er.  T h e h ori z o nt al a xis i n di c at es t h e ti m e aft er t h e 

i niti al pist o n m o v e m e nt). 

A c o m p aris o n m a d e f or t h e si mil arit y i n t h e di stri b uti o n s of t h e e x p eri m e nt al a n d 

n u m eri c al d at a p oi nts b y t h e c u m ul ati v e di stri b uti o n f u n cti o n t est ( kt est 2) i s ill ustr at-

e d a c c or di n g t o e q. (6 .6 ). A si mil ar di stri b uti o n f or b ot h d at a s eri es ( Fi g ur e 6 .5 1 ) is 

pr o v e d, w h er e t h e c o m p ut e d  v al u es f or ℎ  a n d 𝜁  r e pr es e nt t h e v ali dit y of t h e n ull h y-

p ot h e sis ( si mil ar di stri b uti o n) a n d pr o b a bilit y of 9 9. 8 9 % f or t h e si mil arit y . 

M or e o v er, t h e m a xi m u m diff er e n c e f or F( x) e q u al s t h e 𝛼  v al u e of 0. 1 3 4 9.  

 [ℎ ,𝜔 ,𝛽 ] = 𝜔 𝑘 𝑘 𝑡 𝑒 2 ( 𝑠 2
𝑡  ,𝑌 2

𝑒 )  (6 .6 ) 

ℎ = 0  ( 𝑌 𝑛 𝑙𝑜 𝑔 𝑖𝑐)  

𝑎 = 0 .9 9 8 9  

𝑙 = 0 .1 3 4 9  

𝑝 2
𝑘 : n u m eri c al d at a s a m pl e f or t h e di s pl a c e m e nt i n Y dir e cti o n 

𝑌 2
𝑛 : e x p eri m e nt al d at a s a m pl e f or t h e di s pl a c e m e nt i n Y dir e cti o n 
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Fi g ur e 6 .5 1 : C u m ul ati v e distri b uti o n f u ncti o n ( H ori z o nt al a n d v erti c al a x es e x hi bit t h e dis-

pl a c e m e nt o n Y dir e cti o n, a n d t h e c u m ul ati v e distri b uti o n f u n cti o n, r e s p e cti v el y).  

I n c o ntr a st t o t h e di s pl a c e m e nt i n X dir e cti o n, t h e Fr e c h et di st a n c e of t h e n u m eri c al 

a n d e x p eri m e nt al r e s ults f or t h e di s pl a c e m e nt i n Y dir e cti o n (Fi g ur e 6 .5 2 ) is e vi d e ntl y 

l o w er. I n d et ail, a Fr e c h et di st a n c e of 0. 0 1 3 1 m m is c o m p ut e d f or 6 0 0 d at a p oi nts, 

w hi c h i n di c at es a g o o d si mil arit y b et w e e n t h e n u m eri c al a n d e x p eri m e nt al r e s ults.  

 

Fi g ur e 6 .5 2 : C o m p aris o n of t h e dis pl a c e m e nt of t h e m e m br a n e i n Y dir e cti o n b et w e e n t h e 

n u m eri c al c ur v e ( bl u e) a n d t h e e x p eri m e nt al c ur v e (r e d)  (T h e d at a is m e as ur e d f or t h e p oi nt 
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on the middle of the membrane, 1 cm below the steel stringer. The horizontal axis indicates 

the time after the initial piston movement). 

Likewise, the cumulative distance for 600 points on the curves for the displacement 

in Y direction (Figure 6.53) is 0.2458 mm which indicates a high degree of similarity 

between the results.  

Moreover, the original data points and the warped data points for the slope are plot-

ted in (Figure 6.53). 

 

Figure 6.53: Two original sets of four data points (up) and the warped sets of the data points 

(down) (Horizontal and vertical axes exhibit the data points number, and the Y displacement 

(mm), respectively). 

6.6.3 Similarity tests for the displacement of the membrane in Z direction 

Likewise, the numerical datapoints for the displacement in Z direction (Figure 6.54) 

can be formulated based on a Gaussian model function as eq. (6.7). 

 𝑓(ℎ) = 𝑎1𝑒
(−((𝑡−𝑏1) 𝑐1⁄ )2) + 𝑎2𝑒

(−((𝑡−𝑏2) 𝑐2⁄ )2)

+ 𝑎3𝑒
(−((𝑡−𝑏3) 𝑐3⁄ )2) + 𝑎4𝑒

(−((𝑡−𝑏4) 𝑐4⁄ )2) 
(6.7) 

Where the coefficients (with 95 % confidence bounds) are as follows: 

𝑎1 = −0.0001194 

𝑏1 = 0.1685 

𝑐1 = 0.003523 

𝑎2 = −6.398𝑒 − 06 

𝑏2 = 0.1804 

𝑐2 = 0.0005413 

𝑎3 = −0.05981 



1 6 5  

𝜁 3 = 0 .8 5 7 9  

𝛼 3 = 0 .1 5 6 7  

𝜔 4 = 0  

𝛽 4 = 0 .3 1 2 1  

𝜔 4 = 3 .6 9 6 𝑘 − 0 6  

t: ti m e (s) 

f: t h e di s pl a c e m e nt i n Z  dir e cti o n  ( m m) 

 

Fi g ur e 6 .5 4 : T h e r a w d at a f or t h e n u m eri c al r e s ult of t h e dis pl a c e m e nt i n Z dir e cti o n ( bl u e) 

a n d t h e fitti n g c ur v e (r e d)  (T h e d at a is c o m p ut e d f or t h e p oi nt o n t h e mi d dl e of t h e m e m-

br a n e, 1 c m b el o w t h e st e el stri n g er.  T h e h ori z o nt al a xis i n di c at es t h e ti m e aft er t h e i niti al 

pist o n m o v e m e nt) . 

I n a d diti o n, a G a u ssi a n m o d el f u n cti o n b e st s uit e d t o t h e e x p eri m e nt al d at a p oi nts f or 

t h e di s pl a c e m e nt i n Z dir e cti o n (Fi g ur e 6 .5 5 ) is d e s cri b e d a c c or di n g t o e q.(6 .8 ). 

 𝑘 ( ℎ ) = 𝑡 1 𝑒 ( − ( ( 𝑠 − 𝑡 1 ) 𝑌 1⁄ ) 2 )  (6 .8 ) 

W h er e t h e c o effi ci e nts ( wit h 9 5  % c o nfi d e n c e b o u n ds) ar e as f oll o ws:  

𝑒 1 = − 1 .5 3 8 𝑌 + 1 1  ( − 1 .2 6 2 𝑛 + 1 4 ,1 .2 5 9 𝑙 + 1 4 )  

𝑜 1 = 5 .7 4 1  ( − 1 3 3 ,1 4 4 .5 )  

𝑔 1 = 0 .9 2 2  ( − 1 1 .8 2 ,1 3 .6 6 )  
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Fi g ur e 6 .5 5 : T h e r a w d at a f or t h e e x p eri m e nt al r es ult of t h e dis pl a c e m e nt i n Z dir e cti o n 

( bl u e) a n d t h e fitti n g c ur v e (r e d) (T h e d at a is m e as ur e d f or t h e p oi nt o n t h e mi d dl e of t h e 

m e m br a n e, 1 c m b el o w t h e st e el stri n g er.  T h e h ori z o nt al a xis i n di c at es t h e ti m e aft er t h e 

i niti al pist o n m o v e m e nt). 

E q. (6 .9 ) d e m o n str at es a c o m p aris o n dr a w n f or t h e si mil arit y i n t h e di stri b uti o n s of 

t h e e x p eri m e nt al a n d n u m eri c al d at a p oi nts b y t h e c u m ul ati v e di stri b uti o n f u n cti o n 

t est ( kt e st 2). T h e c o m p ut e d v al u es f or ℎ  a n d 𝜁  e x hi bit t h e v ali dit y of t h e n ull h y p ot h-

esis ( si mil ar di stri b uti o n) a n d pr o b a bilit y of 9 9. 1 1 % f or t h e si mil arit y, w hi c h pr o v e a 

si mil ar di stri b uti o n f or b ot h d at a s eri es ( Fi g ur e 6 .5 6 ). 

I n a d diti o n, t h e m a xi m u m diff er e n c e f or F( x) e q u als t h e 𝛼  v al u e of 0. 1 6 8.  

 [ℎ ,𝜔 ,𝛽 ] = 𝜔 𝑘 𝑘 𝑡 𝑒 2 ( 𝑠 3
𝑡  ,𝑌 3

𝑒 )  (6 .9 ) 

ℎ = 0  ( 𝑌 𝑛 𝑙𝑜 𝑔 𝑖𝑐)  

𝑎 = 0 .9 9 1 1  

𝑙 = 0 .1 6 8 0  

𝑝 3
𝑘 : n u m eri c al d at a s a m pl e f or t h e di s pl a c e m e nt i n Z dir e cti o n 

𝑌 3
𝑛 : e x p eri m e nt al d at a s a m pl e f or t h e di s pl a c e m e nt i n Z dir e cti o n 
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Figure 6.56: Cumulative distribution function (Horizontal and vertical axes exhibit the dis-

placement on Z direction, and the cumulative distribution function, respectively). 

In comparison to the displacement in Y direction, the Frechet distance of the numeri-

cal and experimental curves (Figure 6.57) for the displacement in Z direction is low. 

Nevertheless, considering the range of the data for each pair samples, the displace-

ment in Y direction exhibits more similarity. In detail, a Frechet distance of 0.0084 

mm is captured for 500 data points. 

 

Figure 6.57: Comparison of the displacement of the membrane in Z direction between the 

numerical curve (blue) and the experimental curve (red) (The data is measured for the point 
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on the middle of the membrane, 1 cm below the steel stringer. The horizontal axis indicates 

the time after the initial piston movement). 

Likewise, the cumulative distance for 500 points on the curves for the displacement 

in Z direction (Figure 6.58) is 0.0239 mm which indicates a good analogy between the 

curves. 

Furthermore, the original data points and the warped data points for the slope are 

plotted in Figure 6.58. 

 

Figure 6.58: Two original sets of four data points (up) and the warped sets of the data points 

(down) (Horizontal and vertical axes exhibit the data points number, and the Z displacement 

(mm), respectively). 

6.7 Concluding remarks 

There are clear similarities in dominant trends for the numerical and experimental 

wave profiles within each captured frame. Although the wave heights differ from 

each other in the waves crest before 0.25 s after the piston movement, a tendency 

for increasing resemblance prevails afterwards for the numerically and experimental-

ly generated waves (depicted in Figure 6.16 to Figure 6.30). 

The initial high difference for the predicted numerically and experimentally observed 

wave heights can be justified by the effects of the leakage around the piston within 

the experimental analysis. 

In fact, the piston fits rarely the tank dimensions exactly, which can not prohibit wa-

ter from permeating into the backside of the piston. Consequently, it gives rise to 
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decreases in the wave heights for the experimental investigation in comparison with 

the numerical wave heights. 

The numerically computed deformation in the membrane validates well by drawing a 

comparison with the experimentally captured deformation for selected points. 

There was also an indication of instabilities after 0.92 s, which led to a crash in execu-

tion after 1.02 s co-simulation time. In the time of failure, the peak of the wave in 

side 1 passed the straight part of the membrane and the membrane was thoroughly 

affected by the wave. 

The instability can be attributed to a lack of the stiffness proportional damping coeffi-

cient for the Rayleigh damping which is a helpful tool to dissipate disturbances with 

high frequency rate. The reason why no stiffness proportional damping coefficient 

was defined was a lack of the proper data regarding the dynamic behavior of the 

membrane which necessitated a further experimental modal analysis (for the down-

scale model). 

The loss in dynamic data forced us to set the stiffness proportional damping coeffi-

cient for the Rayleigh damping to zero in order not to lose any important dynamic 

effects.  

To prohibit any instability, when maintaining the accuracy, an experimental modal 

analysis seems to be necessary. 

Moreover, the improvement in the structural boundary condition on the upper edge 

is the other possible option which can contribute to increased convergency and pre-

cision. 

Until now, the behaviors of the flexible slender structures were numerically studied 

for different cases and compared against experimental results. While the first scenar-

io was conducted for the membrane loaded by the hydrostatic force in a standalone 

structural analysis (chapter 3), two way interactions of the membranes and water 

flows were analyzed within the second and third scenarios (chapters 4 and 6). 

In the second case (chapters 4), the impact on the membrane in interaction with the 

low speed water flow was investigated, whereas the membrane was interacted with 

a high velocity water wave in the third case (chapters 6). 

Moreover, the first and third analyses were carried out for the down-scale model 

membrane, while the original membrane was investigated in the second case. 
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In this context, the question is raised whether a correlation between the behavior of 

the original membrane and the down-scale model can be found. The next chapter 

demonstrates the circumstances upon which a correlation can be drawn between the 

behavior of the original membrane and the down-scale model. 
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7 Similarity 

In this chapter, similitude analysis is used as a powerful engineering tool to study the 

interaction between fluids and structures together with an impact test. 

Application of similarity laws permits a quantitative evaluation of the behavior of the 

full scale prototype based on the data for the down-scale model.  

In order to correlate the response of the down-scale model to the original prototype, 

the similarity conditions will be established based on the Buckingham π theorem. 

The comparison between the results of the numerical simulations for the full-scale 

prototype and the down-scale model paves the way to verify accuracy of the simili-

tude analysis. 

In this regard, the accuracy of the dimensionless numbers will be investigated numer-

ically and discussed. 

In detail, two numerical analyses will be conducted within the Abaqus standard for 

the full-scale prototype and the down-scale model, respectively. 

7.1 Motivation 

On account of the present-day high computational power combined with enhanced 

numerical algorithms, numerical analysis has aroused growing interest to study com-

plex phenomena. However, experimental tests should be conducted in order to vali-

date the applied methods and approximations within numerical models. Neverthe-

less, an experimental investigation on a full-scale prototype is generally expensive, 

time consuming and perhaps impossible due to space limitations. Hence, an experi-

ment on a down-scale model is a more proper alternative. The condition to be able to 

downscale the model is physical similarity. 

The similitude concept, which relates a down-scale model to a full-scale prototype, is 

of great importance in the design of complex structures for many engineering appli-

cations. The aim is to predict how the prototype behaves based on the results from 

the scaled model. As a consequence, the scaled model is targeted to replicate the 

behavior of the prototype, which saves considerable time, material and cost perti-

nent to an experimental setup for the original system. Similarity in the response of 

the model and the prototype implies an equality of the dimensionless numbers rep-

resenting the characteristic behavior of the systems.  

In many circumstances, a complete similarity between a model and a prototype is 

impossible to be satisfied due to geometrical factors, material characteristics, envi-

ronmental conditions, and so on. A distorted model is captured with partial similarity 
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unless all the similarity requirements are met. The accuracy for the distorted model 

depends upon the appropriate dimensionless numbers which are observed when the 

model is fabricated and loaded. 

For free surface flows, gravitational, viscous, inertial forces, and surface tension are 

of importance. Therefore, the Froude number, the Reynolds number, and the Weber 

number will be regarded as significant similarity parameters. 

The Froude number deals with the relationship between gravity and inertial forces, 

enforcing the requirement which will be met by eq. (7.1). 

 
𝑢𝑝

√𝑔𝑝𝑙𝑝
=

𝑢𝑚

√𝑔𝑚𝑙𝑚
 
𝑔𝑝=𝑔𝑚
⇒      

𝑢𝑚
𝑢𝑝
= √

𝑙𝑚
𝑙𝑝

 (7.1) 

where 𝑙, 𝑔 and 𝑢 are the characteristic length of the fluid domain, the gravity accel-

eration and the fluid speed, respectively. 

In this chapter, subscripts of 𝑝 and 𝑚 represent the prototype and the model, respec-

tively. 

On the other hand, the Reynolds number relates the frictional and inertial forces. To 

govern the conditions of the Reynolds number and the Froude number similarity, the 

following equation has to be satisfied. 

 
𝜌𝑝𝑢𝑝𝑙𝑝

𝜇𝑝
=
𝜌𝑚𝑢𝑚𝑙𝑚
𝜇𝑚

 
𝑔𝑝=𝑔𝑚
⇒    

𝜈𝑚
𝜈𝑝
= (
𝑙𝑚
𝑙𝑝
)

3
2⁄

 (7.2) 

where 𝜌, 𝜇, and 𝜈 are the fluid density, the fluid dynamic viscosity and the fluid kine-

matic viscosity, respectively. 

The working fluid for the prototype and model is normally either freshwater or sea-

water and the length scale is small. Consequently, it is impossible to satisfy simulta-

neously both dimensionless numbers, leading to a distortion in the dynamic similarity 

between the model and the prototype in interaction with the free surface flow. 

The problem will be more complicated if surface tension effects are taken into ac-

count. Considering surface tension effects, the requirement for the identical Weber 

numbers imposes the following condition. 

 
𝜌𝑝𝑢𝑝

2𝑙𝑝

𝜎𝑝
=
𝜌𝑚𝑢𝑚

2 𝑙𝑚
𝜎𝑚

  ⇒ 
𝜎𝑚 𝜌𝑚⁄

𝜎𝑝 𝜌𝑝⁄
=
𝑢𝑚
2 𝑙𝑚
𝑢𝑝
2𝑙𝑝

=
𝑙𝑚
2

𝑙𝑝
2

 (7.3) 

The above relation for the kinematic surface tension (𝜎 𝜌⁄ ) exhibits clearly that the 

same fluid cannot be used for the model and the prototype. 
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Therefore, the decision on which forces are more dominant on the system plays im-

portant role on the solution. Fortunately, in our target problem, both the surface ten-

sion and the viscous forces affect the free surface flow considerably less than the 

gravity force. 

As a result, a strict adherence to the Froude number similarity has to be achieved 

with the expense of the ignored Weber and Reynolds number similarity. 

Nevertheless, with the reduction in the depth of the flow, the surface tension effect 

gains in importance, sparking a matter of concern. 

In order to eradicate surface tension effects from the model, different horizontal and 

vertical length scales can be applied; however, it initiates a geometric distortion, 

which must be usually considered by increasing the model surface roughness. Then, 

the model surface roughness must be so adjusted that an agreement between the 

model and the prototype would be met. 

Although fluid-structure interactions have been studied by many researchers as re-

viewed in chapter 1, there are limited works which investigated impact analysis for 

FSI problems. Furthermore, similitude concept is implemented to a lesser extent for 

FSI problems. 

In Schade et al.’s work (2016) [105], similarity laws were derived based on experi-

mental results for a down-scale flexible channel interacting with a water flow. None-

theless, the similitude study carried out in this work was limited to the fluid mechan-

ics aspect. 

In this chapter, the similarity conditions relating the response of the down-scale 

model to the original prototype will be built on the basis of Buckingham π theorem 

and their accuracy will be discussed. The scaling law will be implemented on the 

membrane subjected to a hydrostatic pressure and a high velocity impact load with 

an emphasis on the structural aspect. The numerical analysis will be utilized to verify 

the validity of the applied dimensional analysis. 

The behavior of a physical system depends on many parameters, i.e. the geometry, 

the material behavior, the dynamic response and the energy characteristics of the 

system.  

To determine the influential parameters, the governing physical phenomena should 

be understood. 



174 

In this respect, the governing equations of thin wall plates will firstly be expressed, 

which provide guidance in the selection of key variables for down scaling of the target 

structure. 

7.2 Governing equations 

On account of the important role of the water pressure and the impact load on the 

deformation of the thin flexible structure, a bending load can be regarded as a domi-

nant load. 

Since the thin flexible membrane is reinforced with a steel stringer on the upper bor-

der, two groups of equations have been established to characterize the response of 

the beam and the membrane to the bending load.  

Pozrikidis (2009) [87] have used the linear constitutive eq. (7.4) for the bending mo-

ments to compute flow-induced deformation of an elastic two-dimensional mem-

brane adhering to a wall. 

 𝑚 = 𝐵𝑀(𝐾 − 𝐾𝑅) (7.4) 

where 𝑚, 𝐾 and 𝐾𝑅  are the bending moments, the curvature of the membrane in the 

two-dimensional plane, and the curvature of the membrane in a resting configura-

tion, respectively. Moreover, the theory of thin plates contributes to estimate the 

bending stiffness of the membrane (𝐵𝑀) by the following relation (Fung 1965) [149]. 

 𝐵𝑀 =
𝐸𝑀𝑡

3

12(1 − 𝜈2)
 (7.5) 

where 𝑡, 𝐸𝑀 and 𝜈 are the thickness, the Young modulus and the poisson ratio of the 

membrane, respectively. 

Furthermore, based on the theory of beams, Fung (1965) [149] has used the following 

equation to define the bending moment (𝑚) for beams. 

 𝑚 =
𝐸𝑠𝐼

𝑅
 (7.6) 

where 𝑅 and 𝐸𝑠𝐼 are the radius of the beam curvature after bending and the bending 

stiffness of the beam, respectively. 

For the steel beam with a circular cross section (with the radius of r), the bending 

stiffness (𝐵𝑏𝑒𝑎𝑚) can be calculated based on eq. (7.7). 

 𝐵𝑏𝑒𝑎𝑚 = 𝐸𝑠𝐼 = 𝐸𝑠 (
𝜋𝑟4

4
) = 𝐸𝑠

𝐴𝑠
2

4𝜋
 (7.7) 
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Als o, 𝜁 𝛼 , 𝜔 𝛽 , a n d 𝜔  r e pr es e nt t h e cr oss s e cti o n ar e a, t h e Yo u n g m o d ul u s , a n d t h e m o-

m e nt of i n erti a of t h e st e el c or d wit h t h e cir c ul ar cr oss s e cti o n, r e s p e cti v el y.  

7. 3  B u c ki n g h a m Pi t h e o r e m  

T h e b e h a vi or of a n y p h ysi c al p h e n o m e n a c a n b e m e as ur e d f u n d a m e nt all y a c c or di n g 

t o di m e nsi o n s s u c h as l e n gt h, m a ss, ti m e, t e m p er at ur e, el e ctri c c h ar g e a n d s o o n. T h e 

e q u ati o n s g o v er ni n g c o n diti o n s o n p h y si c al pr o bl e ms c a n b e e x pr es s e d as f oll o ws:  

 𝑘 ( 𝑘 1 ,𝑡 2 ,… .,𝑒 𝑠 ) = 0  (7 .8 ) 

w h er e X 1 ,X 2 ,… .,X k  ar e 𝑡  p h ysi c al v ari a bl e s.  

T h e a b o v e e q u ati o n c a n b e tr a nsf or m e d i n t h e f or m of e q. (7 .9 ). 

 𝑌 ( 𝑒 1 ,𝑌 2 ,… .,𝑛 𝑙 − 𝑜 ) = 0  (7 .9 ) 

w h er e π 1 ,π 2 ,… .,π k − r  ar e di m e nsi o nl ess pr o d u cts of t h e 𝑔  p h y si c al v ari a bl e s a n d 𝑖  

r ef er s t o t h e n u m b er of t h e f u n d a m e nt al di m e nsi o n s ( h er e 𝑐  ( m ass), 𝑎  (l e n gt h), 𝑙  

(ti m e)) d o mi n ati n g wit hi n t h e p h ysi c al pr o bl e m. 

T h e e q u alit y of t h e 𝑝  t er ms b et w e e n t h e s c al e d m o d el a n d t h e ori gi n al o n e is t er m e d 

as t h e si milit u d e r e q uir e m e nt.  

7. 4  Di m e n si o nl e s s n u m b e r s  

At t his p oi nt , t h e st e p-b y -st e p a p pr o a c h a d o pt e d t o d et er mi n e di m e nsi o nl e ss n u m-

b ers f or t h e t ar g et i m p a ct a n al ys es is e x pl a i n e d. It is ai m e d at fi n di n g h o w t h e pr ot o-

t y p e i nt er a cti n g wit h b ot h w at er fl o w  a n d a h e a v y fl ots a m  b e h a v e s w h e n t h e d at a f or 

its d o w ns c al e d m o d el is a v ail a bl e (Fi g ur e 7 .1 ). 

T h e pr ot ot y p e m e m br a n e a n d t h e r el e v a nt pr oj e ctil e w er e  m o d el e d wit h t h e s a m e 

g e o m etri c al,  m at eri al a n d b o u n d ar y c o n diti o n s as d efi n e d i n c h a pt er 4 . 

A s c al e f a ct or of 1 0 (t h e s c al e f a ct or 𝑘 = 1 0) w as i ntr o d u c e d as t h e r ati o of t h e g e o m et-

ri c al di m e nsi o n s i n t h e pr ot ot y p e m e m br a n e t o t h e c orr es p o n di n g g e o m etri c al p a-

r a m et ers i n t h e m o d el m e m br a n e . T o m ai nt ai n t h e g e o m etri c al si mil arity, b ot h t h e 

pr ot ot y p e a n d t h e d o w n -s c al e m o d el  s h ar e t h e s a m e b o u n d ar y c o n diti o n.  

M or e o v er, t h e w or ki n g fl u i d f or t h e pr ot ot y p e a n d t h e m o d el w a s ass u m e d a s w at er 

wit h si mil ar d e nsit y.  
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Fi g ur e 7 .1 : Ill u str ati o n of t h e m o d el: t h e m e m br a n e ( r e d); t h e st e el c or d (gr e e n ); t h e fl ot s a m 

(br o w n ); t h e b ott o m of t h e c h a n n el (d ar k gr e y ) 

T h e g o v er ni n g e q u ati o n s o n t h e s yst e m li k e e q. (7 .4 ) t o e q.  (7 .7 ) c o ntri b ut e t o t h e 

pr o p er s el e cti o n of k e y p ar a m et ers. T h e n, t h e pr o c e d ur e t o  d eri v e t h e di m e nsi o nl e ss 

gr o u ps b y m e a n s of t h e B u c ki n g h a m 𝜁  t h e or e m is as f oll o ws. 

Fir st, all t h e v ari a bl e s i n v ol v e d i n t h e pr o bl e m c a n b e list e d as 𝛼, 𝜔 , 𝛽 𝜔 , 𝑘 𝑘 , 𝑡 𝑒 𝑠 𝑡 𝑌 , 𝑒 , 

𝑌 𝑛 , 𝑙 , 𝑜 , ℎ , 𝑔 , 𝑖 , ℎ 𝑐  a n d  𝑎 . 

W hil e B M  a n d  𝑙 𝑝  st a n d f or t h e b e n di n g stiff n ess a n d t h e w ei g ht p er ar e a of t h e 

m e m br a n e , 𝑘 𝑌 𝑛 𝑌 𝑒  a n d 𝑊 𝑠  d e n ot e t h e b e n di n g stiff n e s s a n d t h e w ei g ht p er l e n gt h of 

t h e st e el c or d. 𝐿 , ℎ , 𝑏 , 𝑎 , ℎ 𝑎 , a n d 𝑡  r e pr es e nt t h e g e o m etri c al p ar a m et er of t h e fl e xi-

bl e str u ct ur e, w h er e a s 𝐴 , 𝑀  a n d 𝐶  ar e t h e cr os s s e cti o n ar e a, t h e m ass a n d t h e i niti al 

v el o cit y of t h e pr oj e ctil e. F urt h er m or e, t h e w at er h y dr ost ati c pr es s ur e is t er me d as P . 

T h e w at er h y dr ost ati c pr ess ur e : 𝑃 = 𝜌 𝑤 𝑔 ℎ 𝑤  

T h e w ei g ht of t h e m e m br a n e p er ar e a: 𝑊 𝑀 = 𝜌 𝑀 𝑡  

T h e w ei g ht of t h e st e el c or d p er l e n gt h:  𝑊 𝑠 = 𝜌 𝑠 𝐴 𝑠  

w h er e 𝜌 𝑀 a n d 𝜌 𝑠  ar e t h e d e nsit y of t h e m e m br a n e a n d t h e d e nsit y of t h e st e el c or d, 

r e s p e cti v el y. T h e t hi c k n e ss of t h e m e m br a n e  a n d  t h e cir c ul ar cr oss s e cti o n of t h e 

st e el c or d ar e  r e pr es e nt e d b y t a n d  𝐴 𝑠 , r e s p e cti v el y. M or e o v er, 𝜌 𝑤  a n d ℎ 𝑤  d e n ot e 

t h e w at er d e n sit y a n d t h e w at er l e v el , r e s p e cti v el y. 

T h e n, t h e v ari a bl e s ar e d e c o m p os e d i n t er m s of t h e b a si c di m e nsi o n s (𝑀 , 𝐿 , a n d 𝑇 ), 

w h er e 𝑀 , 𝐿 , a n d 𝑇  r e pr es e nt f u n d a m e nt al di m e n si o ns of m as s, l e n gt h, a n d ti m e, r e-

s p e cti v el y . N e xt, t h e r e p e ati n g v ari a bl e s, n a m el y 𝑙, 𝐵 𝑀 , 𝐵 𝑏 𝑒 𝑎 𝑚  ar e s el e ct e d as a  s et of 

𝑟  di m e nsi o n al v ari a bl e s  w hi c h i n cl u d e all t h e pri m ar y di m e nsi o n s. Fi n all y,  a n att e m pt 
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has been made to form 𝜋 terms (the dimensionless groups) for each non-repeating 

variable in combination with repeating variables. 

Similitude requirement 

The dynamic similarity conditions between the prototype and the down-scaled model 

were derived from the structural viewpoint based on the dimensional analysis theory, 

whereby six dimensionless groups must be met, excluding the geometrical similarity. 

 𝜋1 =
𝑊𝑀𝑙

3

𝐵𝑀
 (7.10) 

 𝜋2 =
𝐵𝑏𝑒𝑎𝑚
𝐵𝑀𝑙

 (7.11) 

 𝜋3 =
𝑃𝑙3

𝐵𝑀
 (7.12) 

 𝜋4 =
𝑊𝑠𝑙

2

𝐵𝑀
 (7.13) 

 𝜋5 =
𝑀𝐶2

𝐵𝑀
 (7.14) 

 
⇒ 𝜋42 =

𝜋4
𝜋2
=
𝑊𝑠𝑙

3

𝐵𝑏𝑒𝑎𝑚
 

 

(7.15) 

For a 1/10th scaled down model, all the geometrical parameters of the model should 

be scaled by a factor (𝑆), i.e. 𝑙𝑚 = 𝑙𝑝 𝑆⁄ , where the suffix 𝑚 and 𝑝 denote the model 

and the prototype, respectively. 

 𝜋6 =
𝐴

𝑙2
  (7.16) 

 𝜋7 =
ℎ

𝑙
, 𝜋8 =

𝑏

𝑙
, 𝜋9 =

𝑎

𝑙
, 𝜋10 =

ℎ𝑎

𝑙
 (7.17) 

The water hydrostatic pressure depends on the height and the density of water, lead-

ing to the following relation with the assumption of an identical density for two sam-

ples. 

 
𝑃𝑝

𝑃𝑚
=
ℎ𝑤𝑝

ℎ𝑤𝑚
= 𝑆 (7.18) 

As a result, to achieve a similarity, the hydrostatic pressure has to be scaled by 10. 
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To meet the third dimensionless term: 

 
𝐵𝑀,𝑝

𝐵𝑀,𝑚
= 𝑆4 ⇒ (

𝐸𝑀𝑡
3

(1 − 𝜈2)
)
𝑝

= 𝑆4 (
𝐸𝑀𝑡

3

(1 − 𝜈2)
)
𝑚

 (7.19) 

In order to satisfy the second dimensionless term: 

 
𝐵𝑏𝑒𝑎𝑚,𝑝

𝐵𝑏𝑒𝑎𝑚,𝑚
= 𝑆5⇒ (𝐸𝑠𝐴𝑠

2)𝑝 = 𝑆
5(𝐸𝑠𝐴𝑠

2)𝑚 (7.20) 

By exerting the forth dimensionless number: 

  𝑊𝑆,𝑝 = 𝑆
2 𝑊𝑆,𝑚⇒  (𝜌𝑠 𝐴𝑠)𝑝 = 𝑆

2(𝜌𝑠 𝐴𝑠)𝑚 (7.21) 

As a result, we cannot use the same material for the cord in the down-scale model. 

In detail, the materials for the prototype and the down-scale model have to share 

common density, albeit with different Young modulus. 

The first dimensionless number leads to: 

 𝑊𝑀,𝑝 = 𝑆 𝑊𝑀,𝑚⇒  (𝜌𝑀𝑡)𝑝 = 𝑆(𝜌𝑀𝑡)𝑚 (7.22) 

To maintain the fifth dimensionless term: 

 (𝑀𝐶2)𝑝 = 𝑆
4(𝑀𝐶2)𝑚 (7.23) 

Because of the buoyancy effect, the density of the projectile should stay constant. 

 ⇒ (𝑉𝐶2)𝑝 = 𝑆
4(𝑉𝐶2)𝑚 (7.24) 

𝑉 is the volume of the projectile. 

7.5 Simulation setup 

To verify the accuracy of the dimensional analysis, two structures have been pre-

pared. The former represented the original structure with the same geometrical and 

material characteristics as described in chapter 4, while the latter was geometrically 

downscaled as 1:10. Both models were constructed, meshed, and prepared within 

the Abaqus CAE, where the flexible parts were imported from the simulation of the 

full-scale prototype to the other simulation and downscaled by a scale factor of 10. 

Moreover, the material properties assigned to the down-scale model were followed 

the requirements imposed by the gained dimensionless numbers. In detail, the densi-

ty and the Poisson ratio of both the membrane and the stringer remained constant, 

whereas the Young’s moduli for both of them were reduced 10 times. Furthermore, 

https://en.wikipedia.org/wiki/Buoyancy
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the thickness of the membrane and the diameter of the stringer for the model were 

downscaled as 1:10. As a result, the plastic behaviors of the flexible materials have to 

be different. The yield stress and the applied stresses resulting in plastic defor-

mations for the membrane within the down-scale model were reduced by a factor of 

10 for the same strain rates which were introduced within the prototype. 

For the full-scale prototype, the representation for the flotsam was made by a cylin-

drical three-dimensional discrete rigid part with a diameter of 0.4 m, a length of 3 m, 

and a mass of 330 kg at the flotsam center of gravity. 

In contrast, a cylindrical three-dimensional discrete rigid part with a diameter of 0.04 

m, a length of 0.3 m, and a mass of 3.3 kg was attributed to the flotsam for the down-

scale model. 

The water hydrostatic pressure with regard to a water level of 135 cm was imposed 

on the prototype by the user defined subroutine of DLOAD, updated in accordance 

with the deformed shape during the solution. 

A new user defined subroutine of DLOAD based on a water level of 13.5 cm was ap-

plied to depict the updated hydrostatic pressure distributions for the down-scale 

model in every time step. 

Each of the simulations was performed in two steps, where the flotsam was acceler-

ated towards the membrane during the former step, followed by the elimination of 

the acceleration within the latter step. 

To accelerate each of the flotsams, a velocity boundary condition was imposed on 

each of the flotsams, where the velocity was altered from 4 m/s for the full-scale pro-

totype to 0.4 m/s for the down-scale model. 

7.6 Results 

Figure 7.2 to Figure 7.13 demonstrate the results for both membranes before they 

make contact with the pertinent heavy accelerated flotsam. 

The displacement fields in X-direction are shown in Figure 7.2 and Figure 7.3 for the 

down-scale model and the full-scale prototype, respectively. 

While both figures exhibit symmetric displacements in X-direction relative to X-Y 

plane, the latter represents the displacement field in X-direction which is about 10 

times bigger than the corresponding displacements field in the former, as expected. 

For instance, the maximum X-displacement for the down-scale model is in the range 

between 2.11 mm and 2.3 mm when the full-scale prototype deforms with a peak of 

20.48 mm in X direction.  
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T h e s a m e tr e n d c a n b e  s e e n i n Fi g ur e 7 .4  a n d Fi g ur e 7 .5 , w hi c h r e pr es e nt t h e di s-

pl a c e m e nt fi el d s i n Y -dir e cti o n f or t h e d o w n -s c al e m o d el a n d t h e f ull -s c al e pr ot ot y p e, 

r e s p e cti v el y. 

I n d et ail, s y m m etri c di s pl a c e m e nts i n Y-dir e cti o n r el ati v e t o X -Y pl a n e st a n d o ut f or 

b ot h c a s es. Si mil arl y, t h e r ati o of 1 0 t o 1 is m ai nt ai n e d f or t h e di s pl a c e m e nt i n Y-

dir e cti o n b et w e e n t h e pr ot ot y p e a n d t h e d o w n -s c al e m o d el.  

Alt h o u g h di s pl a c e m e nts i n Z -dir e cti o n s e e m n ot t o b e si mil ar r el ati v e t o X -Y pl a n e, 

t h e s a m e di s pl a c e m e nts i n Z-dir e cti o n b ut i n o p p o sit e dir e cti o ns ar e r e s ult e d f or b ot h 

th e d o w n -s c al e m o d el a n d t h e f ull -s c al e pr ot ot y p e ( r ef er t o Fi g ur e 7 .6  a n d Fi g ur e 

7 .7 ). Li k e wis e, a  r ati o of 1 0 t o 1 f or t h e di s pl a c e m e nt i n Z -dir e cti o n b et w e e n t h e pr o-

t ot y p e a n d d o w n-s c al e m o d el i s still v ali d.  

 
 

Fi g ur e 7 .2 : D is pl a c e m e nt i n X dir e cti o n b ef or e i m p a ct f or t h e d o w n -s c al e m o d el  ( T h e c orr e-

s p o n di n g v al u e s f or U 1 ar e i n m et er). 

 
Fi g ur e 7 .3 : Dis pl a c e m e nt i n X dir e cti o n b ef or e i m p a ct f or t h e f ull-s c al e pr ot ot y p e  ( T h e c orr e-

s p o n di n g v al u es f or U 1 ar e i n m et er) . 
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Fi g ur e 7 .4 : D is pl a c e m e nt i n Y dir e cti o n b ef or e i m p a ct f or t h e d o w n -s c al e m o d el  ( T h e c orr e-

s p o n di n g v al u es f or U 2 ar e i n m et er) . 

 
Fi g ur e 7 .5 : D is pl a c e m e nt i n Y dir e cti o n b ef or e i m p a ct f or t h e f ull-s c al e pr ot ot y p e  ( T h e c orr e-

s p o n di n g v al u es f or U 2 ar e i n m et er) . 

 
Fi g ur e 7 .6 : D is pl a c e m e nt i n Z dir e cti o n b ef or e i m p a ct f or t h e d o w n -s c al e m o d el  ( T h e c orr e-

s p o n di n g v al u es f or U 3 ar e i n m et er) . 
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Fi g ur e 7 .7 : D is pl a c e m e nt i n Z dir e cti o n b ef or e i m p a ct f or t h e f ull-s c al e pr ot ot y p e  ( T h e c orr e-

s p o n di n g v al u es f or U 3 ar e i n m et er) . 

 

T h er e is al s o a r el ati o n b et w e e n t h e V o n Mis e s str e ss es f or t h e d o w n-s c al e m o d el a n d 

t h e f ull-s c al e pr ot ot y p e, w h er e t h e r ati o of t h e f or m er t o t h e l att er i s a b o ut 1/ 1 0 

(Fi g ur e 7 .8  a n d Fi g ur e 7 .9 ). F or e x a m pl e, t h e m ai n part of m e m br a n e s is u n d er t h e 

V o n Mis es  str e s s of 1. 0 4 7 M P a a n d 1 0. 5 0 M P a, r e s p e cti v el y.  

 

 
Fi g ur e 7 .8 : V o n M is es str ess b ef or e i m p a ct f or t h e d o w n -s c al e m o d el  pr ot ot y p e  ( T h e c orr e-

s p o n di n g v al u es f or V o n Mis es str ess ar e i n P a) . 
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Fi g ur e 7 .9 : V o n M is es str ess b ef or e i m p a ct f or t h e f ull-s c al e pr ot ot y p e  ( T h e c orr e s p o n di n g 

v al u es f or V o n Mis es str ess ar e i n P a) . 

Si n c e  str ai n is a di m e nsi o nl e ss p ar a m et er, t h e m a xi m u m i n -pl a n e pri n ci p al pl asti c 

str ai n a n d t h e pl a sti c str ai n i n X dir e cti o n f or t h e d o w n-s c al e m o d el ( Fi g ur e 7 .1 0  a n d 

Fi g ur e 7 .1 2 , r e s p e cti v el y) ar e of t h e s a m e or d er as t h e f ull-s c al e pr ot ot y p e ( Fi g ur e 

7 .1 1  a n d Fi g ur e 7 .1 3 , r es p e cti v el y). T h e s y m m etri c p att er ns r el ati v e t o X -Y pl a n e ar e 

h er e al s o pr es er v e d.  

 
Fi g ur e 7 .1 0 : M a xi m u m i n -pl a n e pri n ci p al pl asti c str ai n b ef or e  i m p a ct f or t h e d o w n -s c al e 

m o d el  
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Fi g ur e 7 .1 1 : M a xi m u m i n -pl a n e pri n ci p al pl asti c str ai n b ef or e  i m p a ct f or t h e f ull-s c al e 

pr ot ot y p e  

 
Fi g ur e 7 .1 2 : Pl asti c str ai n i n X dir e cti o n b ef or e i m p a ct f or t h e d o w n -s c al e m o d el  

  
Fi g ur e 7 .1 3 : P l asti c str ai n i n X dir e cti o n b ef or e i m p a ct f or t h e f ull-s c al e pr ot ot y p e  
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The results for both membranes impacted by corresponding heavy accelerated flot-

sam for 0.1044 s are depicted in Figure 7.14 to Figure 7.25. In fact, during 0.1044 s 

after impact, maximum deformations for both membranes can be observed. 

The results captured after impact show the same tendency exhibited by the results 

before impact. In other words, the deformation ratios and symmetrical patterns for 

both the down-scale model and the full-scale prototype before impact remains intact 

after the light structures are attacked by the corresponding flotsams. The maximum 

displacements in X, Y and Z directions are 2.792 cm, 7.634 mm and 0.8657 mm, re-

spectively, for the down-scale model (Figure 7.14, Figure 7.16 and Figure 7.18). 

Likewise, the same parameters reach 27.83 cm, 77 mm and 8.586 mm for the full-

scale prototype (Figure 7.15, Figure 7.17 and Figure 7.19). 

In Figure 7.14 and Figure 7.15, more or less uniform displacements in X-direction for 

the membrane in the impact zone (the circular areas in the membrane which are im-

pacted by the flotsam) can be seen. Moreover, the effect of the impact on the dis-

placements in the impact zone propagates in all directions. Notwithstanding the fact 

that the displacements grow symmetric relative to X-Y plane, the displacement prop-

agated by the impact affect the membrane to a lesser extent in Y-direction. 

 

Figure 7.14: Maximum displacement in X direction in 0.1044 s after impact for the down-

scale model (The corresponding values for U1 are in meter). 
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Figure 7.15: Maximum displacement in X direction in 0.1044 s after impact for the full-scale 

prototype (The corresponding values for U1 are in meter). 

The displacements in Y-direction are to a great degree less than the displacements in 

X-direction so that the maximum displacement in Y-direction is about 27 percent of 

the maximum displacement in X-direction (Figure 7.16 and Figure 7.17). 

In these figures, two different areas with significant extents in displacement can be 

distinguished. The former has a maximum amount in the upper areas of the impact 

zone and the latter originates from the bottom of the membrane. The increases in 

displacements in both areas propagate in all directions. Whereas rises in the dis-

placements in the bottom of the membrane distribute completely in the Z-direction, 

the propagation of the displacement in the upper of the impact zone is more limited 

to the impact zone. 

 
Figure 7.16: Displacement in Y direction in 0.1044 s after impact for the down-scale model 

(The corresponding values for U2 are in meter). 
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Figure 7.17: Displacement in Y direction in 0.1044 s after impact for the full-scale prototype 

(The corresponding values for U2 are in meter). 

 

Despite the fact that four distinguishing areas can be recognized in Figure 7.18 and 

Figure 7.19, the displacements in Z direction are low in the range of -0.86 mm to 0.87 

mm. The maximum displacements in Z direction are 8.9 times and 32.3 times less 

than maximum displacements in Y-direction and X-direction, respectively. Further-

more, the displacements in Z direction are symmetric relative to X-Y plane, but in the 

opposite directions. That is why the Z-displacement contours are displayed in differ-

ent colors with regard to X-Y plane. 

 
Figure 7.18: Displacement in Z direction in 0.1044 s after impact for the down-scale model 

(The corresponding values for U3 are in meter). 
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Figure 7.19: Displacement in Z direction in 0.1044 s after impact for the full-scale prototype 

(The corresponding values for U3 are in meter). 

 

As it can be seen in Figure 7.20 and Figure 7.21, the Von Mises stresses are totally 

varying in the impact zone. Likewise, the effect of the impact on the membrane trig-

gers the maximum Von Mises stress in the upper areas of the impact zone, which 

propagates throughout the membrane. However, it makes the membrane be affected 

to a greater extent in Y-direction. Also, the Von Mises stress within the down-scale 

model is 10 times less than the full-scale prototype. 

To be more precise, the maximum Von Mises stress of 7.115 MPa is captured for the 

down-scale model (Figure 7.20), while the full-scale prototype is under a maximum 

Von Mises stress of 70.10 MPa (Figure 7.21). 

 

 
Figure 7.20: Von Mises stress in 0.1044 s after impact for the down-scale model (The corre-

sponding values for Von Mises stress are in Pa). 
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Figure 7.21: Von Mises stress in 0.1044 s after impact for the full-scale prototype (The corre-

sponding values for Von Mises stress are in Pa). 

Furthermore, Figure 7.22 to Figure 7.25 depict the maximum strains in the upper are-

as of the impact zone, which propagate throughout the membrane in Y-direction in 

much larger degrees than in in Z-direction. 

The maximum in-plane principal plastic strain and the plastic strain in X direction are 

0.09663 and 0.09650 for the down-scale model (Figure 7.22 and Figure 7.24) and of 

the same order as their counterparts for the full-scale prototype, which are 0.09644 

and 0.09607(Figure 7.23 and Figure 7.25). 

 

Figure 7.22: Maximum in-plane principal plastic strain in 0.1044 s after impact for the down-

scale model 
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Figure 7.23: Maximum in-plane principal plastic strain in 0.1044 s after impact for the full-

scale prototype 

 

Figure 7.24: Plastic strain in X direction in 0.1044 s after impact for the down-scale model 

 

Figure 7.25: Plastic strain in X direction in 0.1044 s after impact for the full-scale prototype 
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7.7 Concluding remarks 

The results show an excellent correlation between both the prototype and the mod-

el. The numerical results have exhibited that the displacements and the stresses of 

the down-scale model are 10 times less than the corresponding displacements and 

the stresses in the prototype (before impact and after impact). Moreover, the strains 

are of the same order for the prototype and the model. 

As a result, the numerical results captured by the similitude theory were in good 

agreement with the predictions for the parameters, such as the displacements, the 

stresses, and the strains based on the dimensionless analysis, which validate the ac-

curacy of the dimensionless approach. 

As mentioned before, the similarity was studied from a structural viewpoint, where 

there exists a weak interaction between water flow and the light structure impacted 

by a heavy flotsam. In other words, the effect of the water pressure was imposed on 

the light structure by a subroutine, where water pressure field on the membrane was 

affected by a change in the water heights resulting from the membrane defor-

mations. 

Nevertheless, the implementation of optimization measures accelerating the compu-

tation time for two-way co-simulations together with cluster computing opens the 

way to investigate numerically two-way fluid-structure interactions in a cost-effective 

way. It can in turn lead to comprehensive similarity analyses on the FSI problems. 
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8 Summary, conclusions and outlook 

This thesis presents the numerical findings regarding the fluid-structure interaction, 

comprising flexible slender shaped structure, free surface flow, and potentially inter-

acting rigid structures, using the commercial software of Star CCM+ for computation-

al fluid dynamics and Abaqus for finite element analyses. 

Notwithstanding the current work deals with solutions for the design of a light tem-

porary installable textile flood control structure, the findings can also contribute to 

solve other practical problems in industries, such as marine, aircraft, automotive in-

dustry, medicine, and entertainment industry. 

In the first chapter, the relevant literatures on numerical approaches to solve fluid-

structure interaction problems have been reviewed, where the works dealing with 

fluid-structure interface treatments have been emphasized. 

In this respect, two main classes of methods for FSI numerical procedures were cov-

ered. Whereas the former discussed immersed methods implementing non-

conforming mesh, partitioned approaches were topics of debate in the latter. 

Taking strengths and weaknesses into consideration, a partitioned approach was fol-

lowed for different reasons. The main reason why the partitioned approach was im-

plemented is its higher degree of flexibility in spatial meshing which allows the de-

tailed physics along the fluid-structure interface to be captured. Furthermore, a con-

tinuous data transfer between domains permits a solution for the whole fluid and 

structure domains to be achieved, where different proper algorithms and discretiza-

tion models are applied for each corresponding domains. 

In the second chapter, the pros and cons of different partitioned approaches such as 

single FV, and coupled FV-FE frameworks were discussed. Furthermore, the differ-

ence between the time integration approaches as explicit or implicit was explained. 

Moreover, coupling schemes which are important factors influencing the FSI analysis 

were demonstrated. 

In this respect, the fluid domain was analyzed by a 2nd order time integration model 

and an implicit unsteady solver in all conducted simulations  

However, the dynamic explicit scheme which can well handle with inherently highly 

nonlinear problems was firstly selected to provide a solution for the structural do-

main (as implemented in chapter 3). 

Nevertheless, convergency issues with regard to added mass effect resulting from a 

loosely coupled (explicit) algorithm for two-way co-simulations enforced an inevitable 

switch in the coupling scheme from explicit to implicit (applied in chapters 4 and 6). 
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However, a change in the coupling scheme affects the algorithm solving the structural 

domain due to incompatibility between a dynamic explicit solver (for structure) and 

an implicit coupling scheme. 

Moreover, the discretization techniques or models which were widely used like struc-

tural elements of beam, membrane and the overset mesh for the fluid domain were 

reviewed.  

Likewise, the turbulence models incorporated into the physics of the fluid domain 

were compared, where the realizable two-layer K-Epsilon turbulence model were se-

lected as an appropriate model for the target application. 

Several relevant theories behind the analysis of the light structures performance, 

such as damping models were also presented. The damping models appended into 

the physics of the structure are responsible to dissipate any oscillations in the struc-

ture.  

Viewed from this aspect, the damping models are important factors which have to be 

taken into consideration. Otherwise, a convergent simulation can not be ensured. 

What was investigated in the third chapter was the behavior of the down-scale thin 

flexible membrane exposed to the hydrostatic pressures, where a dynamic explicit 

solver provided the solution for the structural domain.  

Next, the numerical results had to be compared against the experimental findings, 

which was a crucial step to verify the accuracy of the numerical algorithms and the 

structural model setup parameters. 

In this regard, comparisons were made between the numerical and experimental re-

sults for the downscale model loaded by the hydrostatic pressure, where changes in 

the water level imposed different pressures on the membrane. 

Except for the slight differences resulting from simplifications, the parameter setup, 

measurement errors, and the applied numerical solvers, the numerical results met 

well the experimental data.  

Promising numerical results provided the motivation for further researches investi-

gating other possible scenarios whose levels of complexity were extremely raised. 

To estimate the deformation of the light flexible structure due to the impulsive force 

arising from broken pieces of wood brought by the flood, the impact was numerically 

analyzed in chapter 4. 

The impact analysis was executed at the presence of the free surface water flow 

which interacted with both the rigid and flexible structures. The flexible structure 
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representing the full-scale prototype membrane deformed notably when impacted 

by an accelerated heavy flotsam. 

The impact analysis on the full-scale prototype was executed for two co-simulation 

cases, where a difference in the discretization techniques for the fluid domain was a 

distinguishing feature. The former was discretized with a standard mesh, while the 

overset mesh technique added more flexibility to the latter case. 

Moreover, to reduce an inevitable gap between the flotsam within the fluid domain 

and its counterpart in structural domain, the effect of different parameters like the 

shape of the flotsam, the overset mesh zero gap, shrinkage were investigated. 

The maximum numerical deformation for the membrane was compared against the 

experimental impact test where the flotsam was made to attack the membrane at 

inbound velocities of 4 m/s. 

The experimental impact test captured a maximum displacement of 30 cm (Figure 

4.30), for the membrane, which represented a good agreement with the numerical 

result (28.81 cm in Figure 4.26). 

Furthermore, there exist minor differences between the results captured by three 

different numerical analyses (the standalone Abaqus analysis (the results are pre-

sented in chapter 7), the co-simulations with both the standard mesh technique and 

the overset mesh technique for the fluid region discretization)  

The slight differences between results rooted at the fact that the flotsam was accel-

erated artificially to move and hit the membrane with the specified velocity and im-

pact direction in both the experimental and numerical studies, where a hydrostatic 

equilibrium was somehow dominant on the fluid medium. 

In fact, the effect of the coupling between the fluid and the membrane was far less 

than the extent influenced by the impulsive contact between the membrane and the 

flotsam. Nonetheless, in reality, the fluid domain caused the flotsam to hit the mem-

brane, while the flotsam was managed artificially to impact the membrane in both 

the experimental and numerical studies. It suggested that a real impact scenario 

(without artificial forces) has to be studied inevitably by a two-way coupled FSI simu-

lation. 

The results extracted from a comparison between the behavior of the membrane 

modeled as either rigid or flexible exhibited that the representation of the flexible 

membrane as a rigid one give rise to wrong results. In other words, a standalone 

Abaqus impact simulation is able to provide a solution for the flexible membrane at 

the cost of accuracy provided that the effects of fluid domain on the structures can 
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be defined by mathematical formulations. In contrast, due to a significant effect of 

the membrane behavior on the fluid domain, no valid results for the fluid domain can 

be captured if the membrane is simulated as a rigid structure. 

The successful FSI simulations addressing a huge impact on the flexible slender struc-

ture interacting with the heavy water medium encourage a numerical analysis of a 

more complicated phenomenon in which the statistical flood information determines 

the dynamic behavior of the fluid domain. 

However, before proceeding with such a complicated scenario, preparatory numeri-

cal analyses are needed to enhance understanding of the behavior of light structures 

in interaction with high Reynolds number water flows and water waves. 

With this intension, the interaction between the down-scale model and hydrodynam-

ic loads was numerically investigated (chapter 6), where movements of a wooden 

body within a numerical wave channel replicated a one-way piston-type wavemaker. 

In addition, the results had to be validated against experimental data. 

The rationale behind the numerical analysis on the down-scale model lay in the space 

limitation and costs regarding the experimental investigation on the original mem-

brane.  

Likewise, in order to investigate the influence of the dynamic water pressure on the 

light slender deformable structure, a piston-type wave maker was preferred to gen-

erate a shallow water wave for different reasons. First, the generation of a wave can 

be conducted in a channel closed from two ends which is a plus regarding space limi-

tation in a laboratory investigation. Second, it saves costs related to long piping lines 

and a circulation pump. 

In this regard, the experimental investigation was performed in the water tank 

equipped with a wooden body, where the wooden body moved translationally to 

produce the desired wave. 

Furthermore, a numerical water tank was needed to be designed based on the geo-

metric parameters of the physical water tank, which allowed making a comparison 

between the experimental and numerical results for the generated wave shape and 

the deformation of the down-scale model membrane. 

Nevertheless, a numerical investigation on the interaction between a light structure 

and a heavy fluid domain has its own inherent cost and complication which will be 

worsened if numerical water waves are also aimed to be generated. 

To gain an insight into the numerical generation of the water wave, another numeri-

cal water tank with a simple shape (a rectangular water tank) was designed in chapter 
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5 to generate waves with a piston-type wavemaker, where the results were com-

pared against the theoretical estimations for the wave. 

Lessons learned from performing the simulation for the numerical wave tank re-

vealed the certain criteria which must be observed when the target numerical simula-

tion dealt with a water wave generation. 

By way of illustration, the numerical simulations for the waves generated with piston-

type wavemaker elucidated that the fluid domain can not be discretized with stand-

ard mesh models when piston-type water wave making is desired. As an alternative, 

overset mesh techniques can be applied to model piston-type water wave genera-

tors. Furthermore, it established some criteria like the minimum number of cells per 

wavelength and wave amplitude, as well as the time step which have to be met. 

Then, the numerical water tank modeled according to the physical water tank sur-

rounded by the down-scale membrane was investigated. At the beginning of the sim-

ulation, the numerical and experimental wave’s profiles shared a lot of characteristics 

in common, while there was a discrepancy in the numerical wave crest height com-

pared to the experimental data. Nevertheless, an increasing analogy between the 

numerical and experimental results could be observed with regard to the wave crests 

with the passage of time. 

In fact, the wave crest heights observed in experimental investigation were clearly 

less than the numerical wave crest height in a wave generation duration of 0.25 s, 

which can be explained by the effects of the leakage around the piston within the 

experimental analysis. 

Furthermore, comparisons were drawn for the deformations of the membrane, 

which revealed that the numerically computed deformations were in good agree-

ment with the data gathered from the physical model. 

Finally, the similarity requirements regarding structural aspects were investigated. 

The constraints achieved by the theoretical findings were imposed on the prototype 

and the model. The great correlations between the results for both the prototype and 

the model validated well the accuracy of the dimensionless analysis. 

The numerical results have exhibited the same ratio of 1 to 10 for the displacements 

and the stresses of the down-scale model relative to the respective displacements 

and the stresses in the prototype (before impact and after impact). As anticipated, 

the strains for the prototype and the model are also in the same order of magnitude  

On the whole, the success in stabilizing the FSI investigation dealing with the huge 

impact of an accelerated massive flotsam on the flexible slender structure (the full-

scale prototype) in interaction with a heavy water medium is of great importance. 
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In addition, the simulation of the flexible down-scale model interacting with a water 

wave flow exhibited promising results in spite of occurrence subtle instabilities after a 

wave generation duration of 0.92 s. In fact, a good agreement between the numerical 

results and the experimental findings mitigates the concern due to the instability is-

sue. 

Nonetheless, the instabilities appeared suddenly when the dynamic rate of events 

increased. The issue would be justified by a lack of the stiffness proportional damping 

coefficient for the Rayleigh damping which is a helpful tool to dissipate disturbances 

with high frequency rate. The reason why no stiffness proportional damping coeffi-

cient was defined was a lack of the proper data regarding the dynamic behavior of 

the membrane which necessitated a further experimental modal analysis (for the 

down-scale model). In fact, the stiffness proportional damping coefficient is a sensi-

tive factor which needs special considerations. Improper setup for the stiffness give 

rise to lose important dynamic effects, which leads to wrong results as a conse-

quence. For this reason, an experimental modal analysis is required to prohibit any 

instability, while maintaining the accuracy. 

Future work is still needed to provide an improved structural model and obviously a 

stable, robust solution for the FSI numerical analysis of the target project aimed at 

market-orientated research on highly demanding protective systems as mentioned. 

In this regard, for instance, the boundary condition for two hanging points on the up-

per edge, which was assumed as fixed in every direction for simplicity, can be im-

proved. As a consequence, supports and other pertinent components have to be ap-

pended to the structural model to include small displacements for the hanging points 

into the analysis. 

Within the fluid domain, more investigations are needed to increase the stability of 

simulations together with decreasing computational cost, without any accuracy sacri-

fice. 

Moreover, surveys on the durability of the light flexible structures under environmen-

tal effects, such as corrosion and erosion deserve special attention. 

Last but not least, the investigations on the similarity law arouse a great interest 

when the fluid aspect is also taken into account. As mentioned before, the similarity 

analysis performed in this work placed more focus on the structural viewpoint. In 

other words, the water pressure imposed on the light structure was defined by a sub-

routine, where water pressure field depends on the water height arising out of the 

membrane deformations. Nevertheless, a comprehensive view makes significant con-

tributions towards the solutions for many practical applications. That is a great moti-
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vation for further studies to optimize the models so that a comprehensive study on 

the similarity law would be feasible and economical. 
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