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Developments on the P2 cavity operator and Bézier Jacobian
correction using the simplex algorithm.

L. Rochery ∗ and A. Loseille †

Inria GAMMA, Palaiseau, France, 91120

This paper describes developments on the P2 cavity operator stemming from a new Bézier
untangling algorithm. Both surface and volume are adapted to an anisotropic solution field
with the cavity operator as the low-level driver handling all topological changes to the mesh.
The P2 extension of the cavity operator handles curvature through Riemannian curved edge
length minimization in the volume and geometry projection on the surface. In particular, the
anisotropy conserving log-euclidean metric interpolation scheme was extended to high-order
elements to facilitate differentiating edge length in the metric field. As a step forward from
previous iterations of the P2 cavity operator, validity is now enforced through optimization of
Jacobian coefficients using the simplex algorithm for linear programs. This is made possible
by the fact that Jacobian control coefficients are linear with regards to each control point and
enables the global optimization of the minimum of all control coefficients surrounding an edge
at once. Numerical results illustrate the ability of metric-induced curving to relatively quickly
curve 3D meshes with complex geometries involved in Computational Fluid Dynamics (CFD)
using only local schemes. This framework allow us to curve highly anisotropic meshes with
around 10 million elements within minutes.

I. Introduction

Anisotropic mesh adaptation has established itself as an essential step of efficient numerical simulation, namely
for CFD where strongly anisotropic physical phenomena are observed. The first approach, labelled p-adaptation,

enriches the polynomial space on a per-element basis and, therefore, requires strong coupling with the solver [1]. The
second, commonly called r-adaptation, limits mesh operations to vertex moving, thus sticking very close to the constraint
on mesh complexity [2]. The third, h-adaptation, relies on local modifications to adhere to prescribed sizes [3–5] by
applying the complete range of meshing operators. These methods have in common that they minimize simulation error
at a given number of mesh vertices (mesh complexity). This has been applied to most physical situations, such as the
steady [6, 7] and unsteady [8, 9] Euler equations, the steady Navier-Stokes equations in the context of RANS simulation
[10, 11], fluid-structure interaction [12], acoustics, electromagnetics, magnetohydrodynamics, solid mechanics [13–16]...
This work inscribes itself in the third family of mesh adaptation methods, which resorts to mesh topology changes. In
our framework, all these topological changes are handled by the cavity operator [17] in a general formalism that involves
deleting a set of elements and staring the boundary of the created boundary against a user-supplied point.

High-order numerical methods for the resolution of Partial Derivatives Equations (PDEs) have been attracting
interest over the past years over their ability to solve a wide range of numerical problems with greater precision-over-cost
ratio [18, 19]. The need for curved meshes has been established as far back as the 70s with the proof that optimal
convergence of high-order methods is only possible with a curved boundary in the case of elliptic problems [20, 21] and
later for hyperbolic problems, where physical features are lost when the boundary is left piecewise linear [22]. In some
cases, it might even be necessary to represent the geometry with a higher polynomial degree than the solution [23].
This is not to say that volume curvature has no bearing on the numerical solution, as illustrated in [24] where strong
influence of interior curvature is shown on finite-element solutions. These curved meshes are polynomial in nature with
high-order (hereafter Pk) Bézier elements defined from polynomial mappings on the reference element.

Despite this, high-order computations are still most often carried out on linear meshes, with the robust and automatic
construction of valid curved meshes remaining an open problem. One of the main difficulties lies in the fact that element
validity criteria become increasingly costly and difficult to control as the polynomial degree of the mesh rises. The
other, regarding adaptation specifically, lies in the current lack of general error estimates that would map given solution
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fields onto optimal element shapes. Without such estimates, meshes with curved interior edges may behave worse than
straight meshes [24]. Existing methods rely on input P1 meshes that are then elevated to a higher degree, preventing
back-to-back high-order adaptation. Likewise, the main preoccupation lies in curving the boundary, whereas volume
curvature is kept to the minimum that affords validity. Some methods employ ad-hoc PDEs [25–29] or a variational
approach [30] to displace volume nodes causing invalidity. Others use direct optimization procedures [31, 32] to correct
invalid meshes with curved boundary.

Metric fields link particular error estimates with automatic mesh adaptation. Both low-order [4, 5] and high-order
metrics [33] have been derived to control interpolation error. Metric-based adjoint estimates allow to control the solution
of a chosen PDE [7] or derived quantity of interest such as drag or lift [34]. A metric field locally distorts the measure
of distance such that, when the mesh adaptation algorithm has constructed an uniform mesh in the induced Riemannian
space, it happens to be strongly anisotropic in the usual Euclidean (physical) space. Therefore, anisotropy appears
naturally, without it ever being explicitly sought by the (re)meshing algorithm.

A. Contributions
In previous works [35, 36], we have introduced high-order log-euclidean metric interpolation and used it to devise

an efficient Riemannian edge length minimization algorithm. This was done in order to recover curvature from the
metric field’s variations much in the same fashion P1 adaptation recovers anisotropy from metric values. This relied
on deriving a tractable expression of P2 edge length in a metric field as a function of the edge Lagrange control node.
The main complexity came from the two metric-interpolation steps, namely along the edge once the metrics at the
control and end points are known and at the control point from a so-called back-mesh after localization. Indeed, the
metric field is not known analytically but rather extended from a discrete field at the vertices of the input mesh by
log-euclidean metric interpolation. Previously, we had assumed the back-mesh to be P1 as we had simple expressions of
the barycentric coordinates of the Lagrange control point in the host back-element. Here, we present what has to change
for this edge curving method to work with P2 back-meshes, i.e. P2 input meshes in adaptation.

In parallel, we introduced the P2 cavity operator and used this edge curving method to initialize new high-order
edges. The method used to enforce final cavity validity was very simple, consisting in having the curved edges go to their
straight position in a set number of steps. This method tends to limit curvature and only works under the assumption that
cavity boundaries are not too curved. Otherwise, it does no better than randomly re-curving edges, as the inner edges
being straight are no longer a priviledged configuration. In this paper, we present a new atomic Jacobian correction
method. It relies on the fact that Jacobian control coefficients are in fact linear with regards to a single edge control
point. Using the simplex algorithm for linear programs, the minimum of all Jacobian control coefficients of all elements
surrounding an edge can very quickly be optimized at once. This is rather quick (in the order of 5e-5s per run on a
laptop) and provides a global solution. Since it can only be done on one edge at a time (linearity is lost otherwise, as
control coefficients have crossed cubic terms), it must be coupled with an iterative procedure to correct all of a cavity or
mesh.

Applications shown in previous publications [35, 36] already establish the Riemannian edge length minimization
procedure’s ability to curve the volume quickly, at about 40000 edges per second on a laptop. Applications shown here
therefore focus on illustrating the merits of the simplex-based optimization approach and its ability to conserve a curved
surface and volume edges.

B. Bézier elements
We now briefly recall the definition of polynomial (as opposed to rational) Bézier elements as well as introduce the

necessary notations. The distinction with rational Bézier elements is dropped as we only deal with polynomial ones. We
denote by K̂ = {ξ ∈ [0,1]3, ξ1 + ξ2 + ξ3 ≤ 1} the reference tetrahedron, and by

K̂n =
{
(i, j, k, l) ∈ N4

+, i + j + k + l = n
}

the set of indices of degree n Bézier tetrahedra (hereafter degree n tetrahedra or elements). For a given α ∈ K̂n, or any
tuple for that matter, we denote αi its components. The Bernstein polynomials are defined by

∀α ∈ K̂n, ξ ∈ K̂, Bn
α(ξ) =

(
n
α1

) (
n − α1

α2

) (
n − α1 − α2

α3

)
ξα1

1 ξα2
2 ξα3

3 (1 − ξ1 − ξ2 − ξ3)
α4 .
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and form a basis of degree n polynomials with real coefficients on K̂ . Conveniently, they also form the coefficients of a
convex combination at any ξ ∈ K̂:

∀α ∈ K̂n, ξ ∈ K̂, 0 ≤ Bn
α(ξ) ≤ 1,∑

α∈K̂n

Bn
α = 1.

This entails that, for any |K̂n |-tuple of coefficients x,

min x ≤
∑
α∈K̂n

xαBn
α ≤ max x.

In general, these bounds are not reached on K̂, as only four of the Bernstein polynomials ever reach 1. A degree n
tetrahedron K is defined by control points (Pα)α∈K̂n and the associated mapping FK : K̂ → K given by

FK =
∑
α∈K̂n

Bn
αPα

of which we denote the Jacobian matrix by JK and its determinant by JK . The latter is a trivariate polynomial of degree
q = 3(n − 1). As such, it can be interpolated exactly by the degree q Bernstein polynomials, such that

JK =
∑
α∈K̂q

NK
α Bq

α

for some coefficients (NK
α )α∈K̂q called the control coefficients of JK . These coefficients are known as an expression of

the control points [37]. Bounds on JK are therefore given by min NK ≤ JK ≤ max NK but can be further refined by
subdividing K or subsets of it (an edge or face). Using this subdivision scheme iteratively yields a sequence of bounds
on JK that converge to its extrema.

One can define high-order elements using Lagrange polynomials instead of the Bernstein. Let us denote by (φnα)α∈K̂n

the degree n Lagrange basis. Since FK is a degree n polynomial, its Lagrange interpolate is exact. Therefore:

FK (ξ) =
∑
α∈K̂n

φnα(ξ)FK (α/n) =
∑
α∈K̂n

φnα(ξ)P
`
α (1)

where the Lagrange control points P`α are defined by P`α =
∑
β∈K̂n Bn

β(α/n)Pβ . This naturally leads to defining the
degree n Bézier-to-Lagrange matrix L by Lα,β = Bn

β(α/n). One computes Lagrange control points from Bézier control
points by multiplying, coordinate-wise, control points by this matrix. Likewise, one goes from a Lagrange to a Bézier
representation with the help of the Lagrange-to-Bézier matrix L−1.

II. The P2 cavity operator
The original cavity operator is the single operator responsible for all topological changes in our mesh adaptation

algorithm. In this section, we present the P2 cavity operator first introduced in [36] and further developped on in [35].
The main development between the two is in the generalization of high-order log-euclidean metric interpolation since,
in the earliest work, metrics on P2 edges were derived as the P1 log-euclidean metric interpolate in the P1 triangle
formed by the three edge control points. The generalization was not strictly necessary from a computationnal standpoint
as it happens not to change the metric field along P2 edges but it opens the door to fully P2 mesh adaptation, i.e. with
input P2 meshes. Indeed, before this high-order log-euclidean metric interpolation scheme was devised, there was no
consistent way to define the metrics of newly inserted points when the reference mesh was not P1.

In this section, we briefly present the original cavity operator as well as metric fields and metric interpolation. We
then recall the P2 cavity operator as the next section pertains to an improvement brought to it.

A. The original cavity operator
We now briefly introduce the cavity operator, on which additional information can be found in [17]. It exploits a

formalism by which all common topological modifications can be described in similar terms, using:
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• An arbitrary collection of elements, boundary faces and ridges, i.e. the cavity,
• A point in space, to be inserted or reinserted

The principle is that cavity entities are removed from the mesh, i.e. the cavity is emptied out (hence the name). These
entities may be of pure volume (tetrahedra) or lie on the boundary (boundary faces, ridges which discretize CAD lines).
The resulting cavity boundary is then starred against the point to (re)insert in a hierarchical fashion: ridges are first
reconstructed, then faces, then elements. This step can fail if created elements turn out to be invalid or if quality criteria
are requested and not met. In this cacse, the operator (in its simplest form) rejects the operation and leaves the mesh as
it was before deletion of the cavity. In P1, this step may only fail if a resulting element:

• is of negative volume (i.e. an edge crosses the cavity boundary or lies completely outside of the cavity)
• does not respect general quality criteria (such as the minimal height of the tetrahedra)
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Fig. 1 Mesh operations (collapse, insertion, edge swap, from top to bottom) in cavity terms.

A more sophisticated version of the cavity operator used in practice attempts to circumvent failure by correcting the
cavity [38]. For instance, the element outside the cavity against a face that yields a negative volume element is added to
the cavity in an attempt to recover validity. This operator is very flexible and, indeed, it is capable of the three most
common operations on a mesh, all the while controlling quality and guaranteeing validity at every step:

• Collapse: the cavity is the point’s ball, a neighbouring point is reinserted
• Insertion: the cavity is any collection of elements of which one contains the point, typically its local Delaunay
cavity, the point itself is inserted

• Swap: the cavity is an edge shell, any point on the boundary of the cavity but not on the edge is reinserted.
These are further illustrated by figure 1 with 2D examples. Another feature of the cavity operator is its ability to respect
user-supplied element and vertex constraints. Cavity correction can lead to all the elements in the ball of some point to
be added to the cavity, leading to that point’s deletion. This is avoided by a vertex constraint. Likewise, elements can be
tagged as constrained, a feature particularly useful in frontal methods such as for boundary-layer generation.

B. Metric fields and interpolation
In this section, we briefly introduce metrics and metric fields with a focus on metric interpolation in the log-euclidean

framework [39]. Denoting by d the space dimension and S+
d
the set of d × d symetric positive definite matrices, a

metric field is a mappingM : Rd → S+
d
. At any x ∈ Rd ,M(x) is naturally called a metric and allows the definition of

a scalar product (, )M(x) : (u, v) ∈ Rd × Rd 7→ (x,My). Metric fields are assumed smooth enough (a condition enforced
in practice through metric gradation, for instance) and geometric quantities are defined by integration using the local dot
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products. For instance, the length of a path γ : [0,1] → Rd is given by

`M(γ) =

∫ 1

0

√
γ′TM(γ)γ′dt

This quantity is of interest to us as, in the case of P1 meshes, error estimates depend on the length of element edges in
the metric field [4, 5]. Due to the variations ofM, the shortest path between two points is not necessarily the straight
edge. In the context of mesh adaptation, a metric field is not given as input but rather metrics are given at each mesh
vertex. From this sampling of an unknown subjacent metric field, one must reconstruct a smooth field that exhibits good
anisotropic conservation properties. The log-euclidean metric interpolation scheme allows just that as well as is cheap
to compute. The metric associated to points Pi and weights wi is given by logM1 =

∑
wi logM(Pi), where the log on

matrices operates on eigen-values. In the context of mesh adaptation, the points Pi are the vertices of a mesh element K
and the weights wi are the barycentric coordinates of a point P that lies in K . Then, the metric at P is constructed by

M(P) =
∑

1≤i≤d+1
wi logM(Pi).

In [35], we introduced an extension of this scheme on P1 meshes to high-order meshes, by setting the weights to the
Lagrange polynomials applied to the barycentric coordinates rather than the barycentric coordinates themselves. These
two naturally coincide in the P1 case. Then, on a Pn tetrahedron K , and following the notations of the previous section,
the high-order log-euclidean metric interpolation scheme becomes

logM(FK (ξ)) =
∑
α∈K̂n

φnα(ξ) logM(P`α)

This definition of the metric field in the volume is the basis for our P2 metric-based mesh adaptation framework, of
which the P2 cavity operator presented in the following is the core. By interpolating logM(FK ) in the Bernstein basis,
an equivalent formulation becomes:

logM(FK (ξ)) =
∑
α∈K̂n

Bn
α(ξ) logMα

where logMα =
∑
β∈K̂n

L−1
α,β logM(P`β)

where the L−1
α,β are the coefficients of the Lagrange-to-Bézier matrix.

This metric interpolation scheme is crucial in mesh adaptation since the metric field is not known analytically.
Instead, metrics are computed at mesh vertices and given as a discrete solution field of s.d.p. matrices. Yet, geometric
quantities such as length, volume or anisotropic measures of quality require a continuous description of this metric field.
Likewise, when a new point is inserted into the mesh, its metric field must be initialized. This is done by localizing
the new point in the so-called back-mesh. Using its barycentric coordinates in the back element the point lies in, a
metric is computed by log-euclidean interpolation from the metrics at the element’s vertices. This back-mesh is often
chosen as simply the input mesh left unchanged throughout one adaptation step. The reason for this is that, despite its
better properties, the log-euclidean scheme still dissipates anisotropy. As such, after some iterations of insertions and
collapses, the metric field would degenerate into isotropy. Furthermore, the metric field defined this way is not stable by
connectivity changes: an edge or face swap would locally change the metric field.

C. Riemannian edge length minimization
We now present our driver for volume edge curvature — the minimization of Bézier edge length in a metric field

— in the least possible amount of detail allowing us to extend this framework from P1 to P2 back meshes. A more
thorough exposition can be found in the previous work [35]. The problem is as follows: given a P2 edge e of Lagrange
nodes P20,P`11 and P20 and a metric fieldM, find the position of the control point P`11 such that the Riemannian length
of the edge

`M(e) =
∫ 1

0

√
t l ′M(l)l ′dt
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is minimal, where l is the edge mapping:

l : t ∈ [0,1] 7→ (1 − t)(1 − 2t)P20 + 4t(1 − t)P`11 + t(2t − 1)P02.

In the spirit of sparing computational resources, we have chosen to apply a Newton algorithm to this problem, which
requires derivatives of `M(e) with regards to P`11. The integral itself is approximated by quadrature, and the derivatives
of l are straightforward to compute. The only difficulty resides in computing those ofM(l). The metric at any point of
the edge is interpolated by our high-order log-euclidean interpolation scheme:

M(l(t)) = exp(C + 4t(1 − t)M(P`11)),

where C contains terms that do not depend on P`11. Assuming the derivatives of the exponential’s argument are known,
the overall derivative is computed recursively by using the series definition of the matrix exponential. The metric at P`11
is computed by first localizing the Lagrange control point in the back mesh, and then applying yet another log-euclidean
metric interpolation step. In the previous work, we assumed the back mesh to be a P1 mesh. We now turn to the case
where the back mesh is comprised of P2 elements. This is necessary as the back mesh is chosen as the input mesh kept
unchanged throughout one adaptation step. In the context of P2 adaptation, there is no guarantee that a valid P1 mesh
can be obtained from the input mesh. Furthermore, information at the control points would have been lost. Therefore,
let us now assume that P`11 lies in back element K with barycentric coordinates ξ, i.e. P`11 = FK (ξ). In the case where K
was P1, a closed-form expression of ξ was known, using ratii of volumes. In this case, FK is a degree 2 polynomial of ξ
and F−1

K is not known explicitely, and so

ξ = F−1
K (P

`
11)

J(F−1
K ) = J

−1
K

are computed, in the first case, by minimizing ξ 7→ ‖FK (ξ) − P`11‖
2
2 and, in the second case, by simply evaluating the

Jacobian matrix JK of FK at the solution of the previous step and inversing the matrix.

D. Extension to P2 meshes
To extend the operator to P2 meshes, two steps are added. First, linear entities are elevated to their high-order

counterparts, creating new control nodes. Second, geometric criteria are replaced by high-order ones. For instance,
volume positivity is replaced by minimum Jacobian control coefficient positivity as a measure of validity. The difficulty
lies in that the new mesh configuration is not unique, but rather indexed on a domain of R3N , N being the number of
new interior edges. Indeed, new high-order control points need not be placed so as to form straight edges and such
edges may even not guarantee validity given a curved cavity boundary.

The P2 cavity operator handles curvature in two steps. The first is to curve individual new edges and surface edges
or to leave them straight, as requested by the user. The curvature driver is the Riemannian edge length optimization
algorith described in [35, 36] in the volume and mid-point CAD projection on the surface. The second step is to correct
the new cavity. This is useful whether new edges have been curved or left straight, as the cavity boundary may itself be
curved and new elements could be invalid because of this. The P2 cavity operator is therefore structured as follows:

1) Connect point against cavity boundary, creating high-order nodes
2) Apply requested curvature (optional: Riemmannian edge length in volume, CAD projection on surface)
3) If quality and validity criteria verified, exit.
4) Optimize new elements for validity and quality.
5) If quality or validity criteria not verified, reject operation.

The P2 cavity operator guarantees validity rather than prescribed curvature. In the worst case, it behaves like the P1

cavity operator by rejecting all requested curvature in the correction phase. Assuming that maximum vertex ball size is
bounded independently of mesh size, these curvature steps add linear overall cost. This hypothesis is common and
leads to finite element matrices having O(NP) non-zero entries, as a point of comparison with some PDE-based global
curving methods. Thus, the resulting algorithm should be asymptotically faster than global methods involving a number
of matrix-vector product iterations that increases with mesh size. A comparison in [27] evidences a method with
iteration count independent of mesh size (the very method presented in the reference) as well as another PDE-based
method [25] with a required iteration count that increases with mesh size. In the latter case, overall complexity is more
than linear. In the former, asymptotical cost should remain similar as that of the cavity-based approach.
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Fig. 2 High-ordermesh operations (collapse, insertion, edge swap, from top to bottom) in cavity terms. Volume
edges to curve highlighted in red.

This does not mean that our cavity correction step should not be optimized. In the early version of the cavity
operator, it was a very simple iterative algorithm bringing each edge to its straight position. We now turn to a more
sophisticated algorithm relying on a specific property of the Jacobian of Pk elements.

III. Improvements on Bézier element Jacobian correction
Most methods to generate high-order Bézier meshes take a P1 mesh as input and proceed in two steps: first curve

the boundary by projecting new Lagrange nodes on the geometry, then curve tetrahedra to correct any elements the first
step invalidated. Although dealing with CAD systems brings problems of its own, none are particular to generating
high-order meshes. The main challenge that arises with high-order meshing is therefore the second step, that of ensuring
validity of Bézier tetrahedra. Strictly speaking, validity entails only that the mapping from the reference tetrahedron
K̂ to any given element K be invertible. One necessary condition is thus that the Jacobian JK of these mappings be
invertible all over the reference element. Denoting JK = detJK : K̂ → R the Jacobian determinant, this condition
is equivalent to JK , 0, itself equivalent by continuity to JK > 0 up to a reordering of element vertices. This leads
to global invertibility as long as the element does not self-intersect, which is equivalent to the local condition on the
Jacobian in the case of P2 Bézier elements (likely true for higher degree elements as well), in that no P2 tetrahedra or
triangles with non-zero Jacobian determinant everywhere are self-intersecting. This bare minimum condition can be
made more strict by imposing a lower bound on JK .

The Jacobian determinant is a n-variate polynomial of degree n(d − 1), where n is the space dimension and d is the
element degree. To our knowledge, suitable methods to compute its minimum exactly either do not exist or were not
applied to it; instead, the minimum is either approximated by sampling or by interpolation on a partition of unity basis
of polynomials (namely, the Bernstein polynomials). In the latter case, JK is typically interpolated by the Bernstein
polynomials, a case in which the interpolation coefficients are known analytically [37, 40]. This has the advantage of
offering a rigorous lower bound on JK , albeit a conservative one, with known dependency to element geometry.

A number of methods have been devised to deal with negative or small Jacobian determinants. In [32, 41, 42],
differential optimization procedures are proposed to minimize functionals depending on the Jacobian and possibly
additionnal quality measures.

The first version of the P2 cavity operator corrected the initialy curved cavity by a very simple relaxation process,
with inner edges going to their straight position in a number of steps with new validity verifications. This process works
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as long as exterior cavity faces, which the cavity operator is not allowed to modify, are not too curved. In case this step
failed to produce a valid cavity, the whole operation was rejected. This algorithm was meant as a placeholder, and its
successor is presented in this section. The new cavity correction algorithm works by optimizing the entire edge shells of
inner cavity edges all at once. It maximizes minimum Jacobian control coefficient efficiently in one pass using the
simplex algorithm for linear programs. The cavity is then corrected by iterating over these edge shells. Naturally, this
can be used as a standalone P2 mesh optimization or correction method as well.

A. The Jacobian as a linear function of a given control point
The first, and crucial, step for setting this method up is to notice a particular structure of the Jacobian determinant of

Bézier elements (of any degree). By definition, the Jacobian matrix of a degree n element K is given by

JK =
(∑

α∈K̂n ∂ξ1 Bn
αPα

∑
α∈K̂n ∂ξ2 Bn

αPα
∑
α∈K̂n ∂ξ3 Bn

αPα
)
,

and its determinant JK can be writen as

JK = detJK =
∑

α,α′,α′′∈K̂n

∂ξ1 Bn
α∂ξ2 Bn

α′∂ξ3 Bn
α′′ det

(
PαPα′Pα′′

)
. (2)

Each derivative of a degree n Bernstein polynomial is a degree n − 1 polynomial. Therefore (2) is a degree q = 3(n − 1)
polynomial of ξ which we can rewrite

JK =
∑
α∈K̂q

NαBq
α (3)

where the control coefficients Nα are linear combinations of the terms det
(
PαPα′Pα′′

)
:

∀α ∈ K̂q, Nα =
∑

β,β′,β′′∈K̂n

M (β,β
′,β′′)

α det
(
PβPβ′Pβ′′

)
(4)

with some scalar coefficients M (β,β
′,β′′)

α that do not depend on ξ nor any of the control points (Pα′)α′∈K̂n . Let us now
choose α0 ∈ K̂n and examine the dependency of the control coefficients N with regards to the control point Pα0 . As
such, the coefficients Nα are now seen as functions of Pα0 ∈ R3, although they obviously also depend on the other
control points.

The terms of the sum in (4) where none of the 3 indices equal α0 trivially do not depend upon Pα0 : we cluster them
into a single term Cα0

α , a constant with regards to Pα0 . Because of the alternating property of the determinant, the only
other non-zero terms are those for which one and only one of the indices β, β′ or β′′ is equal to α0, since otherwise two
columns under the determinant would be equal. Take one of these terms, assuming β′′ = α0 without loss of generality,
the determinant can be rewriten as

det
(
PβPβ′Pβ′′

)
= xα0 det

(
PβPβ′e1

)
+ yα0 det

(
PβPβ′e2

)
+ zα0 det

(
PβPβ′e3

)
,

where Pα0 = xα0 e1 + yα0 e2 + zα0 e3 and the (ei)1≤i≤3 are basis vectors of R3. This constitutes a linear function of Pα0 .
Therefore, these terms of (4) can be clustered into a single term Lα0

α that is a linear function of Pα0 . In summary, for all
α ∈ K̂q , there exist Cα0

α ∈ R and Lα0
α : R3 → R linear such that

∀ Pα0, Nα(Pα0 ) = Cα0
α + Lα0

α (Pα0 ) (5)

This property is crucial. It means that the Jacobian determinant, although a degree 3 polynomial of the control points,
does not have cubic nor quadratic terms with repeating variable. This opens the door to linear programming, a field of
optimization for which a great deal of work has been done to provide robust and, perhaps most importantly, fast global
algorithms. The only restriction is that only one control point (including vertex) can be optimized at once, requiring
some iterative procedure be devised. Another restriction appears if we consider the scaled Jacobian instead, which is
scaling invariant (therefore a better measure of element distortion) and given by

F̃K = FK/|K |1 =
∑
α∈K̂q

Nα/|K |1Bα
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where |K |1 is the absolute value of the volume (resp. area) of the P1 tetrahedron (resp. triangle) defined by the main
vertices of K . It follows that linearity of the scaled control coefficients Nα/|K |1 with regards to principal vertices is lost.
Since we are interested in enforcing lower bounds on the scaled Jacobian rather than the Jacobian itself, all optimizations
will be have to be carried out on edge control points only in the P2 case or, more generally, on any control points that are
not main vertices of the element.

B. Minimum Jacobian maximization as a linear program
We are now in the setting where a control point Pα0 is chosen. It belongs to m elements, namely the shell of the edge

on which the control point lies, (Ki)1≤i≤m. Each of these elements K has its own scaled control coefficients (NK
α )α∈K̂q

that are seen as functions of Pα0 . To simplify, we have not writen the dependency in the volume of the subjacent P1

element. We denote I the set of indices K̂q × {e1, ..., em} where the (ei)1≤i≤m are the canonical basis vectors of Rm. We
are left with a set of shell-global control coefficients

∀α ∈ I, α′ ∈ K̂q, Nα = NKi

α′ iff α = α′ × ei

The problem we aim to solve is the following
max
P∈R3

min
α∈I

Nα(P)

which is non linear. To linearize it, we introduce a variable f and solve the equivalent linear problem instead{
max f ∈R,P∈R3 f
∀α ∈ I, f ≤ Nα(P)

Since all constraints are linear, as well as the cost function, this is a linear program which can be efficiently solved using,
for instance, the simplex algorithm. Indeed, our Fortran implementation is comprised of under a hundred lines of code
and typical execution times to optimize an edge shell of P2 elements takes in the order of 5e-5s on a laptop.

IV. Numerical results
Implementation was carried out in the metric-based mesh adaptation software AMG/feflo.a [43] and visualization on

Vizir4 [44, 45]. Full integration remains in progress, preventing full P2 adaptation. Results provided in previous papers
about the P2 cavity operator [35, 36] have already established the speed of the Riemannian edge length minimization
algorithm as well as its ability to curve.

In particular, we have shown to be able to curve over 40000 volume edges per second and, counting the Jacobian
correction phase, were able to curve meshes of 20M elements in 9min. This was using a very bare-bones untangling
procedure, consisting of having edges go to their straight position until Jacobians were made positive. Jacobians were
consistently above the decided tolerance. By constructing metric fields from boundary layer elements, we were able to
curve boundary layers in a coherent fashion that minimized the amount of straight surface edges. We also illustrated a
case of a fully unstructured mesh where the surface could be curved by blending a surface metric field with a small
normal size and an isotropic metric field in the volume, and then applying the edge length minimization procedure.

The case presented here is the CRM from the 6th AIAA CFD Drag Prediction Workshop [46] with a mesh adapted
using AMG/feflo.a [43] and the Wolf [47] solver. In the first comparison, volume edges are minimized and then the
Jacobian is either corrected using the simple relaxation method or the simplex method. Secondly, we compare the
results obtained with no volume edge length optimization and both corrections.

Figures 3 and 4 compare executions with and without the simplex algorithm correction and volume curvature. The
simplex algorithm can only correct one edge shell at a time. The reason for this is that, as soon as the problem is
considered as depending on more than one control point, the cost-function ceases to be linear. Indeed, the Jacobian
control coefficients are cubic functions of the control points, with no cubic terms of the same variable (see section
III). Therefore, a proper global optimization procedure must be iterative, calling the simplex algorithm as its atomic
operation. This is a delicate matter, as the final solution depends on the order in which edges were optimized. Intuition
would have it that the worst edges should be optimized first, so that they have the most freedom to improve. But, again,
the definition of a bad edge depends on whether we consider only the most negative surrounding control coefficient or
a composite function of all negative surrounding control coefficients. Furthermore, tt is very likely that the optimal
strategy is a combination of simplex smoothing of worst offenders and Jacobian-based P2 swaps. For now, we have
settled for the following strategy:

9



1) For each edge, compute `2 norm of negative control coefficients that depend on edge
2) Sort edges based on this score
3) Loop a set number of iterations, from worst to best edge.

In particular, no re-sorting is done after the first iteration. The `2 norm is an arbitrary compromise between the average
and supremum. Keeping this in mind, the run-times were of 28.5s when the simplex algorithm wasn’t used (top figures)
versus 44.5s when this strategy was used. In both cases, meshes were valid with Jacobians above the fixed threshold of
1e-6. Qualitatively, the base curvature of the meshes is similar (given by length minimization) with the top meshes
(no simplex) being rather straighter. In particular, some coherence of curvature between edges is observed, which
is expected from a process that would be capable of recovering the curvature of a solution field. Despite the longer
runtimes, this might be an argument in favour of the efficiency of the simplex-based method which owes its current
slowness to the global strategy used but wastes less of the volume curvature computed in the first phase. Furthermore,
the surface is left straighter when the relaxation method is used (with some outright straight surface edges).

Figures 5 illustrate the results where no volume edges were curved by length minimization but only Jacobian
correction. A close view of the reactor shows (bottom) the ability of the simplex-based optimization procedure to
correctly keep surface curvature. In the top figure, several straight edges can be seen on the left and top of the reactor
which are a consequence of initialy invalid neighbouring volume elements. These elements were succesfuly untangled
by the simplex-based algorithm as can be seen in the bottom figure showing a perfectly smooth P2 surface.

V. Conclusion and future work
High order mesh generation, and adaptation, is one of the key requirements to validate and reach an extreme level

of fidelity in complex flow solutions. If many mesh generation techniques exist to curve a linear mesh for a given
geometry, less work exists to generate fully adaptive curved meshes. In this paper, we have expanded on the cavity-based
framework for anisotropic curved mesh adaptation introduced in [35, 36]. It naturally extends the standard unit-mesh
framework used in anisotropic meshes for linear elements. It is based on the idea that a given metric field provides a
natural global curvature information that can be used advantageously to curve the mesh everywhere in the domain. The
curvature is then not only provided by the geometry but also by the variation of the metric in sizes and orientations.
These metric fields account for geometric approximation or some approximation error on the solution.

This high-order mesh generation framework is based on the extension of the linear cavity operator. The main
difference is that newly created edges are no longer unique (straight), and their curvature is initialized using the
Riemannian edge length minimization algorithm. Furthermore, validity checks no longer involve element volumes
but rather their Jacobians which must be ensured positive everywhere. Correcting invalid elements — a procedure
sometimes called untangling in the litterature — is a complex process for which no miracle solution has been found. In
this paper, we introduced a novel optimization technique based on a property of the Jacobian of Bézier elements that we
believe had not been noticed before. Namely, the fact that the Jacobian control coefficients are, when seen as a function
of a single control point, linear functions. This enables the use of very efficient algorithms for linear programs, such as
the classic simplex algorithm. The minimum of all control coefficients surrounding an edge can be optimized globally
in one pass in this manner.

Numerical results focus on illustrating the ability of this new Jacobian optimization procedure’s ability to preserve
both volume curvature induced by the metric field and surface curvature. Although the global strategy is still being
developped, these first results are quite promising.

This paper is a step in developing a fully adaptive curved mesh generation process relying on a faster and more robust
P2 cavity operator. Future work will be directed at implementing all the remaining mesh modification operators such as
insertion, collapse and swaps which can be recast within the high-order cavity framework. An additional step will be
to extend the local optimization approach to higher order approximation from P3 to P5. Other possibilities include
extending the log-Euclidean consistent optimization approach to other quantities such as the anisotropic distortion
measure. Regarding the Jacobian correction algorithm, more efficient iterative procedures still need to be devised.
Namely, a Jacobian-based P2 generalized swap needs to be implemented.
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Fig. 3 Front view of the CRM mesh with volume edges optimized for Riemannian length and optimized by
relaxation (top) or using the simplex algorithm (bottom). Base curvature is very similar but the top mesh has
been straightened out more by the correction.
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Fig. 4 Reactor side view of the CRMmesh with volume edges optimized for Riemannian length and optimized
by relaxation (top) or using the simplex algorithm (bottom). Base curvature is very similar but the top mesh has
been straightened out more by the correction.
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Fig. 5 Close-up on the reactor of the CRM mesh with volume edges optimized for Riemannian length and
optimized by relaxation (top) or using the simplex algorithm (bottom). A number of straight faces appear in the
top figure whereas the bottom one remains smooth.
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