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Abstract: Improved health care services can benefit from a more seamless exchange of medical
information between patients and health care providers. This exchange is especially important
considering the increasing trends in mobility, comorbidity and outbreaks. However, current Electronic
Health Records (EHR) tend to be institution-centric, often leaving the medical information of the
patient fragmented and more importantly inaccessible to the patient for sharing with other health
providers in a timely manner. Nearly a decade ago, several client–server models for personal health
records (PHR) were proposed. The aim of these previous PHRs was to address data fragmentation
issues. However, these models were not widely adopted by patients. This paper discusses the need
for a new PHR model that can enhance the patient experience by making medical services more
accessible. The aims of the proposed model are to (1) help patients maintain a complete lifelong health
record, (2) facilitate timely communication and data sharing with health care providers from multiple
institutions and (3) promote integration with advanced third-party services (e.g., risk prediction
for chronic diseases) that require access to the patient’s health data. The proposed model is based
on a Peer-to-Peer (P2P) network as opposed to the client–server architecture of the previous PHR
models. This architecture consists of a central index server that manages the network and acts as a
mediator, a peer client for patients and providers that allows them to manage health records and
connect to the network, and a service client that enables third-party providers to offer services to the
patients. This distributed architecture is essential since it promotes ownership of the health record by
the patient instead of the health care institution. Moreover, it allows the patient to subscribe to an
extended range of personalized e-health services.

Keywords: personal health record; peer-to-peer; service oriented architecture; Bayesian networks

1. Introduction

Access to the complete medical history of the patient is becoming increasingly crucial for the
delivery of quality medical services. In order to provide this access, extensive efforts have been devoted
to the digitization of medical records [1] and to facilitating the exchange of these records among health
care providers. In the United States, the Centers for Medicare and Medicaid Services (CMS) and
the Office for the National Coordinator for Health Information Technology (ONC) actively promote
the adoption of Electronic Health Records (EHRs) through Medicare and Medicaid programs [2,3].
Example commercial EHR systems that have been deployed in various health care institutions include
EPIC [4], Cerner [5], and Meditech [6]. These systems are able to digitize processes and workflows.
However, they each use different data representations which makes it difficult to seamlessly exchange
health records between institutions that use different EHRs. In order to overcome this interoperability
gap, standard data representations and ontologies (e.g., HL7 [7], FHIR [8]) have been developed.
In addition, Health Information Exchanges (HIEs) [9] emerged as third party brokers that aggregate
health records from various providers, translate these records to a standard data representation,
and facilitate their delivery to requesting parties [10].
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As of 2017, 69% of hospitals in the United States had agreements with an HIE [11]. However,
this number can be misleading. The coverage of HIEs is often regionally limited. As a result, providers
need to subscribe to multiple HIEs. Similarly, in Europe, countries autonomously manage their
individual health care systems and have the same interoperability concerns. In order to address this
challenge, the ONC sponsored the eHealth Exchange [12] for interstate exchanges in the US and the
European Union is targeting the seamless transfer of prescription and patient summaries among its
member countries by 2021 [13] through the eHealth Digital Service Infrastructure (eHSDI) [14]. While
these efforts are expected to substantially enhance the access to more complete health records, they
will not be able to provide full coverage for all patients. For instance, HIEs may not include small
health providers [15]. Moreover, EHRs and HIEs may not be able to accurately aggregate records from
multiple sources because of the lack of a unified patient identifier. In fact, HIEs often rely on heuristics
in order to match records with error rates reaching up to 38% [16].

Essentially, HIEs do not fully support the ability of a patient to maintain a complete health record
and to freely share this record with any health care provider. They are institution-centric rather than
patient-centric. For instance, patients may want to transition from one provider to another due to travel
or relocation extending beyond the boundaries of a single health network, state or country. Comorbidity
may necessitate the interaction with multiple health service providers. Moreover, emergency health
events may require quick access to patient health care information. Finally, patients may want to
subscribe to e-health services, such as personalized risk prediction services for chronic diseases.
This type of flexibility can only be achieved with a patient-centric health information system that
allows patients to manage their own health records.

Previous efforts at providing patient-centric health information systems include portals and
PHRs. Portals [17] suffer from the same limitations mentioned above for EHRs because their are
tightly coupled with the health institution that manages the portal [18,19]. Several PHRs solutions
were proposed nearly a decade ago [20]. These PHRs faced resistance from different stakeholders,
uptake was limited and most have since been discontinued. Some of the challenges associated with
these previous PHRs include:

- Implementation and deployment difficulties [21–23];
- Concerns from patients about the security of their health records [21–23], and the ability to

adequately manage them [22,24];
- Concerns from physicians related to the interpretation of the health information by the patient

and the validity of the record being held by the patient [21,23,24];
- Ownership of the health data by the patient and the impact this may have on patient retention for

health care institutions [21,25–27].

A decade later, the increasing demand for more flexible health services [28], the improved health
literacy [29] of the patients and recent technology advances indicate that the potential benefits of a new
PHR system may outweigh the challenges that previous PHRs faced. However, the new PHR must take
into consideration the lessons learned and the pitfalls of previous institution-centric and patient-centric
health information systems. This paper proposes a new PHR architecture and demonstrates the
ability of this architecture to fulfil the functional needs of the patients, the health care institutions and
third-party e-health services.

For instance, previous PHRs adopted a client–server architecture. Moreover, they did not
offer functionalities for flexible patient–providers data exchange. This design decision made the
patient responsible for the aggregation of health data from different sources. On the other hand,
HIEs focused on inter-institution data exchange. This lead to gaps in the health records of the
patients. More importantly, PHR, EHR and HIEs alike did not plan for the increasing demand
from patients for personalized e-health services as well as the proliferation of home health devices.
Recently, several researchers have been focusing on developing risk predictors for chronic diseases
(e.g., dementia [30]). Others are proposing health monitoring frameworks for chronic health conditions,



Information 2020, 11, 512 3 of 18

such as diabetes [31,32]. These frameworks leverage home health devices and social media posts in
addition to EHR data. Most of these emergent models rely on machine learning techniques and show
promise for personalized preventive health services. However, they do not provide a clear pathway
on how the services can be delivered to the patient. Specifically, who is responsible for obtaining and
maintaining the data needed by the patient to invoke the services?

In the example of the risk prediction for dementia, the machine learning model requires the
medical history of the patient. This includes prescription types and frequency, medical notes and
diagnosis over a period of ten years. This information is only available from multiple EHRs or
HIEs, especially if the patient suffers from multiple chronic diseases (e.g., diabetes and arrhythmia).
EHRs records for each condition may reside with different EHRs and potentially different HIEs.
Moreover, the patient may have moved during the ten year period making his or her health record
split across multiple health institutions. This record fragmentation is more prevalent among the older
adult population [30]. Unfortunately, this is the patient population that needs this service the most.

The above example highlights the longitudinal and multi-institution data aggregation problem
when only one type of data (i.e., EHR data) is required to invoke the e-health service. The problem
is exacerbated when the prediction model requires data from additional sources. For example,
the diabetes health monitoring framework [31,32] mentioned above relies on social media posts
from the patient and home health monitoring device data in addition to EHR data. The authors offer a
federated framework that can fuse the data from these three sources and monitor the health status of
diabetic patients. Deploying such a system in the community entails that all health providers, patients
and third party services subscribe to the same framework. This is one of the pitfalls of the federated
approach that was adopted by HIEs. Alternatively, the service provider may establish a partnership
agreement directly with a single health institution. In this case, the patient will be restricted to the
services offered through the health institution. Moreover, the third party service may not have access
to the entire health record of the patient, which may be spread across multiple institutions.

This paper proposes a distributed PHR platform that overcomes the data accessibility and sharing
issues of current systems and enables patients to customize health services to their own needs. Indeed,
this platform allows the patients to:

- Maintain a complete health record;
- Complement this record with data from other sources (e.g., home health devices or social media);
- Share this data with the health provider of their choice;
- Subscribe to the e-health services that match their health conditions.

The remainder of the paper is organized as follows. Section 2 provides an overview of previous
related work. Section 3 describes the proposed P2P PHR. Section 4 presents examples of the workflows
that are supported by the proposed system. Section 5 concludes by summarizing the main advantages
of the proposed platform as well as directions for future work.

2. Background

As discussed above, there is a strong motivation for a PHR system. In fact, a PHR is a key enabler
of e-health and a core component of any future health network redesign [33]. In this section we review
previous related work with respect to the architecture design choices and semantic interoperability of
health information systems. We also highlight the specific issues that the proposed model attempts to
address with respect to these two areas.

The successful deployment of a PHR depends on the implementation strategy which is primarily
guided by the underlying architecture of the system. There are two main potential architectures;
namely, client–server and peer-to-peer (P2P). In a client–server architecture, clients connect to a central
server [34] and exchange records directly with the server. In a P2P network, clients are called peers
and communicate directly with each other [34]. Each peer must operate as both a client and a server
in the network. Most of the early PHR solutions were based on a client–server architecture. Some of
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these solutions are described in [20,35,36]. Only few recent health information systems use a P2P
architecture. For instance, a P2P framework using a tuple space architecture [37] to exchange records
across HIEs was proposed in [38]. A P2P PHR with subnetworks was proposed in [39]. A PHR focusing
on medication history using blockchain over a P2P network was introduced in [40].

P2P networks follow a distributed architecture and have several advantages over client–server
architectures. They are self-scalable [34], allowing growth to hundreds of thousands of peers. Compute,
network, and storage cost are shared by the peers and not concentrated in a single server. P2P networks
are also resilient against network failures [41]. For the proposed PHR application, these characteristics
are necessary because they support the efficient scaling of the system to a large number of patients and
promote the distributed ownership of the network.

Compared to the client–server architecture, the main limitations of P2P networks are mostly
related to implementation difficulties. These include:

- Connection issues due to symmetric network address translation (NAT) [42]. Symmetric NAT is a
routing method that changes the source and destination IPs;

- Peer-churn [34], where peers enter and leave the network too quickly, leading to network instability.

In addition, transactions in P2P networks are significantly different from the traditional OLTP
transactions used in client–server architectures. Transactions in P2P networks are based on consensus.
Solving the consensus problem in a bounded time is difficult. However, solutions such as the
Two-Phase-Commit [43], Paxos [44], Byzantine consensus [45] and Blockchain [46] have recently
been proposed to adequately address this issue. In this paper, a modified Two-Phase-Commit protocol
is used to address the consensus problem in the proposed P2P PHR network. Adequate solutions for
the peer-churn and connection issues are discussed in [47].

From a semantic perspective, the exchange of health data among different stakeholders, whether in
a federated system as in the case of HIEs or a distributed system as in the case of P2P platforms,
requires the participating systems to use common data representation. Semantic interoperability among
heterogeneous information systems is a long standing research area in various sectors including the
health sector. The research community has mostly converged towards the used of common ontologies
and standards in order to facilitate this exchange.

For example, in [48], the authors use ontologies to map medical concepts in a source EHR system
to a target EHR system. This approach avoids complex transformation procedures that may not be
sustainable since the source or the target EHRs may change their representations or encoding of the
medical records over time. In this application, the semantic transformation occurs at the target system.
Alternatively, semantic mapping can be performed at the source as demonstrated in [49]. In this latter
case, the health record is mapped to a common ontology at the source prior to the data exchange.

Ontologies were also used in a decision support system [50] to enable the sharing of patient’s
health condition. This decision support application was within the context of ambient assisted
living and demonstrates the emergent need for data exchange among clinical and non-clinical
stakeholders [50,51]. While focusing primarily on semantic interoperability, this application also
underscores the need for information flow between smart homes and the more traditional clinical or
medical environments. Similarly, in [52], the authors discuss the difficulties associated with caring
for older adults and the multiple stakeholders that participate in their care plan. A personalized
ontology that is specific to each patient is proposed. This ontology helps the health-care professionals
to cooperate towards an integrated health care plan for the patient.

The applications discussed above help illustrate the complexity of current medical services and
the importance of a coordinated health plan. This plan may only be achievable through a personalized
health platform. The above examples focus on semantic interoperability. Our proposed PHR focuses
on the workflows underlying the exchange of the health data and on enabling access to a wide range of
health services. Our proposed system uses the most recently accepted ontologies and standards; namely
the Fast Healthcare Interoperability Resources (FHIR) [53] and ICD-10 [54]. However, future work
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may consider the convergence of these two endeavors by utilizing personalized ontologies over the
proposed P2P PHR. We anticipate the personalized ontologies to be especially usefully when health
data are extended to include, for example, social media posts from the patient.

3. Methods

The proposed PHR is a distributed system that allows patients to communicate with different
health providers and subscribe to various e-health services. By using the proposed platform, the
patients can manage and share their records with the stakeholders involved in their health care plan.
This patient-centric view of health care management requires a platform where the ownership of
the health data resides with the patient. Moreover, the platform must allow for a large number of
participants and transactions. This section describes the design choices made during the development
of the proposed system in order to achieve the aforementioned goals.

As discussed in Section 1, previous client–server PHR and federated HIEs have limitations in terms
of longitudinal coverage, scalability and access flexibility. Therefore a distributed P2P architecture was
selected. P2P networks fall under three categories: centralized, pure, and hybrid. Network design and
topology play a key role in the network performance. In fact, network scalability and management
difficulties increase from centralized, to hybrid, to pure.

The high level network architecture of the proposed system is shown in Figure 1. It follows the
centralized P2P design and consists of: an index server, a peer client, and a service client. The choice of
a centralized P2P network over hybrid or pure P2P network architectures was primarily motivated by:

• The ease of deployment of the architecture;
• Its ability to enforce privacy measures according to HIPAA or other health regulations through

the index server;
• The fact that it represents a path of least resistance to change from the current institution-centric

EHRs or HIEs.

Figure 1. System Architecture.

The index server provides resource lookup for the network and mediates network access [41].
All network participants are required to register in the index server. This information is stored in the
registration database on the index server and is indexed by the unique ID of the participant. The index
server uses this information for authentication purposes. The index server also maintains the history
and current status of all transactions in a different database as shown in Figure 1. This allows the index
server to maintain the protected health information of the patient (e.g., name, address, phone number)
separate from other operational data. The separation is important since protected health information
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must adhere to strict privacy rules (e.g., HIPAA). We should also note that the second database in
the index server (Figure 1) only includes the status and metadata of the transactions. This database
neither stores medical records nor the participants’ protected health information. The former is
directly exchanged between peers without the involvement of the index server. The latter is stored
in a separate database and only exchanged between the participant and the index server during
network registration.

There are also two types of clients in the network: peer clients and service clients (Figure 1).
Peer clients are used by health providers and patients to manage records, upload document metadata
to the index server, search for network resources, request transactions, and connect to other peers.
The service client is used by third-party health services to offer services to the participating patients
in the network. As mentioned in Section 1, a wide range of services are available and more can
be anticipated in the future. Example e-health services include predicting patients’ risk for chronic
diseases [30] or medication non-adherence [55]. Other e-health services may focus on monitoring the
health condition of chronically ill patients [50–52].

The following subsections describe the components of the proposed system. The representation
used for the patient health record is discussed first. The following subsection describes the transactions
that enable the exchange of information between the participants. Finally, the third subsection
demonstrates the ability of the platform to interact with third-party e-health services.

3.1. Records

A patient’s electronic health record documents the health of a patient and his or her interactions
with healthcare providers. In the proposed system, these records are codified in the FHIR
standard [8,56]. FHIR was recently proposed as an exchange standard that can facilitate the transfer
of records between providers. The standard has two major sections: (1) a generalized ontology that
represents the various information in an EHR and (2) a Representational State Transfer (REST) protocol
that allows for the exchange of this information. The standard was previously used to develop several
applications, including EHR systems [57,58].

The ontology component of the FHIR standard organizes the information captured in a
health record. It details roles, workflows, and financial information as well as observations,
conditions, and encounters. Condition diagnoses are often standardized according to the International
Classification of Diseases (ICD-10 [54]). In summary, the entities in an FHIR ontology [53] include:

- Individuals and their roles in the system (e.g., patient, provider, etc.);
- Organizations, locations or devices;
- Workflows (e.g., tasks or appointments);
- Encounters between a patient and a health care provider;
- Clinical information such as observations, conditions, and medications;
- Financial information including billing.

In the proposed system, the patients and providers store their health records locally on their own
computer. Each record is associated with a metadata, which consists of the origin, the creation time,
and a SHA256 [59] hash of the record that establishes its uniqueness. Only the metadata are uploaded
to the P2P network for discovery. Access to the actual record is granted through an established
transaction protocol and after the approval by the data owner, as described next.

3.2. Transactions

The proposed system is transactional. Patients selectively authorize access to their records
which are stored in the FHIR format. The index server logs each transaction, thereby creating an
access trace. Because of the distributed architecture of the proposed framework, achieving consensus
among participants when executing transactions is difficult. This consensus is easy to implement
in a client–server model since all transactions are between two parties where one party is always
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the server and this latter one-sidedly determines the status of the transactions. In order to achieve
consensus in the proposed distributed architecture, a modified version of the Two-Phase-Commit
protocol [60] is used. Under this modified protocol, the index server manages the global state of the
system and facilitates synchronization among clients. Upon connecting to the network, clients replicate
the state of the index server. Subsequently, they can post updates to the server. The server checks these
updates against its own internal copy of the global state and periodically broadcasts state updates
to all clients. This protocol is typically used in distributed simulations [60,61]. The choice of this
modified Two-Phase-Commit protocol was motivated by the benefits it offers with respect to security,
correctness, and resilience. These aspects are essential for the proposed PHR application. In fact,
under this protocol there are no assumptions about an implicit trust of the clients, incorrect actions
are not possible, and client failures do not block the progress of the server. These benefits come at
the expense of acceptable limitations. For instance, clients may have to repeat actions if they are
out-of-date with respect to the global state of the index server.

The network transactions are modeled as a state machine and the state of each transaction
changes as predefined conditions are met. The index server acts as the ground truth between two
communicating peers and ensures that the transactions are both valid and consistent. In addition,
the index server provides an independent log of the transactions for audit purposes.

Three operations are supported in the proposed system: Transfer Request, Push, and Service.
The first two are implemented using REST operations. The third was added to the REST protocol
with minimum deviation from the standard in order to enable third-party services. The Transfer
request operation (Figure 2) allows a client (source client) to request a health record from its owner
(target client). This operation is used to exchange health records between a patient and his or health
provider. The source client can be the patient and the target can be the health provider. For instance,
the patient may have recently undergone a test or a procedure and is requesting the related report.
Similarly, a health provider may request the health record of a patient that was created by another
health provider. For example, a cardiologist may request the medical report that was obtained by the
patient for his or her diabetes condition.

Figure 2. Transfer Request Operation. This operation is used by the patient to request a health record
from the health provider or by the health provider to request a health record from the patient.

The implementation of the transfer operation follows a typical get REST operation (Figure 2).
In order to maintain the global status of the network up-to-date, both the source and the target clients
must send an update to the index server. The push operation, shown in Figure 3, allows a client to send
a health record to another client and is implemented following the specifications of the push REST
operation. For instance, patients may want to send an update to one of the health providers involved
in their care management plan. Similarly, a health provider may want to update a patient on the result
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of a laboratory test. The difference between a transfer request operation and a push operation is that
the former is initiated by the requesting party, while the latter is unsolicited. In both cases, the two
clients involved in the transaction have to send an update to the index server. However, in the case of
the push operation, the initiating client sends the health record to the target client and the target client
responds with an acknowledgment, as shown in Figure 3.

Figure 3. Push Operation. This operation is used by either the patient or the health provider to update
the health record maintained by the other party.

The Service operation is initiated by the patient to request a service from a third party. For instance,
the patient may want to know his or her specific risks for diabetes. The patient is able to select one
or more service from those registered in the network. These services have to publish the description
of the required health data needed to invoke their service. The service operation is then used by the
patient to send this data to the selected service peer. The service provider performs the requested
service and returns the results to the patient, as shown in Figure 4. As in the case of the previous
transactions, both the requesting client and the service client must send an update to the index server.
In addition, the exchange of health data is restricted between the patient and the service provider.

Figure 4. Service Operation. This operation is used by the patient to request an e-health service from a
third party.

The service operation is needed to deliver e-health services to the patient. In fact, most current
literature presents a conceptualization of these services in isolation from other services [30,55] or
imposes the consolidation of all the health data related to each specific patient using a client–server
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approach [50,51]. These approaches either do not provide a clear workflow for the patient to access the
proposed e-health service or assume a client–server model that may fall into the same limitations as
those of current HIEs. In the next section, we describe the steps that are involved in the development
of an example e-health service and its deployment within the proposed network. The selected e-health
service is hypertension risk prediction. However, the procedure is applicable to other e-health services.

3.3. Hypertension Predictor

In order to demonstrate the potential deployment of third-party services, a hypertension risk
prediction service was implemented within the proposed platform. This service is not intended to
showcase state-of-the art machine learning models. There are several research studies that explore
advanced machine learning models for diagnosis and risk prediction of chronic diseases [30–32].
The hypertension risk prediction service discussed in this section is used to illustrate the steps needed
to develop an e-health service and to integrate it with the proposed platform. This section also
discusses the gap that prevents currently proposed e-health services from being accessible by all the
patients. Filling this gap is one of the objectives of the proposed framework.

Hypertension risk prediction was selected because this chronic disease has a high incidence rate
and is more likely to be one of the earliest services to be offered. There are typically two phases
in the development of a machine learning model. The first phase is the training of the model and
the second phase is the validation of the model. These two phases are offline procedures. Once the
training is completed, the second phase evaluates the accuracy of the model. As previously mentioned,
typically previous research studies either do not consider deployment procedures or assume that the
model will be deployed in a client–server model (e.g., within an HIE). In the remainder of this section,
the training and testing phases of the hypertension service are first presented. A procedure that makes
this service available to each patient is then discussed.

3.3.1. Model Development

The hypertension prototype service utilizes a Naive Bayes [62] model. It is trained with data
extracted from the Medical Expenditure Panel Survey (MEPS) [63]. Naive Bayes machine learning
models are attractive because they are interpretable [64] and can be bootstrapped with knowledge
from domain experts [62]. However, the procedure presented in this section can accommodate any
machine learning model, including those built on novel machine learning techniques [32]. The Naive
Bayes model [65] assumes that each input feature is conditionally independent from other features.
The risk for hypertension is expressed as the product of the conditional probabilities of the input
features, as shown in (1).

P(C, En) = P(C)∏
i

P(Ei|C) (1)

where C is the risk for hypertension and En represents the model input features.
The Medical Expenditure Panel Survey (MEPS) [63] is a yearly survey of households by the Agency

for Healthcare Research and Quality (ARHQ). ARHQ’s goal is to survey current patient healthcare in
the United States. Each survey consists of questions about conditions, providers, costs and medication.
Moreover, each cohort of households is followed over a period of two-years called a panel with five
rounds in each panel. Twenty panels are available in the MEPS dataset starting from 1996. Each panel
includes approximately 15,000 households. However, only a subset of the participants in the panel’s
first year are carried over to the second year. Moreover, as in the case of other datasets, there are
several missing data values in the MEPS dataset.

As expected, from all the disease conditions reported in the MEPS dataset, hypertension had
the highest record count (e.g., 3078 instances in Panel 19). This data availability and accessibility to
heart-related information, motivated the choice of hypertension risk prediction as the e-health service
pilot. A review of the literature helped prune the list of available pre-existing conditions in the MEPS
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dataset to those that are relevant to hypertension risk prediction. The ICD-9-CM codes of 30 heart and
respiratory conditions were selected, as shown in Table 1. It should be noted that, in order to protect
the privacy of the survey participants, ARHQ only reports the first three characters of the ICD-9-CM
code [66].

Table 1. Selected Pre-exiting Conditions.

ICD-9-CM Group Meps Code Feature

410-414: Heart Disease 410 Acute Myocardial Infraction
413 Angina Pectoris
414 Other forms of Ischemic Heart Disease

415-417: Heart Failure 415 Acute Pulmonary Heart Disease

420-429: Circulatory System Diseases 424 Other Diseases of Endocardium
425 Cardiomyopathy
427 Cardiac Dysrhythmis
428 Heart Failure
429 Ill-defined Descriptions and Complications of

Heart Disease

430-438: Cardio Brain Hemorrhage, Stroke 436 Acute, but ill-defined, Cerebrovascular
Disease

440-449: Restricted Blood Flow 440 Atherosclerosis
441 Aortic Aneurysm and Dissection
442 Other Aneurysm
443 Other Peripheral Vascular Disease
444 Arterial Embolism and Thrombosis
447 Other Disorders of Arteries and Arterioles

451-459: Issues with Veins and Lymph System 454 Varicose Veins of Lower Extremities
455 Hemorrhoids
458 Hypotension
459 Other Disorders of Circulatory System

490-496: Chronic Respiratory Issues 490 Bronchitis, not specified as Acute or Chronic
491 Chronic Bronchitis
492 Emphysema
493 Asthma
496 Chronic Airway Obstruction, not elsewhere

classified

510-519: Secondary Respiratory Conditions 511 Pleurisy
514 Pulmonary Congestion and Hypostasis
518 Other Diseases of Lung
519 Other Diseases of Respiratory System

The above pre-existing conditions were augmented with additional health and demographic
information. MEPS has only a few direct measures of the health status of the patient (e.g., Body Mass
Index). However, the survey includes questions related to advice from doctors, major health events
(e.g., stroke), and smoking habits [66]. The answers to these questions were used to extract an
additional 17 features as shown in Table 2. The dataset used to train and test the hypertension risk
prediction model is comprised of the combination of the features in Tables 1 and 2.

The development of the hypertension prediction model is performed in two steps: training and
testing. This study used panels 17, 18, and 19, which were conducted from 2012 to 2015. These panels
were selected for their consistency as other panels have significant variances in their survey questions.
As mentioned above, each panel spans two years and is conducted in five rounds. These rounds were
used to create the prior and post conditions needed to train and test the model. Indeed, the first half of
each panel (i.e., rounds 1, 2, and part of 3) is used to create the input features of the model. The second
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half of the panel (i.e., the remaining part of round 3 and rounds 4 and 5) are used to establish the
outcome for each patient (i.e., whether or not the patient has hypertension).

Table 2. Selected Demographics and Health Condition Features.

MEPS Feature Description

SEX Sex
RACE1VX Race
AGELAST Person’s age last time eligible
HIBPDX High Blood pressure diagnosis
CHHDX Coronary Heart Disease diagnosis
ANGIDX Angina diagnosis
MIDX Heart Attack (MI) Diagnosis
OHRTDX Other Heart Disease Diagnosis
STRKDX Stroke Diagnosis
EMPHDX Emphysema Diagnosis
CHOLDX High Cholesterol Diagnosis
DIABDX Diabetes Diagnosis
ADSMOKE42 SAQ: Currently Smoke
NOFAT53 Restrict High Fat/Cholesterol
EXRCIS53 Advised to exercise more
BMINDX53 Adult Body Mass Index
POVCAT Family Income as Percentage of Poverty Line

A data pipeline was used to convert the MEPS dataset into features and outcome according to the
above mentioned split for each patient. The data were also imputed. Missing disease conditions or
ICD-9-CM code from the input features were set to 0. We realize that this may lead to under reporting.
However, it was unavoidable as the MEPS dataset does not have definite no answers in many cases.
In addition, numerical input features such as body mass index (BMI) and age are binned to categorical
classes. The resulting dataset had a total of 26,653 patient records. It was split into training and testing
datasets using a 70/30 split. It should be noted that the hypertension prediction model, as described in
this paper, is for illustration purposes. In order for the model to be useful in production it should be
trained on a higher quality data and with a larger number of patients.

3.3.2. Model Deployment

In order to invoke the above hypertension risk prediction model for their specific case, the patients
need to supply the required values for the input features of the model. There are eight features
related to pre-existing condition (Table 1) and 17 features related to demographics and other medical
conditions (Table 2). When the proposed PHR is used, this information is available to the patient
and can be provided to the hypertension service using the service transaction described in Figure 4.
Moreover, patients can subscribe to any e-health service they choose. This competitive market place
will help improve the e-health service offering. For instance, the hypertension risk prediction service
described above will have to publish the dataset it was trained with and the accuracy obtained on the
test dataset. These metrics can be used by the patients to compare and contrast different services.

4. Implementation and Results

The proposed framework was developed and deployed in a laboratory environment. This section
describes the details of this implementation and illustrates the functionalities of the system with
examples of transfer, request and service transactions. The index server, peer client, and service client
are implemented using the Go programming language [67]. The data are stored in MongoDB [68].
MongoDB was selected over an SQL database because it can support collections of documents.
The framework also uses the MongoDB driver (mgo [69]) and the FHIR intervention engine [70]
libraries to connect the application layer with the backend database.
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The index server manages the network on behalf of the peers. It performs the signaling, signup,
and lookup services in the network. It also tracks the registered users, peer IP addresses, and the status
of the transactions and services. The peer client is a local application with a Web-User-Interface that
allows patients and providers to interact with the network and manage health records. Using this
application, users can register in the network, login, lookup resources, issue requests for transactions,
and post the metadata of health records to the network. All of these operations are implemented as
REST [71] APIs. The service client is used by the service providers. This client periodically checks the
network for new requests for its service. Because of the sensitivity of health information, the service
client performs the requested service but does not retain the input or output data. This restriction can
be enforced when the service is initially registered in the network.

4.1. Client Transactions

There are two main client transactions: transfer request (Figure 2) and push operation (Figure 3).
All the operations in the framework use a design template with the same structure. Each operation is a
state machine with the following states: waiting, pending, final, failed, and canceled. We illustrate the
implementation of the transfer request protocol. The push operation uses a similar protocol.

In the case of the transfer request, the waiting state indicates that a transfer request has been
initiated but the owner of the document has not yet processed the transaction. The pending state
indicates that the owner approved the transaction but processing of the transaction is not complete.
The final state indicates that the transaction completed successfully. The failed state corresponds to
a failed transaction. The canceled state informs the client that issued the request that the transaction
was canceled. While this structure is the same for all the operations that are performed by the clients,
the transition from one state to the next will vary depending on the selected operation.

Figure 5 shows the UI that is used by the client to initiate a transaction or invoke a service. In order
to initiate a transfer request, the peer client must send a request to the index server. The request includes
the document hash and the target peer. These are the first two fields under the record metadata in
Figure 5. Once a request is issued, the server validates the request and creates a new transaction,
which is placed in the waiting state. The target peer will then review the list of waiting transactions
(Figure 6) and decide how to process these transactions. It can approve, reject, or ignore each request.
The example in Figure 6 shows that the request is waiting for the authorization of the target peer.
The remaining fields in the figure are the unique id of the transaction in the network, the hash value of
the requested document, the id of the requesting peer, the id of the target peer, the transaction type
and the time stamp of the transaction.

The decision of the target peer is sent to the index server via a post method. If the target peer
rejects the request, the server changes the state of the transaction to canceled and no further action
is required. If the request is approved, the index server moves the transaction to the pending state.
Both the requesting and the target peers can then pull the transaction from the server and add it to
their respective job lists. All the peers continuously process jobs from their job lists and periodically
poll the server for transaction updates. In order to process the pending transaction, the requesting
client establishes a TCP connection with the target peer. The target peer uses this connection to transfer
the requested document directly to the peer that initiated the connection. Once the document transfer
is completed, both peers inform the index server and the state of the transaction is changed to final as
shown in Figure 7.

The index server also operates as a state machine. It continuously checks the incoming messages
from the peers and evaluates whether or not the conditions for a state progress of a given transaction
are satisfied. In the above example, the index server moves the transaction from the waiting (Figure 6),
pending to the complete state (Figure 7). If there is no progress on a transaction, a failure occurs,
and the clients will need to retry the transaction.
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Figure 5. The UI used by the patient to initiate a transaction or invoke a service.

Figure 6. List of pending transactions in the network. This list is maintained by the index server.

Figure 7. List of completed Transactions. The status of the transactions is maintained and updated by
the index server.

The record that is exchanged between the requesting and the target peers is in json FHIR format.
An example record is shown in Figure 8. It consists of two parts—the metadata and the actual content
of the document. The first fields in the metadata are the same as in Figures 6 and 7. The last two fields
of the metadata are the time stamp of the transaction and the source of the document. This record is
exchanged directly between the two peers involved in the transaction. It is not accessible to the index
server. The index server only has access to the metadata.

Figure 8. Example data record. The first field is the unique record id; the second field is the record
metadata; the third field is the content of the record.

4.2. Service Transactions

The service transactions are different from the peer transactions. The bottom of Figure 5 shows
the list of services that are registered in the network. These services are available to the patient.
Each service is identified by a service id, a name, and the id of the service provider. The list of services
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also includes the timestamp of the last time the service was pinged by the index server, human readable
information about the service and the type of data the service expects.

Once a patient issues a service request through his or her client, the input data expected by the
service are transferred to the service peer and the corresponding service is invoked. In the case of the
hypertension risk prediction service, the input data are the values of the features of the hypertension
prediction model. The result generated by the service is returned to the requesting peer as shown
in Figure 9. In this case, neither the metadata nor the content of the document are available in the
network. The patient can elect to post the metadata of the document to the network as shown in the
bottom of Figure 9. The last id in the metadata of the document is the id of the owner; in this case the
hypertension service provider.

Figure 9. Result record return by the hypertension service in response to the patient’s request.

The hypertension risk prediction model was deployed as a service in the network. The accuracy,
precision, sensitivity and specificity of the model are included in Table 3. Despite the fact that
the model was trained on small dataset, Table 3 shows that the accuracy of the model is acceptable.
When deployed in production, this service must be trained on a large dataset and its accuracy, precision,
sensitivity and specificity should also be published as part of the service metadata. This allows the
patients to make an informed evaluation of the quality of the service.

Table 3. Performance of the Hypertension Risk Prediction Model.

Performance Metric Percentage (%)

Accuracy 75.2
Precision 58.9

Sensitivity 66.3
Specificity 79.1

The above protocol was demonstrated for a single service. However, the protocol can be extended
to other e-health services. The intent of the protocol is to allow the patients to subscribe to a customized
list of services that are aligned with their needs and medical conditions.

5. Conclusions

The framework introduced in this paper is a prototype of a P2P personal health record network.
It can help each patient maintain a complete health record, share specific documents from this record
with health providers, and easily subscribe to third party services. We believe this framework
can help make the delivery of health services more efficient and more accessible to the patients.
Moreover, we believe that the framework can also help make personalized predictive medicine
available to all. While there are no guarantees for wide adoption, the proposed PHR improves the
potential for adoption by patients since it provides them with more flexibility. Moreover, during the
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past decade the patient literacy, digital ability and demands for flexible health care services have
increased considerably, providing an opportunity for the re-launch of PHR systems.

The proposed framework is supported by a REST protocol over a distributed P2P network.
The network is managed by a central index server. Peers interact with the network by using two types
of transactions. The first type facilitates the exchange of documents between peers and the second
allows a peer to request a service from a service provider. In order to allow resource discovery, peers
must post the metadata of their documents to the network and services must register in the network.
The actual exchange of health records among peers and with service providers occurs directly between
two peers without the involvement of the index server. This design choice is necessary to ensure that
the only copies of the health records that are persistent are those authorized by the owner.

The prototype was developed in a laboratory environment as a proof of concept. Large scale
testing is needed. Moreover, only one service was implemented and tested. Additional services are
being considered. Finally, it is necessary for the framework to adhere to HIPAA and GDPR regulations.
Some of these regulations, such as access controls and audit trails for the transactions, are already
implemented. Encryption of the data both during transfer and at rest is required. Mechanisms for
vetting e-health services with respect to regulations compliance are also needed.
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