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Introduction 

•!• Recent years have seen a significant . increase 
in automated conversational agent chatbots. 
Conversational agents like chatbots for health 
may provide timely and cost-effective support 
in clinical care. 

•!• Some studies show that chatbots could have 
an impact on patient engagement. 
Additionally, health systems are attempting 
to connect with patients over social 
networks, mainly where specialists are limited 

•!• By 2025, the Association of American Medical 
Colleges estimates that the United States will 
have a shortfall of 61,700-94,700 physicians 
and critical shortage in many specialties, 
delaying available appointments by months in 
many cases. 

•!• Thus, we need innovative solutions that can 
manage the time of limited specialists 
appropriately. 

•!• Recent research has demonstrated that deep­
learning methods are superior for natural 
language classification tasks compared to 
other machine learning methods. 

•!• The primary objective of this study was to 
develop a telegram chatbot which reads 
patient narratives and acts as a conversational 
agent by redirecting the case to the 
appropriate specialist. 

•!• Besides simply working on improving 
conversational capabilities of chatbots, we 
developed a novel method for referring the 
cases to specialists based on their responses 
to previous cases on a social network group. 

•!• As far as we know, no other chatbot has the 
level of accuracy or referral system like our 
developed chatbot. 

Methodology 

•!• Data is collected from Facebook consists of 
1890 clinicians. The data is 2 years old and 
it is deidentified 

•!• 568 actors identified 

•!• Inclusion Criteria: Must have made at least 
1 post or comment 

•!• 1,143 (top level) posts and 8,606 comments 
made to these posts 

•!• Commauth and Postcontent are extracted as 
primary columns from the data set and 
used for model development. Data was 3x 
imputed to get appropriate size for training 

· a deep neural network. 
label text 

0 boudhayan.dm Dr MpSingh, Dr Swagatawhat would you suggest f... 

1 durga.prasan Dr MpSingh, Dr Swagatawhat would you suggest f .. . 

2 durga.prasan Ideally the rectal polyp should have been snar. .. 

3 durga.prasan My suggestion is that all cancers should be de ... 

4 swagata.brahmachari Ya surely .As correctly pointed out by Durga P .. . 

•!• Deep learning library fastai is used for the 
model development and training. 

•!• Tokenizer was used to tokenize the 
important vocabulary. Pretrained weights 
from Wikipedia trained model was 
downloaded as part of transfer learning. 

•!• Data was divided into training and target 
using TextDataBunch 

•!• The language model was trained for 30 
epochs, which resulted in an accuracy of 
97% with a converging training (0.190) and 
validation loss (0.119). 

•!• The language model creation process 
resulted in a neural network with an 
embedding size of 400, 3 layers, 1150 
hidden activations per layer. 

Software developed 
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/ revoke - revoke bot access token 
/setin line - toggle lnl!ne mode 
/setin linegeo - t oggle lnline location requests 
/setin linefeedback - change in line feedback 
settings 

ubootcampbot 16:23 .,v 

/setjolngroups - can your bot be added t o 
groups? 
/setprivacy - toggle privacy mode in groups 

Games 
/newgame - create a new game 
/ listgames -get a list of your games 
/edttgame - edit a game 

Done! Congratulations on your new bot You 
will fi nd it at tme/ubootcampbot. You can now 
add a description, about section and profile 
picture for your bot see /help for a list of 
commands. By the way, when you've finished 
creatlngyour cool bot ping our Bot Support if 
you want a better usemameforit.Just make 
sure t he bot is fully operational before you do 
this. 

/deletegame - delete an existing game 16., l:i 
Use this token to access the HTTP API: 
476092324 :AAGa-GBAtcw6 JF00i_ri ­
_rsX7BlBOOHvs E /newbot 6; 18 .,v 

Alright a new bot. How are we going to ca!! it? For a description of the Bot API, see this page; 
Please choose a name for your bot 16:18 https:/ /core.telegram.org/bots/api t 6:23 

fj) lwrii:.. message. 

Results 
•!• Losses in language model at 30 epochs 
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Batches processed 

,o 0 .190446 0.119288 0.974294 

•!• The pre-trained vocabulary from Wikipedia is 
used for transfer learning for the NLP using 
the ULMFiT (Universal Language Model Fine­
tuning for Text Classification) [1] 

•!• We then trained a classified using the AWD­
LSTM algorithm with a batch size of 16 and 
with 3 different learning rates from 0.01 to 
0.000001 
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The ULMFiT transfer learning for NLP classification [1] 
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The gold dollar or gold The best ever The best scene ever 
. 

(a) LM pre-train ing (b) LM fine-tuning (c) Classifier fine-tuning 

•!• The classifications have a 59% accuracy, but 
they are close to 100% accurate based on 
gold-standard human verification. 

•!• Since there are more specialists of the same 
specialization in the social network, the 
classifier approximates the specialists, which 
was then verified manually to be accurate. 

Limitations 
•!• Data collected was very low in size to be 

suitable for Neural networks 

•!• The data consists many of non-English 
words, images in the posts and typos 
which poses difficulty in training and 
developing the model 

Future work and conclusion 
•!• To deploy this on patient portals or a 

Facebook/telegram/WhatsApp group and 
evaluate the clinician response, and 
maybe later patient outcomes. 

•!• We believe further research of this 
approach can help reduce burden, and 
ease the load of resource limited health 
systems. 
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