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Abstract. The field of algorithmic decision-making particularly artificial 
intelligence has been drastically changing. With the availability of huge amount 
of data and increase in the processing power, AI systems have been used in vast 
number of high-stake applications. So, it becomes important to make these 

systems reliable and trustworthy. Different approaches have been proposed to 
make theses systems trustworthy. In this paper we have reviewed these 
approaches and summarized them based on the principles proposed by 
European Union for trustworthy AI. This review provides an overview of 
different principles that are important to make AI trustworthy.   

1 Introduction 

In today’s world, algorithmic decision-making and artificial intelligence (AI) are 

playing crucial role in our day to day lives. The area of automated decision-making 

using machines is not new. However, decision-making now days is highly data driven 

and complex. The decisions made by machines leave a profound impact on our 

society. To give an estimate about the impact, International Data Corporation (IDC) 
estimates the spending on AI systems will reach $97.9 billion dollars in 2023 and 

there will be 28.4% increase over the period of 2018-2023 [1]. These numbers show 

how AI is impacting our society by making decisions in almost every aspect of our 

life. 

Different kinds of statistical tools, artificial intelligence algorithms and machine 

learning models are used to make decisions in all kind of applications such as 

healthcare, government, business, judicial and political spheres. These advancements 

in decision making led to fast growth in every sector. Now decisions made by 
artificial intelligence and machine learning algorithms can beat some of the best 

human players, serves as our personal assistant, used in medical diagnostics, used by 

companies for automated customer support and much more. With enormous 

applications and their impact, it is especially important to make sure that all these 

systems on which we are relying on so much are reliable and trustworthy. 
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Now AI has the power to analyze huge amount of data and make predictions based 

on that. However, these systems are so complex and opaque that it is difficult to judge 

and interpret their decisions as fair and trustworthy. And there are no set standards or 

mechanisms established to govern and test these systems. It is found out that these 

systems could behave unfair and can lead to dangerous consequences. Recidivism 
algorithm used across the country has been shown to be biased against black 

defendants [2]. Recruitment algorithm used by a big corporate company was found to 

be biased against women [3] and many more. These examples show that decisions 

made by machines can be rogue and can have life-critical consequences. So, it is 

important to design, develop, implement and oversee these systems very carefully. 

With the growing need to make these systems reliable and trustworthy, researchers 

have proposed different solutions. Some have proposed by making data used for 

training AI systems unbiased, some proposed explainable and interpretable methods 
that will make the AI systems easy to understand and interpret by the users. Some 

researches have proposed overseeing methods to keep a check on AI systems and 

other researches have proposed methods that enable collaborative intelligence using 

both human and machines in decision making. All these proposed solutions involve 

human at different levels of AI lifecycle. These solutions have one common objective 

which is ensuring that AI systems should behave as promised and to create a notion of 

trust towards AI among its users. 

In this paper we have discussed different aspects that are important to make AI 
decisions acceptable and trustworthy, policies and guidelines required to govern the 

working of these systems and how human intervention is important in this changing 

era of AI. This paper is organized as follows. Section 2 presents the foundational 

concepts and preliminary background work in the field of trustworthy AI. Section 3 

presents the review of the latest developments in the field of Trustworthy AI. Section 

4 discusses technical challenges and future directions. Finally, section 5 concludes the 

paper. 

2   Background and Foundational Concepts 

In this section we have discussed problems with traditional AI, key concepts of AI. 

This section also discusses about the key principles and guidelines that should be 
considered while designing, developing, implementing and overseeing the system. 

2.1 Need of Trustworthy AI 

The field of AI has major impact on our day to day lives. With the availability of huge 

amount of data, high computational power and efficient algorithms, AI has given us 
many useful solutions that benefit our society. However, with so many benefits AI 

also raises some concerns. With all these advancements, AI has become complex for 

the human to understand and control it. There is a need of mechanism to oversee the 

decisions made by AI to be trustworthy and within the ethnic guidelines. This is only 

possible if the machines or algorithms making these decisions are fair, understandable 

by designers designing them, users using them and policy makers making laws to 



govern them. All these concerns related to AI creates a fear among users which in 

turn decrease the trust on the system. 

Before looking at the guidelines proposed for making AI trustworthy, let us look at 

the problems and risks related to present AI systems. [4] Once Stephen Hawking said 

that “AI impact can be cataclysms unless its rapid development is controlled”. AI 
systems can be dangerous and harmful if strict measures are not taken in designing, 

developing, implementing and overseeing them. In today’s world, almost all the 

sectors are utilizing the superpowers of AI systems in decision making and in 

analyzing huge amount of data. But these superpowers of AI not always yield good 

results. Lot of these AI systems failed and showed dangerous consequences. For 

example, self-driving car killed a pedestrian because its self-driving system decided 

not to take any action after detecting pedestrian on the road [5]. AI chat-bot become 

racist after being corrupted with twitter trolls [6]. COMPAS recidivism algorithm 
used by judges across the nation has showed biased against black people [2]. These 

are some of the examples that shows how AI can be untrustworthy and dangerous if 

their development is not controlled. So, it is important to make sure that these AI 

systems do not cause any kind of harm to the mankind. 

2.2 Requirements to make AI Trustworthy  

Artificial intelligence is used to make decisions in high stake applications like 

healthcare, transportation, judicial system and many more. With the increase in the 

use of AI systems in decision making it becomes very important to develop guidelines 

and policies that ensures that AI will not cause any intentional or unintentional harm 

both to the society and the users using it. AI is designed by us and its our 

responsibility to make sure it is only for good [7]. Several researchers and experts in 

this field have proposed different guidelines and policies to make AI trustworthy. [8] 
European union proposed four ethnic principles (respect of human autonomy, 

prevention of harm, fairness, explicability) and seven key requirements(human 

agency and oversight, technical robustness, privacy and data governance, 

transparency, diversity and fairness, societal well-being and accountability ) to make 

AI trustworthy.[9] considers explainability, integrity, conscious development, 

reproducibility and  regulations important to make AI trustworthy. [10] did a review 

on all guidelines proposed by different organizations and research institutes to make 

AI trustworthy. They said despite of so many guidelines available, there is a difficulty 
in coming to the consensus about what properties make AI ethical and trustworthy. 

Following are the properties that are important to make AI system trustworthy: 

 

Accuracy and Robustness: Accuracy of the model refers to the model ability to 

correctly predict the outcomes by generating less false positives and false negatives. 

Robustness refers to the model ability to perform accurately under uncertain 

conditions.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                 

 

Non-Discrimination: Non-Discrimination refers to the model ability to treat all the 

users equally without discriminating against any section of the society. This means 

absence of any type of bias and discrimination. 



Explainability: Explainability of the model enable the users of the model to correctly 

understand the working of the model. This property facilitates users to correctly 

predict the outcomes for given input and the reasons that could lead to model failure. 

 

Transparency: Transparency of the model provides a clear picture of the model to 
the users. It allow users to clearly understand the model by seeing whether the model 

have been tested or not, what criteria it has been tested on, if the input output of the 

model make sense to the users and if the users of the system clearly understand the 

decisions made by the model. 

 

Accountability: Accountability of the model refers to the model ability to justify the 

decisions made by it to the users of the system. This includes taking responsibility of 

all the decisions made whether they are good or caused some errors and unexpected 
results.  

  

Integrity: Integrity of the model defines that the model should output results or make 

decisions within set parameters. These parameters can be operational, ethical or 

technical and can be different for different applications.  

 

Reproducibility: Reproducibility of the model ensures that all the decisions made by 

the system can be reproduced if the same input parameters and conditions are 
provided to the system. 

 

Privacy: Privacy of the model means that the model should protect the data on which 

it is trained on and the identity of the users using it. 

  

Security: Security of the model makes sure that the model is secure from outside 

attacks, that can change and modify the decisions made by the system. 

 
Regulations: Government and policy makers should develop laws and guidelines to 

govern the development and working of AI systems.  

 

Human Agency and Oversight: This is the most important property that enforces 

that AI system should always be in control of humans to prevent harm. 

 

3   Review 

Researchers have proposed vast number of solutions focusing on different properties 

of trustworthy AI. In this review we have mapped these properties to the four 

principles(principle of respect for human autonomy, principle of prevention of harm, 
principle of fairness and principle of explicability) introduced by European Union[11] 

to make AI ethical, lawful and robust. Figure 1 shows this mapping of properties to 

the principles of trustworthy AI. 



 

Fig. 1. It shows the mapping of different properties to the principles of trustworthy AI. 

3.1 The Principle of Respect for Human Autonomy 

This is the most important principle to design trustworthy AI. It ensures that the AI 
systems should be designed to complement and empower human cognitive ability 

instead of replacing them. [12] This new era of AI requires collaborative thinking 

where humans and machines work together towards a common goal. Making humans 

and machines work together will help to reduce incorrect and undesired results and 

will help to avoid accidents. The designing of AI systems should be human centric 

which means that the humans should be involved at different levels of AI lifecycle 

[11]. They should be involved in planning, designing, development and oversight 

phase of the AI system based on the application requirements. Humans should be in 
the center to set limits, flag errors made by machines, override wrong decisions, help 

to improve AI system by providing feedback. Human involvement is important to 

keep machine decision within moral and ethical compliance. European Union [13] 

have proposed some guidelines of how humans should be involved in AI decision 

making: 

 

o For high stake applications, decisions made by the AI systems should only 

become effective if it has been examined and authenticated by the human 
experts. For example, in the medical AI systems where a wrong decision 

could lead to dangerous consequences, doctors should validate the decision 

made by the AI system based on their expertise and experience before 

implementing them. 

o For the applications that require AI decisions to be effective immediately, 

there should be a way by which humans can intervene to review the AI 

decision and if needed can override the decisions. For example, in the loan 

approval AI system if the application is rejected by the AI system, it should 



be possible for the human/loan expert to review the application again and 

change the decision if needed. 

o And humans should able to oversee the working of AI systems and able to 

stop and interfere the working if he/she thinks that the AI system is not 

working appropriately or the decisions made by the AI systems is not safe 
anymore. For example, in autonomous vehicles if some sensor failed or the 

vehicle is not operating properly driver should able to overtake the controls 

of the vehicle. 

 

Several methods have been proposed for human-machine collaboration. These 

methods have showed how human involvement can increase the trust and accuracy of 

the AI systems. [14] proposed analyst-in-loop AI system for intrusion detection which 

take feedback from security analysts to decrease the false-negatives generated by the 
system. This system improves the detection rate of AI system by three times. [12] 

showed how AI is screening huge debit and credit card logs to flag questionable 

transactions that can be evaluated by humans.  

Some researchers have proposed a collaboration mechanism for human- machine 

interactions based on trust framework [15]. [16][17][18] used human feedback based 

decision-making system for resource allocation in FEW (Food Energy Water) sector. 

[19] proposed fake user detection system in social networks taking in account 

community knowledge along with machine learning algorithm. [20] proposed a 
human-machine collaboration mechanism to govern the interaction between police 

and machine for crime hotspot detection to facilitate greater accuracy. 

All these proposed solutions showed that by combining the superpowers of both 

humans and machines help to improve accuracy and decrease the harm caused by AI 

systems which in turn make the AI systems trustworthy. So, this principle enforces 

that AI systems should empower humans, not replace them.    

3.2   The Principle of Prevention of Harm 

This principle ensures that the AI system should not cause any unintentional or 

intentional harm to the humans and the society. It also guarantees that the AI systems 

operate in safe and secure environment without causing any kind of harm to anybody. 

AI systems should be reliable in decision making task. Lot of elements should be 

taken into consideration while designing and implementing AI systems so that they do 
not cause any type of harm and can behave reliably. These elements are discussed 

below: 

 

Accuracy and Robustness: This property ensures that the AI systems should have 

high accuracy and are robust. The accuracy of the system should be above certain 

threshold for reliable decision making. The system should be robust, that is it should 

able to work in adversaries and able to handle errors. And the results or the decisions 

made by the AI systems should be reproducible if provided with same input and 
similar conditions. Researchers have proposed different methods to deal with 

adversaries and making AI system accurate. [21] proposed feature squeezing method 

to decrease the complexity of input space, hence making it less prone to 



adversaries.[22] proposed inputting adversarial examples in the training set to make 

system robust. 

 

Accountability: This property deals with the state of being responsible and 

accountable for all the good and bad decisions made by AI systems [23]. As 
algorithms cannot take responsibility for their decisions, designers of the AI systems 

should take responsibility for their working by proper testing, auditing and overseeing 

framework. It also deals with designing of laws and regulations for the controlled 

development of AI systems. Several researchers have proposed different auditing and 

testing methods to prevent harm caused by them. [23] proposed an internal auditing 

framework for algorithmic auditing to keep check on the development life cycle of AI 

systems. This auditing can be done by experts on each step of the development 

process. This method will help to prevent and mitigate the harm before it even 
occurred. [24] explained the importance of community involvement in designing 

algorithms to address algorithmic harm.[25] explains different type of accountability 

and how different level of users can be accountable for the decisions made by the AI 

system. This paper discussed accountability based on socio-economic aspect of the 

society. 

 

Privacy and Security: Privacy of the AI system deals with the protection of the data 

on which AI system is being trained on, identity of users using it, internal working of 
the system and intellectual property if known can lead to dangerous consequences. 

Security of the AI system deals with the protection of system from outside attacks that 

can interfere and disturb the working of the AI system. Different methods have been 

proposed to enforce privacy and security of the AI systems. [26] proposed a pipeline 

for data protection when two or more agencies are involved in development of AI 

system. [27] discuss different type of attacks that can happen on AI system and what 

measures should be taken to prevent them.[28] discusses different privacy laws for 

data protection in research.[29] proposed a method of ignoring and forgetting 
malicious data in training phase so that AI system can reclaim security when attacked. 

 

All these properties will help to prevent the unintentional and intentional harm caused 

by the AI systems.  

3.3 The Principle of Fairness 

The principle of fairness makes sure that the decisions made by the AI systems should 

not be biased and discriminatory to any kind of users. As these AI systems have been 

used in wide range of applications, where a discriminatory behavior of the system will 

make the system unfair, hence decreasing the trust on the system. This principle 

ensures that the AI systems should treat all the users equally without favoring any 

particular section of the society. AI systems should be obligated to hold moral and 

ethnic values. These systems are supposed to ease the decision-making process but if 
not designed and implemented properly can lead to bias and unfairness. So, it is very 

important to make these systems fair and unbiased. Before looking at the solutions let 

us look at the reasons for unfairness and bias.  



 

Different types of Bias: AI systems can suffer from different types of bias. [30][31] 

discussed different reasons for unfairness. One main reason of unfairness of AI 

system is if the data on which it is trained on is biased and crooked. That is if the data 

is not able to represent the clear picture of the reality. For example, [32] ImageNet 
dataset, which is widely used by computer vision community, does not have a fair 

distribution of the geodiversity of people hence causing bias in the system using it. 

Other reason for the algorithm to behave biased is if some underlying stereotypes are 

present in the data. For example, AI system makes a prediction that men are more 

suitable for engineering jobs than women because over all the years men have higher 

percentage in engineering jobs than women and this stereotype makes the training 

data biased. And other reason can be if the bias is introduced by the algorithm itself. 

This can happen when the algorithm is trying to maximize its accuracy over the 
training data. [33] There can be other reasons also from where bias can be introduced 

into the system like if people collecting the data, designing the system or interacting 

with the system are biased against particular section of the society. So, measures 

should be taken to make AI systems fair, ethical and inclusive.  

 

To make AI systems fair and unbiased, several methods and techniques have been 

proposed. [34] proposed a test generation technique to detect all different 

combinations of input attributes that can discriminate any individual based on gender, 
race, ethnicity etc. [35] proposed third party rating system to detect bias using sets of 

biased and unbiased data. [36] proposed a subsampling technique that ensures that the 

sub samples used for training are both fair and diverse. [37] Facebook proposed data 

traceability technique to detect bias using radioactive data labeling. [38] proposed 

vetting of algorithms by multidisciplinary team of experts to make algorithms 

unbiased. [39] designed an open-source toolkit to use fairness metrics and algorithms 

in an industrial setting. All these proposed solutions help to ensure fairness in AI 

systems. 

3.4 The principle of Explicability 

The principle of explicability deals with providing explainability and interpretability 

to the opaque AI systems. With the increase in the complexity of the AI models, they 

have become black boxes which are difficult to understand and interpret. [40] This 
principle of explicability ensures that the working of these AI systems can be openly 

communicated with different stakeholders who are directly or indirectly affected by 

the decisions made by these AI systems. This principle makes the process of decision 

making transparent, hence increasing the trust of the users on the system. [41] It 

enable the users to correctly understand the reasons that lead to a particular decision. 

Explainability of the system will also help the policy makers to better understand the 

system to make appropriate laws, will help developers of the system to detect the 

reason for errors and making the system more accurate. 
 

Different approaches have been proposed to make AI systems explainable and 

interpretable. Some approaches known as integrated approaches deal with integrating 



explanation mechanism into the AI development lifecycle, while other approaches are 

post-hoc approaches that treat AI systems as black boxes and build an interpretable 

model over it. Some explainability approaches are global approaches that deals with 

explaining the working of the whole model while other approaches are local 

approaches that deal with providing explanation of a particular decision made by the 
system. All these approaches have one thing in common that is making the AI system 

transparent and understandable by different type of users.  

 

Lot of work have been done in the field of explainability and interpretability. Some of 

these approaches are discussed here. [42][43] proposed post-hoc method of 

explanation by building a proxy model on the top of machine learning model and 

providing explanations by highlighting the important input attributes that lead to a 

particular decision. [44] also proposed a post hoc method which generates diverse 
counterfactual explanations to provide explainability to the model. [45][46] 

approaches consider the internal working of the system which takes into account the 

internal representation of the AI system to provide explanations. [47] proposed an 

action-based influence model to provide explanations which is based on how humans 

do reasoning and provide explanations to real world problems. Other popular 

technique of providing explanations is through visualization, which highlight the area 

of the image that lead to model prediction [48][49]. 

 
All these principles of trustworthy AI if followed properly ensures the reliability of 

the AI system hence increasing the trust on the system. 

4  Technical Challenges and Future Directions 

Lot of research has been done and still going on to make AI systems trustworthy. 

There are some technical challenges that can hinder the development of trustworthy 

AI. One of the main challenges is the lack of clear requirements and standards for 

making AI trustworthy. The definition of the principles and the properties are still 

vague and there can be a conflict between the principles in various application 

domains [11]. For example, following the principle of explicability can disobey the 

principle of prevention of harm, as more interpretable and transparent the model is, 
more prone it is to outside attacks. Hence there should be a tradeoff between these 

principles based on the application requirements and there is a need for strict laws that 

can govern the working of AI systems. Another challenge is that one solution that 

worked for one problem may not works for another problem. For example, 

explanation provided to developers of the system may not make sense to the users 

with non-technical background. Hence more context specific solutions are needed. 

There is also a need to involve multi-disciplinary team of experts to develop AI 

systems. In a nutshell, this area of trustworthy AI is new, lot of research is still needed 
to make AI systems reliable and trustworthy. 



5  Conclusion 

With the increase in the adoption of artificial intelligence in various application 

domains, it becomes particularly important to make these systems reliable and 

trustworthy. Different types of approaches have been developed to make these 
systems accurate, robust, fair, explainable and safe. In this review we have 

summarized these approaches and provided some future directions. 
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