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A B S T R A C T   

The inspection of airframes and aerodynamic surfaces is a very important task in aeronautical maintenance. 
Traditionally, this labor has always been carried out by maintenance personnel, who manually checked all the 
parts of the fuselage, which is a great cost for the airlines. This article evaluates the feasibility of implementing 
low cost portable 3D scanning systems to perform these inspection tasks easily and accurately. A metrological 
comparison among a LIDAR Kinect One sensor, a single digital camera Sony Alpha 6000 using photogrammetry 
software and a stereoscopic ZED camera was performed. Their behavior is characterized as well as their main 
sources of error to determine which technology is the most suitable for inspecting aeronautical surfaces. Kinect 
LIDAR sensor shows the most promising results and opens the possibility to apply this technology to aircraft 
maintenance tasks in future.   

1. Introduction 

Preventive maintenance is an essential task to avoid any type of 
failure and ensure the correct operation of any machine or structure. In 
the aerospace industry this factor is truly critical, since some flaws can 
have catastrophic consequences. Defects such as deformations and dents 
can be a risk as they modify the tension distribution concentrating the 
stresses in certain areas which may help crack propagation [1]. Certain 
areas such as propellers, nose cone of fuselage and the leading edge of 
wings are susceptible to bend damage due to bird strikes, meteorological 
factors such as lightning strikes or hail impacts [2–4]. Therefore, regular 
inspections must be carried out to check the magnitude of the damage 
and assure the aircraft preserves its airworthiness. 

According to the FAA regulations, all commercial aircraft must pass 
an inspection every 100 h of flight [5]. Traditionally, visual inspection 
has always been the most common technique. Qualified personnel check 
all surfaces to detect tears, distortion, deterioration, dents, corrosion and 
other issues. Generally, the lack of contrast and reflectance in most of 
the surfaces makes it difficult to detect these defects and special 
equipment such as flashlights and mirrors are required. Besides, visual 
acuity is a very important factor and maintenance staff must pass visual 
acuity tests. In fact, the age of the inspectors is quite a relevant factor, 
since the detection capacity decreases with age [6,7]. 

Due to the large size of the commercial airplanes, to inspect some 
areas such as the upper parts of the fuselage and the empennage, certain 
types of structures such as ladders, adjustable platforms and cranes are 
required, which increases the inspection time sometimes up to 24 h. For 
this reason, in the recent years, some companies as Airbus have been 
developing an inspection system based on UAV and digital cameras 
which allows to reduce the influence of the human factor and enables to 
perform an inspection in about three hours. These pictures are processed 
and sent to a ground control station, where the maintenance personnel 
revise all of them to determine if there is any damage [8]. 

However, UAV technology still requires qualified staff to check the 
images manually. For this reason, in this article we will study the pos
sibility of implementing a system of 3D scanners embedded in UAV to 
perform these inspection tasks autonomously. These sensors would 
obtain a 3D point cloud of the different parts of the aircraft, which would 
allow to determine the existence of deformations in the surfaces 
comparing the measurements with a CAD reference model. The main 
advantage of this system is that a geometric disparity map would be 
obtained, showing the differences between the reference CAD and the 
inspection point cloud. This technique is also commonly used in the 
manufacturing industry to ensure the quality of the products [9]. 

Nowadays, most of the commercial airplanes use composite mate
rials in their airframes as they are lighter than traditional aluminum 
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alloys. Nevertheless, for these materials it is more difficult to predict 
their behavior under impacts, since several factors such as delamination, 
matrix cracking and fiber breakage intervene in its impact energy ab
sorption mechanism [10]. According to [11], the first damage mecha
nism is often due to the initialization of a delamination area, which 
increases its size and activates other damage propagation mechanisms. 
It has been proved that a dent with a depth of 1.3 mm can delaminate 
composite material skins creating a weakened area with worse me
chanical properties [12]. Therefore, it is important to ensure a correct 
maintenance plan to avoid this type of damage and ensure the safety of 
the structure. In order to implement any type of 3D scanner, it is 
essential to perform a metrological test, ensuring the accomplishment of 
measurement tolerance and the detection of these defects. 

LIDAR sensors and photogrammetry cameras are widely used in 
aerial 3D mapping. They are relatively inexpensive, light, and able to 
provide high resolution reconstructions [13]. In this article, the possi
bility of implementing one of these technologies for aerospace mainte
nance will be studied using low cost devices: a mirrorless camera Sony 
Alpha 6000 along with photogrammetry software, a stereoscopic cam
era ZED and the LIDAR sensor Microsoft Kinect One. 

This first section shows a brief introduction to the problem and the 
description of the concept to be evaluated. To perform this task, in this 
work several metrological comparisons will be performed to determine 
the precision and accuracy of the sensors. Various types of surfaces will 
be scanned to determine the performance of the sensors in different 
situations as well as to determine the main sources of error of the 
compared technologies. The manuscript is organized as follows: Section 
2 describes the hardware and the characteristics of the different physical 
artefacts, as well as the measurement procedures and the post- 
processing methods of the point clouds. Section 3 depicts the results 
and their discussion. Finally, Section 4 exhibits the obtained 
conclusions. 

2. Materials and methods 

2.1. Materials 

2.1.1. Laser scanning and photogrammetric systems under study 

2.1.1.1. Kinect One. Kinect One is a sensor released along with the 
console Microsoft Xbox One. The main application of this device was to 
allow users to interact with the console and play games using gestures 
and voice commands. Nevertheless, thanks to the Kinect SDK and the 
libraries Libfreenect2, developers have found other uses of the device 
such as 3D scanning or movement tracking. It is compatible with 
Microsoft Windows and Linux using a special power adapter. It com
bines an RGB video-camera with a Time of Flight (ToF) sensor to obtain 
3D images of a scene. The ToF sensor consists of a light emitter, which 
sends modulated infrared pulses, and a CMOS sensor, which collects the 
reflected light to determine the distance as a function of the time of 
flight. It has implemented a clock signal which synchronizes the pulse 
emission with the reception to determine the quantity of light received 
in the different parts of the pulse. Using a quantum-efficiency- 
modulation (QEM) algorithm, it computes the phase shift and distance 
integrating the received light during different periods of time [14]. 

2.1.1.2. ZED stereo camera. ZED is a stereo camera released by the 
company Stereolabs. It was mainly designed for robotic and autonomous 
navigation applications. It can provide real time tridimensional images 
combining the information from two cameras. The working principle of 
the stereoscopic camera is very similar to the human vision. It combines 
the information from two cameras separated a distance B (commonly 
named as baseline) to determine the disparity between the two images. 
Distance can be computed using triangulations and conic projections of 
the image with the PinHole Camera Model [15]. Stereolabs released a 

Software Development Kit which allows to create specific applications 
for this sensor. An Nvidia GPU compatible with CUDA is required to use 
this software to accelerate the computing process. However, Nvidia has 
released a series of small single-board computers (Nvidia Jetson) which 
are able to run the ZED SDK, facilitating the implementation in mobility 
applications such as UAVs or small robots. 

2.1.1.3. Sony Alpha 6000 camera. In addition to the first two sensors, a 
Sony Alpha 6000 mirrorless camera was also used, along with a Sony 
EPZ lens with a variable focal length between 16 and 50 mm. These 
systems are selected because laboratory availability. Unlike the Kinect 
and ZED, the camera cannot obtain measurements in real time. In fact, 
its main application is not for 3D scanning purposes, but thanks to a 
postprocessing process of the captured images with photogrammetry 
software, it is possible to obtain point clouds from scenes. This software 
searches for identifiable features in the different pictures and stablishes 
a set of triangulations to estimate the pose of the camera in every image 
with respect to the reference elements. It is a complex and computa
tionally expensive process because the software does not initially know 
the position of the cameras [16]. A modern computer can take several 
hours to finish processing. On the contrary, this type of post-processing 
allows to obtain models of higher resolution than stereoscopic vision 
since it does not need to perform calculations in real time [17]. No 
commercial photogrammetry software is available on the laboratory, so 
Meshroom free software is used to obtain three-dimensional re
constructions from a series of photographs. This program was used for 
all tests performed, although there are many other alternatives avail
able. Data acquisition was done using the maximum resolution of the 
camera (24.3 MP) and a focal length fixed at 50 mm. Distances from 
camera to samples range around 1–1.5 m. Convergence photogram
metry is used as acquisition technique. Camera calibration is done pre
viously to data acquisition. Although self-calibration methods show 
more accurate results [18,19], previous calibration methodology was 
selected because the study was linked with an engineering student 
training and it seems more easily understandable. Control points to 
apply scale are manually marked using singular points of the scene. 

2.1.2. Metrological artefacts 
This section will describe the equipment that was used to complete 

the metrological evaluation of the systems previously described. 

2.1.2.1. RMS deviation from ideal plane. A flat chessboard and a white 
painted aluminum plate were used to check the noise of the sensors 
scanning flat surfaces. They can be considered as completely flat sur
faces. They have a smooth finish and very little roughness. Surface im
perfections due to manufacturing tolerances are neglected with respect 
to the sensor accuracy range (see Figs. 1–4). 

2.1.2.2. Depth pattern. Rectangular cutouts with a square hole of six 
centimeters side in the central part were made from aluminum plates. By 
stacking several cutouts, a pattern of levels of depth can be formed. 
Different numbers of cutouts were placed at each vertex to form 
different levels of width. The depth in the central hole of each cutout was 
measured with a Magnusson Vernier Caliper, a device with a resolution 
of 0.02 mm, obtaining the results of Fig. 5 (see Figs. 6 and 7). 

Fig. 1. Laser scanner Kinect One.  
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2.1.2.3. Dent detection test. An aluminum plate was placed on the top of 
the hollow rectangular cutouts from the previous test. The plate was hit 
in the part of the gaps to produce dents of different depths, as shown in 
the attached image. Finally, the depth in the central part of the dents was 
measured with the Magnusson Vernier Caliper. 

2.1.2.4. Aircraft blade scanning test. A blade from a Hartzell HC-B3TN- 
5E propeller was scanned. This component has a length of 1.35 m and 
comes from a Honeywell TPE331 engine, with a power of up to 665 hp. 
In addition, to being a direct test of an aeronautical element, it is an 
interesting test since it allows to evaluate the behavior of the sensors on 
surfaces with complex curvatures. 

In this test, a CMM machine Altera 15.7.6 was used, with which a 
point cloud was obtained from the surface of the plane propeller. The 
equipment has a 19 mm calibration sphere, with calibration certificate 
and has been subjected to precision tests according to ISO 10360-4: 2000 
standards [20]. The probe precision in MPE contact mode is 1.7 µm, 
which is considerably superior to the sensors to be tested, so this point 
cloud will be used as a reference model to determine some metrological 
characteristics of the sensors under study. Camio 8.4 was used to 
perform the measurements with this device. 

2.2. Methods 

2.2.1. Calibration procedures 
All devices were calibrated prior to performing the scan tests. Due to 

the geometry of the lenses and faults in the manufacturing process, the 
cameras present a certain distortion in the images, which causes errors 
in the reconstruction by photogrammetry [21]. These imperfections are 
inevitable and practically all the cameras present some distortion. 
However, there are calibration algorithms that digitally correct images 
through a fit with a polynomial expression. The correction functions can 
be calibrated through photographs taken by the sensors. One of the most 
common procedures is to obtain images of a chessboard and compare 
them with a reference model without distortion. In this way, the pa
rameters of the distortion function are estimated to minimize the dif
ference between the images and the reference model. 

The distortion function depends on the camera lens. Therefore, it is 
important to calibrate the camera with the parameters to be used in the 
tests. According to [22], the distortion function varies with the focal 
length and the focus plane of the camera. Generally, in aerial photo
grammetry the focus is kept fixed, and a long focal length is used to 
minimize the distortion that occurs in the images. However, for short 
distance photogrammetry, this is not feasible as the effects of blur when 

Fig. 2. Stereo camera ZED.  

Fig. 3. Digital camera Sony Alpha 6000.  

Fig. 4. Chessboard (left) and aluminum plate (right).  

Fig. 5. Depth pattern.  

Fig. 6. Dented aluminum plate.  

Fig. 7. Scanned airplane propeller.  
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moving objects from the focus plane are more noticeable. For all tests 
performed with the Sony Alpha the maximum focal length of the lens 
was used to minimize distortion. In addition, the camera was calibrated 
at a distance of 1 m, a value similar to that used in all tests. 

For the calibration, the Matlab camera calibration libraries were 
used. Photographs of the chessboard shown above were taken and the 
distortion parameters were obtained with Matlab. For the ZED, a similar 
procedure was followed, but the ZED SDK calibration suite was used, 
which allows to obtain the parameters of the two cameras simulta
neously. The Kinect’s sensors also experience this distortion. Although 
this is not so important because the device does not perform image tri
angulations to obtain depth measurements. Therefore, Microsoft’s 
default calibration was used. 

On the other hand, it is important to consider that LIDAR sensors are 
sensitive to temperature variations. The operation of the light receivers 
of the CMOS sensor varies with temperature and drift in measurements 
may occur [23,24]. The Kinect One works at a voltage of 12 V and 
generates considerable heat that can disturb the measurements. It pre
sents a fan to regulate the temperature, but it takes some time to reach 
thermal equilibrium. In fact, it is important to set a warm-up period 
(around 30 min according to the references) before using the sensor so 
that the device reaches thermal equilibrium and the measurements 
stabilize accurately. 

2.2.2. Metrological tests 

2.2.2.1. RMS deviation from ideal plane. A chessboard and a white 
painted aluminum plate were scanned using the three devices. Both the 
Kinect and the ZED were placed perpendicularly to the surfaces to be 
scanned at 1-meter distance. With the fixed sensors, the point cloud of 
the aluminum plate and the chessboard were obtained. For the Sony 
Alpha camera, several photos were taken from different positions 
varying the angle to the surface to be scanned. The images were loaded 
in Meshroom to obtain a tridimensional model. 

Once the point clouds were obtained, they were processed with 
CloudCompare. All of them were approximated with a plane adjusted by 
least squares. The main quadratic deviation (RMS) from the points to the 
ideal plane was computed using CloudCompare tools. 

2.2.2.2. Depth pattern. The scanning procedures in this test were the 
same as in the previous one. The hollow aluminum cutouts were trim
med and a plane was adjusted to the central square hole using least- 
squares fit. The region near the edges between the hole and the outer 
rectangular frame of the cutout was removed to avoid the burr of this 
area. Another plane was fitted to the outside of the square hole. Once the 
planes were adjusted, the perpendicular distance between them was 
computed to obtain the depth measurement. This value was compared 
with the measure of the Magnusson Vernier Caliper. This procedure was 
performed for the four rectangular cutouts to obtain the relative error in 
the measured distances. CloudCompare was used to perform all of these 
operations. 

2.2.2.3. Dent detection test. The deformed aluminum plate was scanned 
with all the sensors. Then, the resulting point cloud was fitted to a plane 
using CloudCompare. With the 2.5D volume tool, the distance from the 
point cloud to the plane was calculated. It generates a 2.5D mesh of the 
point cloud and computes the volume between the plane and the ob
tained mesh. Then, it obtains the distance, as a function of the volume 
and cell width. Finally, it interpolates the results of the cells to obtain the 
depth maps shown in the results section. 

2.2.2.4. Aircraft propeller scanning test. In this final test, an aircraft 
propeller was scanned with the sensors and the measurements were 
compared with the values provided by the CMM. A dataset of 331 points 
of the geometry of the propeller was obtained using probe scanning. For 

the Sony Alpha camera, images were taken from different angles 
covering the entire surface of the blade, from a distance of approxi
mately one meter. For the ZED and Kinect sensors, the different parts of 
the surface were focused moving the sensors during the scanning process 
to reconstruct the scene. The SDKs of both devices have point cloud 
fusion applications, which determine the position of the cameras and 
perform the point cloud registration during the movement of the sensor 
to create the complete reconstruction of the scene. 

The measurements of the different sensors were compared with CMM 
point cloud. Firstly, the clouds were aligned by taking pairs of reference 
points in both of them. Secondly, to improve the registration, an itera
tive closest point (ICP) algorithm was used to minimize the distance 
between both point clouds. Finally, the 2.5 vol was computed between 
both point clouds. Instead of using the plane adjusted with least squares, 
another 2.5D mesh was generated using the CMM values to compute the 
volume among the two clouds. 

3. Results and discussion 

Fig. 8 shows the root mean square (RMS) deviation from an ideal 
plane fitted from the point clouds obtained for the chessboard and the 
aluminum plate. The results show a very different trend among the 
Kinect and the other sensors. The noise on the generated point cloud for 
the ZED and the Sony Alpha is higher on the aluminum plate than in the 
chessboard. This is due to the way the sensors calculate depth, based on 
image processing. They use feature detection and matching algorithms 
for localization and mapping, which identify references in the different 
pictures to establish triangulations [25]. One example of feature de
tectors is the scale-invariant feature transform (SIFT), which uses the 
maxima from a difference-of-Gaussians (DOG) pyramid as features. The 
first step in SIFT is finding a dominant gradient direction. To make it 
rotation-invariant, the descriptor is rotated to fit this orientation. 
Another common feature detector is the SURF (speeded-up robust fea
tures). In SURF, the DOG is replaced with a Hessian matrix-based blob 
detector. Also, instead of evaluating the gradient histograms, SURF 
computes for the sums of gradient components and the sums of their 
absolute values. Its usage of integral images allows the features to be 
detected extremely quickly with high detection rate. 

However, these methods rely on the visual properties of the surfaces 
[26,27]. Patterned surfaces, such as the chessboard are easily recog
nizable as there are great contrasts between the different colors of the 
images. Other surfaces, such as the white aluminum plate, present 
problems as the surface is completely homogeneous and the software 
cannot correctly identify different patterns. 

There are also some differences in the performance between the ZED 
and the Camera Sony Alpha 6000. The latter, obtains a remarkable 
precision for the chessboard, with a RMS around 0.2 mm, and an RMS 
around 1.3 mm for the aluminum plate. The RMS of the ZED was much 
higher in both surfaces. There are several reasons that explain these 
results: 

ZED lenses have a very short focal length of only 2.65 mm, according 
to manufacturer specifications, which considerably increases image 
distortion and reconstruction errors. Stereolabs chose to use lenses with 
this focal length as it provides a very wide field of view. It is very useful 
for navigation and orientation applications, but worsens sensor accu
racy. Additionally, single camera photogrammetry uses multiple images 
to obtain depth, which helps to reduce the influence of distortion on 
reconstruction. Since the ZED is not intended to be used for scanning at 
short distances, it does not have an autofocus system. This is beneficial 
as it is not necessary to calibrate the sensor for different distances, but it 
does result in a loss of sharpness in images. 

Another quite relevant factor is the resolution of the sensor. The Sony 
Alpha photos have a considerably higher resolution than the ZED. The 
latter is limited by the computational cost of real-time photogrammetry. 
To obtain point clouds in real time, a great computing power is required 
as well as great data transfer capacity. The ZED records video in 
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resolutions up to 2.2 k from its two cameras, a large amount of infor
mation that must be sent and processed. If it were decided to increase the 
resolution, it would substantially increase the necessary computing 
power as well as the data transmission speed, which would not be 
feasible to execute on a single board computer with current technology. 

On the other hand, the RMS in the chessboard is better for the Kinect. 
LIDAR technology seems to be an excellent option to scan flat and ho
mogeneous surfaces such as also the aluminum plate. Nevertheless, er
rors increase when scanning surfaces with variable reflectivity (Fig. 9). 

The algorithm used by the Kinect One to calculate the distance de
pends on the amount of light received. Surfaces with varying reflectivity 
can present problems for this sensor, as the amount of reflected light 
reaching the sensor varies and errors occur in the calculation of the 
phase shift of the modulated signal. Reflectivity is a property that de
pends on multiple factors, but in general darker objects tend to reflect 
less light. In the performed tests, the black squares of the chessboard 
appeared slightly closer than the white ones due to the difference in 
reflectivity, which increased the RMS. 

Fig. 10 represents the errors of the sensors expressed as a percentage 
on the measurement of the depth pattern, measuring the distance be
tween the square hole and the rectangular outer frame. As it was ex
pected, the ZED is the worst of the three sensors, with errors greater than 
100%. Due to the high noise of the point cloud, in some of the mea
surements, the central hole appears closer to the sensor than the outer 
frame, measuring negative depths. The results for the ZED in this test are 
poor as the device is not intended for these types of applications. 

The Sony Alpha camera is able to detect the gap between the central 
hole and the outer frame, but could not correctly determine the 
magnitude of this distance. It presents high relative errors except for the 
depth of 1.4 mm. This is because the software assigned depth values 
between one and two millimeters for all the holes, hitting this mea
surement by chance. The lack of texture clearly makes the reconstruc
tion by photogrammetry difficult and the error was high. 

The Kinect One offers the best results in this test with relative errors 
lower than 20%. LIDAR technology is clearly superior on this type of 
surfaces with homogeneous optical properties. The intensity of the re
flected light is the same in all parts of the surface and the sensor obtains 
the point cloud very efficiently. 

Fig. 11 shows the results for the dent detection test. This test is very 
similar to the previous one, but represents a more realistic situation. 
Furthermore, dents make photogrammetry reconstruction even more 
difficult as there is no recognizable edge or discontinuity. 

The ZED did not detect any warping, the results from this sensor are 
purely noise. The camera detects certain anomalies, but cannot quantify 
the magnitude of the depth. Whereas, the Kinect performs extraordi
narily, as it can be appreciated in the disparity map. The values for the 
three dents in the map are quite similar to the value obtained with the 
caliper in the central part (7.0 mm, 5.2 mm and 1.4 mm, from left to 
right in the image). Although a reference point cloud was not obtained 
with which to compare the measurements of the Kinect, this agreement 
with the results of the caliper shows us the great capabilities of the 
sensor, despite being a low-cost device. 

Fig. 12 shows the aircraft propeller scanning test. This last test, apart 
from being a specific aeronautic application, it is a tough test for the 
Kinect and ZED point cloud recording algorithms. The complex curva
ture of the propeller, with hardly any edges, evaluates the capacity of the 
cloud fusion algorithms. In general, the ZED reconstructs the scene 
correctly, although it obtains deviations of up to two centimeters. A truly 
reasonable value, given the low precision of the sensor. Kinect One, 
presents a good behavior in general, with deviations of a couple of 
millimeters for most of the blade. However, the area with black coating, 
near the junction of the blade with the shaft, exhibits a large deviation of 
up to two centimeters. The large difference in reflectivity in this region, 
together with the pronounced curvature, spoils the results obtained. 

The Sony Alpha camera obtains the smallest deviations of the three 
sensors, on the order of a millimeter in almost the entire propeller. 
However, the reconstruction failed in the area marked in red by the 
disparity map. The photogrammetry software could not correctly 
recognize the images in this non-textured area. The main disadvantage 
of not performing the reconstruction in real time is that the software 
does not know the position from which the different photographs have 

Fig. 8. Root mean square deviation.  

Fig. 9. Measured distance by Kinect One.  
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been obtained. On large areas without texture, this can be truly prob
lematic, as the image identification algorithms may not be able to 
correctly locate the photographs. This problem could be aggravated 
when trying to scan large areas of airframes 

Although the size of the propeller is not too big (it measures 1.35 m), 
a 50 mm focal length was used from about a meter of distance. There
fore, it was necessary to take a lot of pictures of the propeller. Some of 
them only captured the non-textured part of the blade and the software 

Fig. 10. Depth pattern.  

Fig. 11. Dent detection test.  

Fig. 12. Disparity map of the airplane propeller.  
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had trouble processing them. To improve the results of this recon
struction, the focal length of the objective could be reduced, or also, the 
pictures could be taken from a greater distance, calibrating the camera 
for that range. However, although the obtained results are not satis
factory, they clearly show this problem associated to large areas without 
texture. Furthermore, the fact of obtaining the reconstruction through 
post-processing is clearly inefficient in case any error in the measure
ment occurs. What would mean to retake the photographs and perform 
the post-processing again, increasing the inspection time and costs. 

4. Conclusions 

Laser scanning and photogrammetric technology show potential to 
the inspection of aeronautical surfaces such as the fuselage or the pro
peller of an aircraft. However, the lack of texture in some cases makes 
difficult the scan process. LIDAR technology performed very well on 
surfaces with uniform optical properties. However, it presented a few 
problems in materials with poor reflectivity values. In this study, it was 
demonstrated how LIDAR technology could be a good candidate to scan 
certain parts of the fuselage, since it is a totally homogeneous surface 
with good reflectivity properties. 

With the current scanning technologies, very good reconstruction 
accuracies can be obtained, with errors less than one millimeter, espe
cially with LIDAR sensors. The Kinect One, was able to detect and 
quantify deformations of the order of a millimeter in the tests carried 
out, which is remarkable considering its low price. It is a clear indicator 
of the potential that LIDAR technology has on homogeneous surfaces 
without texture. 

These results are obtained under certain laboratory conditions, in the 
absence of environmental errors and using post-processing techniques. 
In order to extend the three-dimensional scanning technology for 
aeronautical inspection, it is necessary ensure a high reliability and 
robustness against external disturbances. In addition, future trends 
could integrate the capabilities of unmanned aircraft systems to move 
the 3D scanners around the fuselage. 
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