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A B S T R A C T   

In this work, a new comprehensive dataset about bubble sizes in flow boiling of water is presented. The 
experimental setup basically consists of a lower copper heated plate embedded in a horizontal rectangular 
channel flow. Several experimental conditions, ranging bulk velocities: 0.1–0.9 [m⋅s− 1]; mass fluxes: 96.9–871.8 
[kg⋅m− 2⋅s− 1]; subcooling degrees: 16–36 [◦C]; heat fluxes: 200–650 [kW⋅m− 2] and pressures: 110–190 [kPa] 
were set for three cooper plates of different roughness, with Sa: 0.45, 1.23 and 7.43 [µm], respectively. Based on 
the current samples, the probability function for the normalized bubble diameter has been described by a 
lognormal pdf for any plate and experimental condition and a dimensionless correlation for the standard devi-
ation of the bubble size distribution is presented. In order to completely describe the diameter distribution for 
bubbles in subcooled boiling systems, an improved correlation for the mean bubble diameter value is also 
presented here, after a deep review of previously published datasets. Further work is required to accommodate 
different channel configurations and surface morphologies.   

1. Introduction 

Determination of bubble size still represents a challenge in the 
characterization of flow boiling. Several authors in the past has pro-
posed models, both based in an energy balance and force balance. 
Formally, with the appropriate set of equations, the bubble growing 
process and the ulterior trajectory can be mathematically described. 
Nevertheless, the success of energy based and force balance models 
when being evaluated with other data than own model’s data, is rela-
tive. A possible explanation of this can be expressed with two factors. On 
the one hand, the physical mechanisms themselves, since three phase 
systems are very complex and several scales, both spatial and temporal, 
do take place. On the other, many of past studies were validated with 
restricted data both by means of sample size and limited experimental 
equipment or even they are purely derived from theoretical equations. 
The problem with the latter it is not the formulation of the model itself, 
even formulated under acceptable assumptions. The major difficulty is 
the characterization of the actual magnitude for the properties and the 
geometries involved. As an example, surface tension force, aerodynamic 
forces on a bubble or the bubble growth force can be accurately 
described, but the knowledge of the proper distribution for the contact 

angle along all the separation line or the shape and pressure center of the 
bubble actually poses a big problem. In fact, modelling of wall heat flux 
in heat transfer problems concerning boiling and condensation process, 
make use of the so-called heat flux partitioning models. This type of 
models, widely used in CFD solvers, split the total wall heat flux into the 
individual contributions, such as the pure one phase convection and the 
boiling heat flux. The calculation of each contribution is usually based 
on empirical correlations. Even if the aim is to formulate the mechanistic 
model, solving the physics of the problem by means of momentum and 
energy equations and no matter the complexity of the equation set is, it 
is still necessary to have information about the nucleation site density, 
the bubble release frequency and the bubble size. At the present time, 
reliable information of such parameters is only available using empirical 
correlations. 

Concerning the previously mentioned correlations, several expres-
sions for the bubble size, releasing frequencies and nucleation site 
density are available in technical literature, and most of them return a 
mean value. In some cases, this value is not representative yielding to 
large errors when employed out the range for what the correlation was 
developed or simply due to the small size of the sample in which the 
correlation is based on. Moreover, even when the returned mean value 
agrees with the entire population, there are many models incorporating 
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a set of adjusting parameters in order to improve the prediction for the 
total amount of heat due to certain degree of skewness present in current 
distributions. In fact, these heat partitioning models use expressions for 
the interfacial and the evaporative heat fluxes by means of D2

b and D3
b , 

where a quadratic and cubic mean value, respectively, are preferable to 
be introduced instead of the squared and cubed arithmetic mean. 

In order to help in the proper statistical characterization of the 
bubble size population, an experimental analysis of the bubble diameter 
distribution has been carried out in this work. After the selection of the 
proper statistical model for the bubble size distribution, a correlation for 
the width of the probability distribution function (i.e. standard devia-
tion) has been fitted, based on the data available from the author’s 
experimental set up. In addition, a new correlation for the mean bubble 
size has been developed, based on the current data as well as on avail-
able experimental data from other authors covering a wide range of 
experimental conditions. Therefore, an adequate selection for the pop-
ulation distribution shape and an estimation of its parameters should be 

easy to other researchers, yielding to the description of more accurate 
models. 

2. Review of previous work and global strategies 

Since the second quarter of the past century, many researchers have 
proposed different models and correlations with a minor or major grade 
of empiricism, dealing with bubble sizing and some general trends have 
been established. On the determination of the bubble departure diam-
eter, first work and effort of early researchers were summarized by Fritz 
[1] who gave an expression for the bubble diameter departing from a 
horizontal surface (Eq. (1)) contained in a liquid pool. This first force- 
based model formulates the equilibrium between the bubble buoyancy 
and adhesive forces to the wall, introducing the main role played by the 
capillary length in boiling processes. 

Db = 0.0208Â⋅θ Â⋅lc (1) 

Nomenclature 

Bo Boiling number [–] 
cp specific (mass) isobaric heat capacity [J/kg/K] 
D̂ normalized bubble diameter [–] 

D+ dimensionless bubble diameter 
(

Db
lc

)

[–] 
Db bubble diameter [m] 
Dhyd hydraulic diameter [m] 
Eo Eötvös number [–] 
ΔTsub subcooling degree (Tsat − Tb) [K] 
ΔTw superheating degree (Tw − Tsat) [K] 
G mass flux [kg/s/m2] 
g gravitational acceleration [m/s2] 
h enthalpy of vaporization [J/kg]  

Jaw wall Jakob number 
[

cp,L(Tw − Tsat)

hLV

]

[–]  

Jasat saturation Jakob number 
(

cp,LTsat
hLV

)

[–]  

Jasub subcooled Jakob number 
[

cp,L(Tsat − Tb)

hLV

]

[–]  

JaT total Jakob number 
[

cp,L(Tw − Tb)

hLV

]

[–]  

k thermal conductivity [W/K/m]  

lc capillary length
( ̅̅̅̅̅̅̅̅̅̅̅̅̅̅

γ
g(ρL − ρV )

√ )

[m]

p pressure [Pa] 
Pr Prandtl number [–] 
q heat flux [W/m2] 
R2 coefficient of determination [–] 
Ra arithmetical mean height (2D) [m] 
Re Reynolds number [–] 
Sa arithmetical mean height (3D) [m] 
SAR area ratio [–] 
Sdr developed interfacial area ratio [–] 
T temperature [K] 
T1x top thermocouple reading [K] 
T2x bottom thermocouple reading [K] 
TΔ temperature difference (T1x − T2x) [K] 

T* dimensionless temp. diff. 
(

Tw − Tb
Tw − Tsat

)

[–]  

vb bulk velocity 
(

ṁ
ρLA

)

[m/s]  

xw top thermocouple – wall distance [mm] 
xΔ thermocouple spacing [mm] 

Greek 
α thermal diffusivity [m2/s] 
γ surface tension [N/m] 
θ contact angle [–] 
λ shape parameter n/d 
μ mean value, first parameter n/d 
ν momentum diffusivity [m2/s] 
ξ error var. 
ρ mass density [kg/m3] 

ρ* density ratio 
(

ρV
ρL

)

[–]  

σ standard deviation, second parameter n/d 

Subscripts 
b bulk conditions, bubble 
exp experimental 
L liquid 
LV liquid-to-vapor 
pred predicted 
sat saturation state 
sub subcooled 
sup superheated 
V vapor 
w wall conditions 

Abbreviation 
CDF cumulative distribution function 
CFD computer fluid dynamics 
CV coefficient of variation 
EDM electrical discharge machining 
FDB fully developed boiling 
IG inverse gaussian 
LN lognormal 
MApE mean absolute percent error 
N normal (gaussian) 
PDF probability density function 
PLs smooth plate 
PLm medium rough plate 
PLr rough plate 
RMSpE root mean squared percent error  
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Due to the major limitation of Fritz’s experiments, namely the use of 
air to model the vapor phase, several authors modified the Fritz 
expression in order to obtain better estimations for the bubble diameter. 
For instance, Zuber in 1959 [2] considered the existence of the super-
heated thermal layer between the bubble and the wall in the growing 
process (Eq. (2)) and Han and Griffith [3] in 1962 basically gave a 
different constant for the expression proposed by Fritz (Eq. (3)). 

Db =

[

l2
c
6kL(Tw − Tsat)

qw

]0.3

(2)  

Db = 1.192θlc (3) 

Cole in 1967 [4] modelled the multiplier taking into account the 
Jakob number referred to the wall superheat and the effect of pressure 
by means of the density ratio (Eq. (4)). This expression was modified a 
year later by Cole and Rohsenow [5] paying no heed to the wall 
superheating and the contact angle, simplifying the former expression 
but introducing a fluid dependent constant in the correlation (Eq. (5)). 

Db = ρ*⋅JawÂ⋅θ Â⋅lc (4)  

Db = CÂ⋅ρ*1.25⋅ Ja1.25
sat Â⋅lc (5) 

The above expressions were developed for pool boiling. In 1970 
Tolubinsky and Kostanchuk [6] considered the bulk temperature 
dependence and gave an empirical expression (Eq. (6)) to be used in a 
particular range of pressure, flow velocity and liquid subcooling. Later 
in 1976, Unal [7] developed a semi-mechanistic model based on the 
thermal equilibrium for the bubble that is, considering both the evap-
oration inside the thermal boundary layer as well as the condensation in 
the outer region.   

Kocamustafaogullari [8] modified Fritz’s expression almost 50 years 
later including the density ratio effect in his pool correlation and 

changing the constant term (Eq. (7)). Farajisarir, as shown in his thesis 
in 1993 [9], assumed a dependence of bubble diameter with Jakob 
number and the degree of liquid subcooling (Eq. (8)). 

Db = 2.64 × 10− 5⋅ θÂ⋅lcÂ⋅
(

1
ρ* − 1

)0.9

(7)  

Db = 10.02 × 109⋅
ρLα2

L

γ
Â⋅
(

ρ*

JawÂ⋅T*

)1.65

(8) 

In 2002, Prodanovic et al. [10] proposed the boiling number as 
additional dimensionless magnitude in addition to Farajisarir 

assumptions to retain other possible dependences, as the flow velocity, 
in their correlation (Eq. (9)). 

Db = 236.749⋅
ρLα2

L

γ
Â⋅Ja

− 0.581
w Â⋅T* − 0.8843Â⋅ρ*1.191Â⋅Bo0.138 (9) 

Since 2005, an empirical expression due to Basu et al. [11] is widely 
used. In his thesis [12], Basu developed not only an expression for the 
bubble diameter (Eq. (10)), but a complete set to model the heat flux 
during subcooled boiling process. 

Db = 1.3Â⋅lcÂ⋅(sin θ)0.4Â⋅
[
0.13exp

(
− 1.75

× 10− 4ReDhyd

)
+ 0.005

]
(

Jaw

ρ*

)0.45

exp
(

− 0.0065Â⋅
Jasub

ρ*

)

(10) 

Again in 2015, Brooks and Hibiki [13] also included the Prandtl 

number referred to saturation conditions in their correlation (Eq. (11)), 
in order to capture a wide range for the transport properties and the 
effect of other refrigerants apart from water. They also gave two 
different multipliers for the correlation, one for conventional channels 
and the other to use with mini channels. According to previous works, 
they accept a characteristic length of 3 mm for the limit between mini 
and conventional channels, but due to the limited data available they 
only gave a different scale for each morphology.   

In summary, among the different approaches used to address the 
modelling of the bubble diameter several conclusions can be extracted. 

Fig. 1. Experimental facility.  

Db = min
[

Cbw⋅exp
(

Tb − Tsat

ΔTref

)

, Db,max

]

where

⎧
⎪⎪⎨

⎪⎪⎩

Db,max = 1.4 mm

Cbw = 0.7 mm

ΔTref = 45 K

cover the authors’ data range, p: 0.1 to 1 MPa,ΔTsub : 5 − 60 K, vb : 0.08 − 0.2
m
s

and q = 0.47
MW
m2

(6)   

Db = KÂ⋅lcÂ⋅Ja
− 0.49
T Â⋅ρ* − 0.78Â⋅Bo0.44Â⋅Pr1.72

sat where
{

K = 2.11 × 10− 3(conventional channels)
K = 1.36 × 10− 2(mini channels) (11)   
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At the beginning, pool saturated boiling expressions for the bubble 
diameter were based on a balance based on both the buoyancy and the 
surface tension forces. After the first proposed models, researchers 
started to tackle the problem also under an energy approach and the 
superheating degree started to be considered. Moreover, with the in-
clusion of the subcooling degree, the previous expressions were adapted 
to work in subcooled conditions. In order to get a solution for flow 
boiling, the Reynolds number began to be used to characterize the effect 
of the flow velocity in the bubble detachment process. Several authors 
have been used the boiling number instead, based on a better error 
figure in their models. Concerning the contact angle, many authors 
avoid using it in correlations since the difficulty of its measurement and 
characterization, even worsened by the stochastic effect of the flow on 
the bubble. 

3. Experimental setup 

3.1. Test bench and measure equipment 

A basic sketch of the experimental facility including the main ele-
ments is shown in Fig. 1. The system can be divided into two parts, the 
test area and the remaining subsystem allowing the control and the 
proper adjustment of bulk temperature, pressure, and volumetric flow 
rate. The test section, boxed with dashed line, comprises the wall 
heating system and the boiling surface. The AISI-316 flow duct through 
this section is 20 × 25 mm cross-sectional and 1200 mm length. A 
clarifying illustration for this zone is shown in Fig. 2. To determine the 
experimental value for the bubble diameters, a 10,000-fps speed camera 
with a sensor resolution of 400 × 170 pixel is used together with a 
couple of high luminous flux LED lamps. Because of brevity, additional 
aspects concerning the equipment features and experimental facility are 
omitted here but the reader can easily consult previous work from the 
authors [14], running experiments in the same bench. Additionally, the 
basis and an extensive description for the bubble recognition algorithm 
is available in [15,16]. 

Fig. 2. Test zone and flow channel details.  

Table 1 
Test matrix.  

Condition Pressure 
[kPa] 

Bulk 
temperature 
[◦C] 

Subcooling 
degree [◦C] 

Bulk 
velocity 
[m/s] 

G [kg/ 
m2/s] 

1 150 76.5 34.8 0.50 487.0 
2 125 80.0 26.0 0.25 241.3 
3 175 80.0 36.0 0.25 241.3 
4 125 80.0 26.0 0.75 724.0 
5 175 80.0 36.0 0.75 724.0 
6 150 85.0 26.3 0.10 96.9 
7 110 85.0 17.3 0.50 484.3 
8 150 85.0 26.3 0.50 484.3 
9 190 85.0 33.6 0.50 484.3 
10 150 85.0 26.3 0.90 871.8 
11 125 90.0 16.0 0.25 243.0 
12 175 90.0 26.0 0.25 243.0 
13 125 90.0 16.0 0.75 728.9 
14 175 90.0 26.0 0.75 728.9 
15 150 93.5 17.8 0.50 481.5  

Table 3 
Uncertainties.  

Variable Assumed 
tolerances 

Error@FDB (low 
activity) 

Error@FDB (high 
activity) 

Tb ±0.35 K – – 
vb ±4.6 mm⋅s− 1 – – 
p ±3000 Pa – – 
Db ±0.029 mm – – 
Tsat ±1.21 K – – 
k ±0.204 

W⋅m− 1⋅K− 1   

T1x, T2x ±0.85 K   
TΔ ±1.20 K   
xΔ ±0.6 mm   
xw ±0.35 mm   
Tw – ±0.82 K ±2.16 K 
qw – ±51.8 kW (±14.7%) ±80.2 kW (±7.4%)  

Table 2 
Morphological description of after-tested parts.  

Designation Surface finish Sa[μm] Sdr[− ] Ra,xmin [μm] Ra,xmax[μm] Ra,ymin[μm] Ra,ymax[μm]

PLs Sanded 0.37 0.47% 0.27 0.37 0.30 0.43 
PLm EDM + Sanded 1.44 1.33% 0.85 2.51 0.83 2.34 
PLr EDM 7.66 16.21% 7.11 7.96 6.78 7.67  
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3.2. Test matrix and methodology 

A central composite matrix of experiments was designed to evaluate 
the different response of boiling parameters to changes in five levels of 
temperature (from 76.5 to 93.5 ◦C), pressure (from 110 to 190 kPa) and 
velocity (from 0.1 to 0.9 m/s). The resulting test matrix comprising the 
selected 15 conditions, is listed in Table 1. 

Once the primary condition was set, heat flux was varied, in steps of 
50 kW/m2, to cover the range between 200 and 650 kW/m2 for each 
single condition. The entire test matrix was repeated for the three 
different copper surfaces (Table 2). All the surfaces are sized the same 
(10 × 25 mm) but different surface finishing was used to discern a 
different performance. One of the surfaces was prepared using sand-
paper to get a commercial smooth surface of about 0.4 μm of roughness. 
The other two were spark eroded with EDM, to get more than 7 μm, one 
of which was finally sanded to obtain a mixed behavior in between the 
other two. The morphological features of the three parts are summarized 
in Table 2. Here, the classical 2D amplitude parameter Ra is given along 
with its 3D equivalent Sa, and the hybrid parameter Sdr namely devel-
oped interfacial area ratio and explained after in the text. For the sake of 
brevity, only roughness figures measured just after the tests with a Wyko 
NT1100 profilometer are shown in the table. The reader will find 
additional details on the topographic study of the three parts as well as 
on the heated surface ageing process in references [1517]. 

The uncertainties assumed in this work have been calculated using 
the classical theory of propagation of uncertainty. According to the 
available tolerances given by the manufacturer for the different exper-
imental apparatuses, considering the manufacturing process tolerances 
and after the calibration of the thermocouples, the values for the 
assumed uncertainties are shown in Table 3. For instance, the wall 
temperature uncertainty is calculated with the Eq. (12). Because it de-
pends on the magnitude of the measured property, in the table is shown 
its value for two characteristic points as reference. As inferred from Eqs. 
(12)–(14), wall temperature is calculated by extrapolation, after reading 
the temperatures T1x and T2x (Fig. 3) and calculating the heat flux. The 
latter, is calculated by reading the values of the thermocouples (k-type, 
class-2 tolerance, 0.5 mm diameter and 0.03 s response time) embedded 
in the test part and arranged as shown in Fig. 3. Although three pairs 
have been mounted, only the values T1x and T2x, located in the recorded 
area, are used for heat flux calculation assuming Fourier’s law. The other 
sensors are mounted for homogeneity temperature field checking 
purposes. 

The adopted machine vision algorithm is based on a pattern recog-
nition concerning the two bright spot areas that will become visible after 
illuminating the bubbles with two diametrically opposed light sources. 

This algorithm analyses the top view and uses several criteria (level of 
brightness, centroids distance, area ratio, etc.) to determine if two twin 
bright areas belong to the same bubble or not. Further information about 
the recognition and bubble tracking process is deeply described in 
[15,16]. The optical system calibration was checked before each batch 
of tests by means of a metal sheet with graduated marks and little 
controlled steel balls. Since the relative distance between the camera 
and the plate could undergo changes due to mounting tolerances the 
pixel per mm ratio of the machine vision system was registered before 
each recording session. The bubble diameter tolerance is the maximum 
expected since it is based on the lowest ratio encountered which was 
17.1 px/mm. 

ξTw =

[

ξT1x
2 +

(
∂Tw

∂xw

)2

ξxw
2 +

(
∂Tw

∂qw

)2

ξqw
2 +

(
∂qw

∂k

)2

ξk
2

]0.5

=

[

ξT1x
2 +

(qw

k

)2
ξxw

2 +
(xw

k

)2
ξqw

2 +

(
qwxw

k2

)2

ξk
2

]0.5

(12)  

where ξqw
=

[(
∂qw

∂k

)2

ξk
2 +

(
∂qw

∂TΔ

)2

ξTΔ
2 +

(
∂qw

∂xΔ

)2

ξxΔ
2

]0.5

=

[(
− TΔ

xΔ

)2

ξk
2 +

(
− k
xΔ

)2

ξTΔ
2 +

(
kTΔ

xΔ
2

)2

ξxΔ
2

]0.5

(13)  

and ξTΔ = ξ(T1x − T2x)
=

[(
∂TΔ

∂T1x

)2

ξT1x
2 +

(
∂TΔ

∂T2x

)2

ξT2x
2

]0.5

=
̅̅̅
2

√
ξT1x

(14)  

4. Results and discussion 

4.1. Bubble size distribution 

In the early years of boiling processes characterization, the gener-
alized shape assumed for the bubble size distribution was a normal 
distribution. With the improvement of the visualization techniques and 
measuring methods, the Gaussian distribution was turning into a more 
skewed distribution depending on the experimental conditions [18]. 
Nowadays, it is a recently proved fact by many researchers, as Colgan 
et al. [19] and Ooi et al. [20], that the bubble diameter population 
follows a left skewed distribution within the low pressures range. 
Martinez-Cuenca et al. [21] shown that all their sample meet with a 
generalized lognormal distribution. Kaiho et al. [22] concluded that the 
gamma distribution shows a much better agreement with experimental 
data than the normal distribution. 

For the presented data, the lognormal (LN), inverse Gaussian (IG), 
gamma and Weibull probability density functions were tried. Although 
the current sample was found to be clearly left skewed, the normal (N) 
distribution has also been included in the comparison since its historical 
use. As the entire sample for each plate is used here, the same normal-
izing approach for the bubble diameter as in the work of Martinez- 
Cuenca et al. [21] was used. Therefore, all the diameter samples have 
been normalized by means of the average diameter for each individual 
condition. After processing more than 940,000 bubbles using machine 
vision techniques, both the lognormal and the inverse Gaussian proba-
bility distribution were found the best options to fit the experimental 
data of the three plates (Fig. 4). These probability functions are closely 
related to combinations of random and stochastic processes and present 
a very similar fitting error (Table 4). 

The aim of Fig. 4 is to illustrate the best generalized options to fit 
experimental data. A complete table with the errors for each individual 
condition (i.e. plate, condition and heat flux) is included in the annex for 
both the lognormal and the inverse Gaussian fitting models (Table A2). 

At the sight of the results, both a generalized lognormal or inverse 
Gaussian probability models can accommodate the normalized bubble 
size distribution for the current experimental sample and every plate as a 

Fig. 3. Test part functional dimensions.  
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whole. In order to analyze the physical dependences and the most likely 
causes for the variability of experimental data, a study concerning the 
standard deviation of each individual condition is necessary. 

Prior to conduct an analysis, a probability model has to be chosen. 

The resulting variances for the different individual size distributions, 
that is grouped by plate, condition and heat flux, show no significant 
difference between the lognormal and the inverse Gaussian models for 
the normalized diameter (Fig. 5). This agreement between both models 

Fig. 4. Comparison of several distribution functions (Lognormal, Inverse-Gaussian, Weibull, Gamma and Gaussian) for the whole experimental sample and the three 
plates (Up: smooth plate; middle: medium plate; bottom: rough plate). 

Table 4 
CDFs comparison for the samples as a whole.  

Plate / sample size Error index Gamma Inverse Gaussian Lognormal Normal Weibull 

PLs 
452414 

MApE 4.5% 1.1% 1.4% 19.5% 8.6% 
R squared 0.9905 0.9994 0.9990 0.9489 0.9714 

PLm 
357888 

MApE 8.3% 2.6% 3.1% 26.9% 17% 
R squared 0.9815 0.9972 0.9971 0.9072 0.9601 

PLr 
136986 

MApE 6.4% 1.8% 2.0% 19.5% 16.0% 
R squared 0.9920 0.9994 0.9995 0.9489 0.9700  
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is not new and was proved by several researchers in the past over a wide 
range of applications [23–25]. This affirmation is only valid under a 
certain range for the coefficient of variation (CV) that is, the standard 
deviation to mean ratio. According to Takagi et al. [23], the agreement 
between the inverse Gaussian and the lognormal is easily analytically 
checked provided that the CV is smaller than the unity. All the bubble 
size samples of this work meet with the previous condition since the CV 
ranges between 0.24 and 0.65 with an averaged value of 0.44. 

Nevertheless, the lognormal distribution is selected in this work since 
other researchers [21] have successfully used it before with bubble 

diameter samples in nucleated boiling. Generally speaking, the inverse 
Gaussian (Eq. (15)) is closely related with life-time studies and fre-
quencies [25] whereas the lognormal distribution accommodates a wide 
range of growing and sizing physical and biological processes [26]. In 
addition, this distribution can be easily converted in a Gaussian PDF, by 
means of the log-to-natural domain transformation, allowing the 
obtaining a proper standardized form. 

f
(

D̂
)
=

̅̅̅̅̅̅̅̅̅̅̅
λ

2πD̂
3

√

exp

⎡

⎢
⎣
− λ
(

D̂ − μ
)2

2μ2 D̂

⎤

⎥
⎦ (15) 

The most common parametrization for the lognormal distribution 
and the one used here, is shown in Eq. (16). In this expression, µ and σ 
are the parameters for the log-normal PDF parametrization, and they are 
also provided in the table of the annex for the three plates and all the 
experimental conditions and heat fluxes (Table A2). Comparing this 
expression with the Gaussian PDF definition, µ and σ are straightfor-
wardly found to be the mean and the standard deviation of the corre-
sponding sample after taking logarithm. 

f
(

D̂
)
=

1
D̂σ

̅̅̅̅̅
2π

√ exp

⎡

⎢
⎣
−
(

logD̂ − μ
)2

2σ2

⎤

⎥
⎦ (16)  

4.2. Sample size 

To improve the individual analysis, a simple study on how the 
sample size affects the goodness of fit was performed. Depending on the 
thermo-fluid dynamic conditions for each of the 15 experimental points, 
not all the samples for all the covered heat flux range might be appro-
priate. Of course, this is not true for the analysis of the whole sample 
with hundreds of thousands of bubbles for each plate but can led to 

Fig. 6. Fitting error. Left: box plots for the error distributions, right: error vs. sample size.  

Fig. 7. Variance of the normalized distributions vs. bulk pressure. Left: smooth plate, middle: medium plate and right: rough plate.  

Fig. 5. Variances using an inverse Gaussian model vs. variances using a 
lognormal model. Individual sample fittings grouped per plate, condition, and 
heat flux. 
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misleading results if the sample significantly reduces its size. 
Once the lognormal model is accepted the fitting errors can be 

calculated for each plate, condition, and heat flux. The error is below 3% 
when the sample rises above 300 bubbles (Fig. 6, right) for the three 
plates and the majority of conditions. The reader can consult the sample 
size for each of the conditions tested given in the Table A1, to figure out 
a value for the fitting error at every single condition. To give a global 
perspective, the error for the distributions is box-plotted in the left chart 
of Fig. 6 and given in the annex as previously mentioned (Table A2). The 
outliers present in the sample, red crossed points, will be removed in the 
subsequent analysis. 

4.3. Dimensional dependences of the variance 

After identifying and rejecting outliers of the error distributions, a 
study of the dimensional dependence of the normalized distribution 
widths has been carried out. The selected primary variables were the 
bulk pressure, bulk velocity and the wall heat flux and wall temperature. 
Concerning the thermal state both the superheating and the subcooling 
degrees have also been included. In accordance with previous studies 

[21,22], the standard deviation of the bubble size distributions rises 
with the mean diameter. There are two main sources increasing the 
variability of the bubble size population associated with the temperature 
and flow randomness. For isolated bubbles, and when the bubble is 
growing at the nucleation site, the fluctuations of local wall temperature 
and superheating will affect to its size. After that, and if the conditions 
allow the sliding of the bubble, the stochastic nature of the flow velocity 
may significantly affect the subsequent bubble growth and detachment 
process. Moreover, the roughness and morphology may influence the 
bubble from wall detachment and lastly, with an enough number of 
bubble present, the merging process will increase the size of certain 
bubbles. 

The strongest effect in the variance of the experimental distributions 
is due to the pressure since it resolves the energy reference by means of 
the saturation temperature. A clear effect can be seen in the Fig. 7, where 
the variance clearly diminishes as the pressure rises for the three plates. 
A possibility could reside in the rise of the easiness for the bubbles to 
grow as the pressure diminishes, increasing the probability of finding 
new and a broader range of diameters. Moreover, according to the 
heterogeneous nucleation theory, the amount of energy to pre-activate 

Fig. 9. Variance of the normalized distributions vs. bulk velocity (test conditions: 6, 8 and 10). Left: smooth plate, middle: medium plate and right: rough plate.  

Fig. 8. Variance of the normalized distributions vs. bulk velocity. Left: smooth plate, middle: medium plate and right: rough plate.  

Fig. 10. Variance of the normalized distributions vs. subcooling degree. Left: smooth plate, middle: medium plate and right: rough plate.  
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nucleation sites is lower since the saturation temperature is lower for the 
same bulk temperature. Therefore, a broader range of nucleation cav-
ities are available to nucleate and then the range of population sizes is 
expected to be higher. Also, since bigger bubbles are present, these are 
more exposed to the turbulent core of both the thermal and hydrody-
namic boundary layers, increasing again the randomness in the popu-
lation, making a wide-ranging subcooled liquid or quenching effect. 

The effect of the velocity on the variance can be seen in Fig. 8. The 
variance diminishes with the velocity for the three plates, but this 
reduction effect is not so strong as the case with the pressure growth. The 
suppression effect of the flow velocity on boiling activity causes both 
reduction in size and population, yielding to narrower distributions. 
Isolating the conditions for those where the velocity is the only variable 
(Fig. 9), i.e. experimental conditions (6), 8 and 10, the velocity effect 
becomes vague at the low velocity range and the smooth plate. 

Nevertheless, for the medium and roughest plates, this trend passes 
unnoticed. This result points out the necessity of further work on the 
influence of the morphology in the extremely complex detachment 
process and on the competition between the contact forces versus drag 
forces. According to Kandlikar and Stumm [27] the advancing and 
receding contact angles passes through a minimum and a maximum 
respectively in the low-mid range of velocities and low-pressure flow. 
For the smooth plate this could be part of the explanation of the 
observed trend. The other two plates, with significantly deeper cavities 
than the smoothest one, the influence of the flow drag at those velocity 
range is weaker and remains unperceived. 

Concerning the subcooling degree (Fig. 10), the observed effect for 
the current experimental sample is the inhibition of bubble formation as 
the subcooling degree rises because the quenching effect becomes more 
efficient. This bubble production due to a higher subcooling is also 

Fig. 13. Left: Variance of the bubble diameter individual distributions vs. bubble mean diameter for the three plates (dimensional values). Right: Mean squared 
diameter vs. mean diameter squared for the three plates and data from [21]. 

Fig. 12. Variance of the normalized distributions vs. wall superheating degree (left) and vs. wall temperature (right).  

Fig. 11. Variance of the normalized distributions vs. wall heat flux. Left: smooth plate, middle: medium plate and right: rough plate.  
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combined with the effect of getting thinner boundary layers [28], since 
the bubble condensation process at the top is likely to act as a size 
limiting factor, making the sample more uniform and diminishing the 
variance. 

The dependence of the variability with the heat flux (Fig. 11) seems 
to be negligible when all fluxes and plates are considered. The behavior 
at low heat fluxes for each individual plate can mislead the analysis but 
the so low number of bubbles present at low heat fluxes, does not sup-
port any conclusion for those range. Several authors in the past ([6,10]) 
did not observed any significant effect of the heat flux on the bubble 
growing process, and Maurus et al. [29] observed a very weak depen-
dence of the heat flux in small bubbles size. In this work the variance is 
likely to scale this behavior and no clear influence has been achieved. 
Moreover, regarding the different trend between the three plates any 
common conclusion on that aspect should not be trustworthy. 

Finally, the effect of the superheating degree and the wall tempera-
ture is shown in Fig. 12. As expected, the higher the difference between 
the wall temperature with respect to the saturation state of reference 
(Fig. 12-left), the higher the amount of energy to be transferred by 
means of boiling mechanism. In consequence, a broader range for the 
variance limits are encountered after a certain value for the super-
heating degree. The associated rise in the nucleation activity, the in-
crease of bubble size, and considering the higher probability concerning 
bubble merging processes, yields to the widest distributions observed. 
Even so, and also when considering the wall temperature alone (Fig. 12- 
right), the scatter present in the current data does not allow to notice any 
clear effect as happened with the heat flux. 

4.4. Dimensionless correlation for the variance 

In addition to the dependences covered in the previous paragraph, it 
is very useful from a statistically point of view, to show the dependence 
of the variance with the bubble size itself, since most of the previous 
factors has also influence in the bubble size. Therefore, the variation of 
the variance against the diameter mean value is shown in the Fig. 13- left 
for the three tested plates and assuming a LN distribution. Due to the 
clear trend observed, the same factors having influence in the bubble 
size, that is the location of the distribution, are likely to govern the width 

or shape of the distribution. In consequence, a clear strategy to find a 
correlation for the variance has arisen. Among the little amount of 
published work, Martinez-Cuenca et al. [21], based on their observa-
tions, suggest a linear scaling of the standard deviation with the bubble 
size, that is, a constant coefficient of variation within the experimental 
range tested. They support their statement by means of the existence of a 
linear relationship between the mean diameter squared and the mean 
squared diameter. Current results are coherent in the low bubble size 
range, but the experimental sample shows a change in the scale factor 
beyond a certain size not covered by the previous authors (Fig. 13- 
right). 

To model the growth and detachment process of the vapor bubbles, 
and in the end the maximum bubble size, several approaches (empirical, 
energy conservation, force balance, etc.) have been used. In 1993, 
Klausner et al. [18] presented a comprehensive study, based on a force 
balance, for the bubble departure in flow boiling and R113. Their work 
was afterwards extended and modified by several authors [33–40]. 

Klausner et al. assume the existence of the following forces (Fig. 14) 
acting on a bubble: surface tension force (Fσ), as a function of the wall 
contact circle diameter, the local contact angle and the surface tension; 
quasi-steady drag (Fqd), as a function of the time averaged velocity 
profile at the center of the bubble, diameter of the bubble, and the vis-
cosity and mass density of the liquid; force due to asymmetrical bubble 
growth (Fud), proportional to the mass density of the liquid, the bubble 
inclination angle, the bubble diameter, its growth rate and the rate of 
change of this growth rate; shear lift force (Fsl), estimated once the ve-
locity profile near to the wall is assumed, by means of the mass density 
and viscosity of the liquid, the projected area of the bubble and the shear 
rate calculated employing the velocity profile; buoyancy force (Fb), as 
the floatability force exerted on bubble volume due to the two-phase 
mass density difference; the force due to the hydrodynamic pressure 
distribution on the bubble vapor-liquid interface (Fh); and the contact 
pressure force (Fcp), which is the force due to the pressure difference 
inside and outside the bubble on the dry area in contact with the wall. 
Using the Laplace-Young law, this last force can be expressed by means 
of the wall contact circle area, the surface tension, and the curvature of 
the bubble surface at the contact line. Also, after considering this last 
contact pressure force, the previous hydrodynamic pressure force can be 

Fig. 14. Forces influencing the bubble departure phenomenon according to Klausner et al. [18].  
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estimated from the effect of the hydrodynamic pressure acting on an 
area equal to the wall contact circle but at the top of the bubble, 
providing that an axial symmetry for the bubble is assumed. 

Regarding the force due to the bubble growth, Klausner et al. suggest 
the work of Mikic, Rohsenow and Griffith [41] to estimate the bubble 
growth rates. They derived expressions for the instantaneous bubble 
radius as a function of enthalpy of vaporization, superheating degree, 
density ratio, saturation temperature, wall Jakob number and liquid 
thermal diffusivity. Also, they included the dimensionless temperature 
difference as a subcooling factor for the case of having non-uniform 
temperature field as Steiner et al. [35] did later in their BDL model to 
account for the subcooling effect. 

Also, to work out a representative value for some of these forces, an 
estimation on the time averaged velocity profile and the two-phase 

mean liquid velocity is needed. Under subcooled conditions, this prob-
lem can be tackled by means of the law of the wall and the averaged 
vapor quality to calculate the liquid two-phase velocity, that will be 
generally small or even negligible, depending on the subcooling degree. 
The wall shear stress needed by the law of the wall to calculate the shear 
velocity, may be modeled once the skin friction factor is assumed, 
estimated by means of the bulk flow velocity, mass density, viscosity, 
morphology of the wall and geometry of the heating channel. To find an 
approximate value for the void fraction, the evaporation heat flux 
commonly used in the wall partitioning heat flux models [11,42,43] 
derived on an energy approach basis could be employed. The evapora-
tive heat flux is commonly model as the product of the latent heat 
associated to the volume of vapor of the arisen bubbles, that will obvi-
ously depend on the number of bubbles present and so, on the active site 

Fig. 16. Standard deviation of the normalized experimental sample against dimensionless diameter (top-left), dimensionless temperature difference (top-right), 
density ratio (bottom-left) and Reynolds number (bottom-right). 

Fig. 15. Variance of the normalized distributions vs. non-dimensional mean bubble diameter.  
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density and nucleation frequency apart from the bubble mean diameter. 
The nucleation site density can be regarded as a function of the wall 
superheating degree and the bubble surface interaction [3144] and the 
nucleation frequency is generally built up considering a growth and a 
waiting time. According to Basu et al.’s model [11], the first one depends 
on both the wall and subcooled Jakob number as well as on the thermal 
diffusivity of the liquid, whereas the latter is a function of the 

superheating degree. 
Among the above-described variables on which the mean diameter 

could depend on, there are several geometric variables, namely the 
contact angle distribution, the bubble inclination and instantaneous 
shape, or the wall contact circle; very difficult if not impossible, to be 
accurately measured. They are likely strongly influenced by the local 
random fluctuations of the flow properties as well as by the macro and 
micromorphology of the heating surface at the considered location. 
Therefore, the effects due to these variables will be lumped into an 
empirical coefficient to be experimentally determined. 

In this work, based on the aforementioned considerations of the 
different forces and effects identified, the bubble diameter dependence 
is formulated as: 

Db=f
(
Tw − Tsat,Tsat − Tb,Tw − Tb,ρL,ρV,ρL − ρV,p,hLV,cpL,αL,μL,γ,g,Vb,Dhyd

)

(17) 

As explained above, this functional dependence could be hardly 
improved with parameters concerning the bubble – wall interaction such 
us wall roughness and morphology, contact angle distribution and so on; 
but because of their measure is extremely difficult, this information is 
seldom included in databases. 

Once the functional relationship (Eq. (17)) is assumed, the following 
dimensionless groups have been considered to characterize the bubble 
size dependence: 

Table 6 
Summary of experimental data.  

Author Heated surface material Surface roughness [µm] Channel Geometry Dh[mm]  Orientation Fluid θmean[deg]  

Klausner et al. (1993)[18] Nichrome N/A Square3 25 Horizontala R113 40◦

Thorncroft et al. (1998)[45] Nichrome N/A Square 12.7 Verticald FC87 N/A 
Prodanovic et al. (2001)[10] S. Steel N/A Annular1 9.3 Verticalc Water 58◦

Basu (2003)[12] Copper N/A Square 39.3 Verticalc Water 30◦

Situ et al. (2005)[46] S. Steel N/A Annular1 19 Verticalc Water N/A 
Okawa et al. (2007)[47] Glass-ITO film N/A Annular 3 Verticalc Water 45◦

Murshed et al. (2010)[48] S. Steel N/A Rectangular2 3.8 Verticalc R134a N/A 
Yuan et al. (2011)[49] Nichrome 6.4 Rectangular 3.85 Verticalc Water N/A 
Chu et al. (2012)[50] NiChrome + Fe 0.07 Annular1 22.2 Verticalc Water 90◦

Chen et al. (2012)[51] Nichrome 6.4 Rectangular2 3.85 Verticalc Water N/A 
Ahmadi et al. (2012)[52] Copper N/A Rectangular 13.3 Verticalc Water 18◦

Sugrue et al. (2014)[53] S. Steel 1.22 Rectangular 16.6 Horizontalb Water 50◦

Brooks et al. (2014)[1354–55] S. Steel N/A Annular1 19 Verticalc Water 57◦

Ooi (2017)[56] S. Steel N/A Square2 12.7 Verticalc Water N/A 
Kaiho et al. (2017)[22] Glass-ITO film N/A Rectangular 11.7 Verticalc Water 14◦

Colgan et al. (2019)[19] S. Steel 0.197 Square2 12.7 Verticalc Water 59◦

Present data Copper 0.4/1.4/7.4 Rectangular 22 Horizontala Water 80◦

a Upward facing 
b Upward and downward facing 
c Upwards flow 
d Upwards and downwards flow 

1 Wall temperature by Liu-Winterton 
2 Wall temperature by Chen-Butterworth 
3 Bulk temperature by Chen-Butterworth    

Fig. 17. Predicted standard deviation vs. experimental standard deviation. Left: correlation without the morphological term. Right: proposed correlation.  

Table 5 
Fitting results.  

R2 Adjusted R2 MApEa RMSpEb 

0.8664 0.8642 5.4% 7.2% 
Coefficient value t-statistic p-value 
a 0.643 3.11 0.0021 
b − 0.25 − 6.32 <0.0001 
c − 0.063 − 10.16 <0.0001 
d 0.7 14.10 <0.0001 
e − 0.12 − 5.60 <0.0001 
f − 0.45 − 10.05 <0.0001  

a MApE =
∑N

1
|ypred,i − yexp,i|

yexp,i 

b RMSpE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑N
1

(
ypred,i − yexp,i

yexp,i

)2
√
√
√
√
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Eo =
(ρL − ρV)gD2

b

γ
Jasub =

cpL(Tsat − Tb)

hLV
Jaw =

cpL(Tw − Tsat)

hLV
Rehyd

=
ρLVbDhyd

μL  

Prsat =
μL

ρLαL
T* =

Tw − Tb

Tw − Tsat
ρ* =

ρV

ρL 

Since the density ratio scaled the pressure, the latter was omitted in 
the analysis. Also, the effect of the enthalpy of vaporization and the 
specific heat were lumped in the Jakob number as usual in boiling 
problems. Concerning the Jakob numbers, the reader should note the 
absence of the density ratio, as the latter has been considered as a 
dimensionless group itself. Additionally, the density difference effect is 
the one associated with the buoyancy force so the product g(ρL − ρV) is 
the lumped functional group considered. 

To select the dimensionless diameter of the bubble, the Eötvös 
number based in the bubble diameter (Eq. (18)) has shown the best 
agreement with experimental data. Particularly, this is the most widely 
dimensionless number used with the bubble diameter, where the ratio of 
the capillarity forces to the buoyancy ones are selected to be important. 

̅̅̅̅̅̅
Eo

√
=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(ρL − ρV)gD2
b

γ

√

=
Db

lc
= D+ (18) 

Other authors like Prodanovic et al. [10], have been used the group 
γ

ρLα2
L 

to define the characteristic length, considering the thermal response 

to the temperature changes as the key factor. Additionally, using the 
Prandtl number and the previous groups, the group ρLν2

g(ρL − ρV)
could be used 

instead where the viscous to floatability forces ratio need to be 
highlighted. 

In the Fig. 15, the variance of the normalized distributions is plotted 
against the mean bubble size, where the strong correlation found in the 
dimensional version of the chart (Fig. 13-left) is again clearly visible. 

After performing several trials among all the involved groups, the 
standard deviation is found to be a function of D+, ρ*, T*, Rehyd within 
the range of the current data. The observed trend with the different 
dimensionless groups is plotted in Fig. 16. As deduced from the previous 
figures (Fig. 13- left, Fig. 15) a large amount of the variability is 
expressed by means of the dimensionless diameter. At the sight of the 
results, some of the variability remains unexplained using only the 
diameter. It seems that the density ratio, Reynolds number and dimen-
sionless temperature difference are capturing some additional effect 
mainly due to the pressure, bulk velocity and subcooling and super-
heating degrees. 

In several past studies ([15,16]), a clear effect of the bulk surface 
morphology in the bubble diameter were identified. In this work, the 
different slope associated with the cloud points of the different plates 
(Fig. 17-left) after evaluating the other terms of the correlation, a 
remaining effect due to the different morphology of the three surfaces 
can be observed. After some regression analysis comparison, the hybrid 
surface parameter SAR has been revealed as one of the best to accomplish 
the morphological dependence of the variance (Fig. 17-right). 

The selected parameter SAR was used by McHale and Garimella [30] 

in order to retain several effects of surface morphology in boiling sys-
tems. It was also successfully used in the past by the authors [31] to 
accommodate the dependence of the surface morphology in the active 
site nucleation density. SAR is calculated as shown in Eq. (19) and de-
rives from the normalized parameter Sdr defined in Eq. (20) and included 
in the ISO-25178 areal surface texture standard [32]. The reader should 
note here that the inclusion of this parameter only complements the 
morphological dependence of the variance of the bubble size distribu-
tion, but further work is still necessary to characterize the effect of other 
wall parameters as the contact angle distribution in the bubble detach-
ment or the effect of the micromorphology on the shape of the contact 
line at the bottom of the bubbles. SinceSAR is equivalent to the area ratio 
(actual or developed to projected area ratio) of the different surfaces, 
one possible explanation to the role played by the parameter could 
reside in the amount of available area to single phase convection. For 
instance, if both the smooth and the rough surfaces are evacuating the 
same amount of heat, the smooth one will need in general more and 
bigger bubbles and hence, the distribution will have a higher variance. 

SAR =
Sdr + 100

100
(19)  

Sdr(%) =
100
A

⎧
⎨

⎩

∫∫

A

⎡

⎣

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1 +

(
∂z(x, y)

∂x

)2

+

(
∂z(x, y)

∂y

)2
√

− 1

⎤

⎦dx⋅dy

⎫
⎬

⎭

(20) 

The final expression for the correlation is shown in Eq. (21) and 
plotted in Fig. 17-right. The Marquardt-Levenberg algorithm was the 
least squares method used to find the coefficients minimizing the sum of 
the squared differences between the observed and predicted values. 

σ
D̂
= aÂ⋅ρ*bÂ⋅Rehyd

c
Â⋅D+dÂ⋅T*eÂ⋅SAR

f (21) 

The best fitting coefficients, several error index, t-statistic and p- 
value for the different coefficients are shown in Table 5. Despite of the 
little values for c, the term was kept in the correlation as it has found to 
be statistically significant and in accordance with the experimental 
trend observed. 

4.5. Bubble size mean value 

In this part of the work, a brief study about the mean bubble size 
encountered in flow boiling experiments running subcooled conditions 
is presented. At the end, a new correlation for the bubble mean diameter 
is obtained, covering a wide range of previously published experimental 
data as well as the current one, given in the annex (Table A1). 

The compiled dataset about bubble diameter is summarized in 
Table 6 and the covered range by the whole dataset is shown in Table 7. 

Since not all the authors give the wall temperature value in their 
respective dataset, a correlation value was used with a total of nine 
dataset. Two widely used correlations has been used depending on the 
geometry. With square and rectangular ducts, the famous correlation 
due to Chen [57] modified to subcooled conditions by Butterworth [58] 
was employed since, despite being more than 50 years old, it has found 
to be one of the most accurate with those geometries and stainless steel 

Table 7 
Experimental range covered by the dataset.   

Absolute 
pressure[kPa]

Bulk 

velocity
[cm

s

]
Mass 

flux
[

kg
sm2

]
Heat 

flux
[

kJ
sm2

]
ΔTsub 

[K]

ΔTw 

[K]

Dhyd 

[mm]

ρ*  Bo  Jaw  Prsat  T*         

Min. 
value 

49.2 6.87 67.4 2.83 1.49 0.136 3.00 0.313e− 3 0.0510 
e− 3 

0.259 
e− 3 

0.969 0.950 

Max. 
value 

1040 149 1443 1200 60.0 24.6 39.3 34.3e− 3 3.01e− 3 0.133 8.97 194  
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Fig. 18. Dependencies of the measured dimensionless mean bubble diameter and the selected dimensionless groups. Top-left: density ratio; top-right: Reynolds 
number; middle-up-left: Prandtl number; middle-up-right: boiling number; middle-down-left: dimensionless temperature difference; middle-down-right: wall Jakob 
number; bottom-left: subcooled Jakob number and bottom-right: common legend. 
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[17]. With annular geometries Liu and Winterton [59] correlation was 
used instead as it was specifically developed for such geometries. This 
fact is noted with a number in Table 6 geometry column. 

According to the previous dimensional analysis of the bubble 
detachment phenomenon under subcooled flow boiling, the important 
dimensionless groups identified are plotted in Fig. 18. The aim here, is to 
have a global idea about the trend and the correlation degree of the 
different dimensionless groups identified, and not to make a compre-
hensive review of this effects, since this task has been individually done 
by each of the dataset’s owners. Despite the boiling number is not 
identified as a functional group, it is included here because of its 
widespread use in past correlations. The inclusion of the boiling number 
is justified to capture the effect of the flow velocity rather than the 
Reynolds number does. 

Among the different groups included, the strongest dependencies 
have been observed with the density ratio (Fig. 18-top-left), Prandtl 
number for the saturated state (Fig. 18-middle-up-left) and the Reynolds 
number based on flow channel dimensions (Fig. 18-top-right). 

4.6. Review of the performance of previously published models 

Probably due to the short range of experimental data used in deriving 
certain correlations, the big problem of the limited data becomes clear. 
A poorly conditioned dataset can result in a very biased correlation. On 
the one side, if only a few experimental points are available, could not 
reveal any important hidden dependence. On the other, a short range 
covered could yield to an ill conditioning of the different coefficients of 
the correlation. 

In the Table 8 is shown the benchmark between some of the well- 
documented models for the mean bubble size found in the literature. 
In order to check how the different models catch the trend, the graphical 
output for the mean bubble diameter and the selected correlations is 
shown in Fig. 19. The error lines in the charts represent the ±50% de-
viation interval. In the evaluation, datasets without stating a value for 
the angle of contact have been omitted for the models and correlations 
requiring it. 

The best two performances among all the models analyzed are the 
Prodanovic et al. [10] and the Brooks and Hibiki [13] proposals for flow 
boiling. The strategy is similar on both although Brooks and Hibiki get a 
plausible better error, since they considered a different scale coefficient 
between mini and conventional channels and they also included the 
Prandtl number in their correlation. Moreover, Brooks and Hibiki pro-
posal is dated more than ten years later, so that the used sample is wider 
and reliable. 

4.7. Proposed correlation for bubble diameter 

In our proposal for the mean bubble size correlation, the capillarity 
length is the characteristic length selected. The new correlation includes 
the clearly observed dependence of the bubble size with the density ratio 
(pressure), the Prandtl number (thermal diffusivity) and the Reynolds 
number (bulk velocity). The subcooling and the superheating effect with 
great impact in the characteristic heats, have also been included by 
means of the respective Jakob numbers. Since the density ratio has been 
considered alone as a functional group, the numbers are presented in 
their simplified form (i.e. without including the densities of the fluid 
phases). 

To catch some of the influence that the channel size has on the size of 
the bubbles, some authors changed the characteristic length [60] or the 
global scale parameter [13], to improve the correlation output. In this 
work, we noticed a correlation between the best scale coefficient and the 
hydraulic diameter of the channel. Therefore, an additional term 
comprising the hydraulic diameter to bubble diameter ratio has been 
included. Despite of the addition of the term, further work is needed to 
derive a complete law for characterize this effect. 

The proposed correlation for the mean bubble diameter is shown in 
Eq. (22). The graphical output for this second presented correlation is 
shown in Fig. 20. 

D+
b = 0.178Â⋅ρ* − 0.676Â⋅Pr0.9

sat Â⋅Ja0.145
W Â⋅Ja0.3

subÂ⋅Re− 0.334
hyd Â⋅

(
lc

Dhyd

)0.235

(22) 

The new proposed expression improves the previous best correlation 
found in the literature nearly 7% in RMSpE and more than 4% in MApE, 
so that the final indexes are about 36.8% and 28.9%, respectively. All 
these error indexes are also presented in the benchmarking (Table 8). 

5. Conclusion 

In this work is addressed a study about the bubble distribution in 
flow boiling systems. The knowledge of the shape of the diameter dis-
tribution or even the best model for describing that pdf is crucial to 
develop accurate calculation algorithms or develop reliable mechanistic 
models meant to be used is CFD solvers. In the first part of this work, the 
distribution model, and the variance of the diameter distributions for 
several experimental conditions have been studied, to develop a corre-
lation for the width of the distributions, given as a first result. The 
variance of the normalized diameter distributions has found to be 
mainly a function of the bubble mean diameter, the pressure, the flow 
velocity, and the wall superheating. Also, the use of three different 
boiling surface morphologies in the sample, allow the inclusion of a 
parameter concerning the bulk morphology of the heated plate. The 
final correlation achieves a good error index although it was only veri-
fied with the data from this work. 

In the second part, once the variance of the normalized diameters 
distribution is predicted, the total distribution could be estimated pro-
vided a trustworthy value for the mean bubble diameter is known for the 
conditions of the experimental test. With this aim, a review of past 
models and correlations as well as a comprehensive compilation of 
another author’s dataset have been done. The own authors’ dataset 
comprising almost one million of bubbles, and presented as an electronic 
annex, has also been included. All this data was statistically treated to 
get a new correlation covering a wide range of experimental conditions 
and facilities. 

Further work is needed to improve the response and the extension of 
the correlation for the width of the distribution to new morphologies 
and surfaces. Scarce statistically significant data concerning the shape of 
distributions can be found in the literature, so additional data employing 
other fluids and surfaces are needed to improve the characterization. 
Moreover, further study should be developed to clarify the influence of 
the roughness and the surface finishing on the introduced empiric 

Table 8 
Evaluation of selected models for bubble diameter.  

Author MApE a RMSpE b 

Fritz (1935) c [Eq. (1)] 82.0% 83.1% 
Cole (1967) c [Eq. (4)] 608.4% 746.1% 
Cole-Rohsenow (1969) [Eq. (5)] 349.9% 425.4% 
Tolubinsky (1970) [Eq. (6)] 99.5% 245.1% 
Kocamustafaogullari (1995) c [Eq. (7)] 2355% 2804% 
Prodanovic (2005) [Eq. (9)] 93.2% 131.5% 
Basu (2005) c [Eq. (10)] 139.0% 253.1% 
Brooks-Hibiki (2015) [Eq. (11)] 33.0% 43.5% 
Presented model [Eq. (22)] 28.9% 36.8%  

a MApE =
∑N

1
|ypred,i − yexp,i|

yexp,i 

b RMSpE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑N
1

(
ypred,i − yexp,i

yexp,i

)2
√
√
√
√

c Includes only dataset where information about the contact angle is available. 
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Fig. 19. Output of selected models for the whole dataset included.  
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constant, by means of the contact angle distribution and other important 
wall parameters. 

Also, despite noticing a trend of the bubble parameter as a function 
of the channel dimensions, the so limited data made impossible the 
proper characterization of this effect. Nowadays, the intensively use of 
power-electronic systems, with the employment of a big variety of 
shapes and enhanced heating releasing methods, justify further inves-
tigation on this topic. 
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