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SUMMARY 

Neuron development follows a multifaceted sequence of cell migration, polarisation, neurite 

elongation, branching, tiling, and pruning. The implementation of this sequence differs between 

neuronal cell types and even in individual neurons between sub-compartments such as dendrites and 

axons. Membrane proteins are at a prime position in neurons to couple extrinsic morphogenetic 

signals with their intrinsic responses to orchestrate this defined morphological progression. The 

Phospholipid phosphatase-related / Plasticity-related gene (PLPPR/PRG)-family comprises five neuron-

enriched and developmentally regulated membrane proteins with functions in cellular morphogenesis. 

At the start of this project, no publication had characterised the function of PLPPR3/PRG2 during 

neuron development. 

The presented work describes PLPPR3 as an axon-enriched protein localising to the plasma membrane 

and internal membrane compartments of neurons. Mutagenesis studies in cell lines establish the 

plasma membrane localisation of PLPPR3 as a regulator of its function to increase filopodia density 

(Chapter 2). Furthermore, the generation of a Plppr3-/- mouse line using CRISPR/Cas9 genome editing 

techniques (Chapter 3) enabled characterising endogenous phenotypes of PLPPR3 in neurons. In 

primary neuronal cultures, PLPPR3 was found to specifically control branch formation in a pathway 

with the phosphatase PTEN, without altering the overall growth capacity of neurons (Chapter 4). Loss 

of PLPPR3 specifically reduced branches forming from filopodia without affecting the stability of 

branches. This precise characterisation of PLPPR3 function unravelled the existence of parallel, 

independent programs for branching morphogenesis that are utilised and implemented differentially 

in developing axons and dendrites (Chapter 5). Furthermore, this thesis establishes multiple tools to 

study PLPPR3, the membrane lipid phosphatidylinositol-trisphosphate, and neuron morphogenesis by 

providing molecular tools, protocols, and semi-automated and automated image analysis pipelines 

(Appendix Chapter 7) and discusses experiments to test, refine and extend models of PLPPR3 function  

(Chapter 6). 

In summary, this thesis generated and utilised several tools and a Plppr3-/- mouse model to characterise 

PLPPR3 as a specific regulator of neuron branching morphogenesis. This precise characterisation 

refined and expanded the understanding of axon-specific branching morphogenesis. 

 

 

  



2 
 

ZUSAMMENFASSUNG 

Nervenzellen entwickeln ihre komplexe Morphologie durch das Zusammenwirken diverser 

molekularer Entwicklungs-Programme der Zellkörper-Migration, der Polarisierung und der 

Morphogenese durch Wachstum, Verzweigung, Stabilisierung und Koordinierung ihrer Neuriten. Dabei 

unterscheidet sich die exakte Implementierung zwischen Nervenzell-Typen und selbst innerhalb 

einzelner Zellen zwischen Axonen und Dendriten. Diese unterschiedliche Morphogenese wird dabei 

speziell durch Membranproteine stark beeinflusst, die durch ihre Präsenz an der Plasmamembran Zell-

extrinsische Signale mit den Zell-intrinsischen Morphogeneseprogrammen verbinden und 

beeinflussen. Die Familie der Phospholipid phosphatase-related / Plasticity-related gene (PLPPR/PRG) 

Proteine umfasst fünf Nervenzell-spezifische Membranproteine mit Effekten auf die Morphologie von 

Zellen. Zu Beginn dieses Projektes hatte noch keine Studie die Funktion des Familienmitglieds 

PLPPR3/PRG2 in Nervenzellen untersucht. 

Diese Dissertation beschreibt die Lokalisation von PLPPR3 an der Plasmamembran und in Zell-internen 

Membranstrukturen von Nervenzellen. Experimente in Zellkultur zeigen eine erhöhte Filopodien-

Dichte nach Überexpression von PLPPR3, Mutagenese-Studien deuten eine strikte Kontrolle der 

Plasmamembran-Lokalisation an (Kapitel 2). Die Generierung einer Plppr3 Knockout Mauslinie mittels 

CRISPR/Cas9 Genom-Modifizierung (Kapitel 3) erlaubte eine Charakterisierung der endogenen 

Funktion von PLPPR3 in Nervenzellen. In Primärzellkultur von Nervenzellen des murinen Hippocampus 

zeigte sich, dass PLPPR3 im Zusammenspiel mit der Phosphatase PTEN spezifisch die Verzweigung von 

Nervenzellen kontrolliert, ohne deren Wachstumspotential global zu verändern (Kapitel 4). Dadurch 

kann PLPPR3 als ein Schalter zwischen Verzweigung und Verlängerung eines Nervenzell-Fortsatzes 

agieren. Der Verlust von PLPPR3 verursachte reduzierte spezifisch die Anzahl an Verzweigungen, die 

aus Filopodien entstanden, ohne dabei die Stabilität dieser Verzweigungen zu beeinflussen. Die präzise 

Charakterisierung dieser Funktion von PLPPR3 deckte auf, dass Verzweigungen von Nervenzell-

Fortsätzen durch voneinander unabhängige Entwicklungsprogramme ausgebildet und stabilisiert 

werden können (Kapitel 5). Diese Programme werden von Axonen und Dendriten in unterschiedlicher 

Weise eingesetzt. Zusätzlich etabliert diese Arbeit sowohl diverse molekulare Werkzeuge und 

Visualisierungs-Protokolle zur Analyse von PLPPR3 und dem Membranlipid Phosphatidylinositol-

Trisphosphat, als auch automatisierte Quantifizierungssoftware zur Studie der Nervenzellmorphologie 

(Appendix-Kapitel 7). Abschließend entwickelt und verfeinert die Dissertation mögliche Modelle zur 

PLPPR3-Funktion und zeigt experimentelle Strategien auf, um diese Modelle besser charakterisieren 

zu können (Kapitel 6).  

Zusammenfassend wurden in dieser Promotionsarbeit diverse Experimental- und Analyse-Strategien 

und eine Plppr3-/- Mauslinie entwickelt und genutzt, um PLPPR3 als einen spezifischen Regulator der 

Nervenzell-Morphogenese zu etablieren. Diese präzise Charakterisierung des PLPPR3 Phänotyps 

erlaubte zusätzlich eine Verfeinerung und Erweiterung der Erkenntnisse zur Axon-spezifischen 

Entwicklung von Verzweigungen.  
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1.1 BRAIN FUNCTION DEPENDS ON PROPER DEVELOPMENT OF NEURON MORPHOLOGY 

Neurons differ from most other cell types by being postmitotic, electrically active and by adopting a 

highly polarised, characteristic complex morphology. Their concerted action enables autonomous 

behaviour of animals, allowing them to act, to sense and remember the effects of their actions, and to 

subsequently plan and execute modified actions.1  

Precise and plastic connectivity is vital in these processes. Psychology and cognitive science study how 

short- and long-range connections of specialised brain regions give rise to specific behaviours, whereas 

electrophysiology aims to understand the precise functional connectivity between cell types in specific 

brain regions and its consequences on signal processing. Networks such as the hippocampal or cortical 

microcircuits can generate modules capable of information processing operations that are used in 

parallel or serially to enable a vast range of possible functions.  

It is very apparent in the brain that the morphology of neurons shapes this connectivity. Lateral 

arrangement of cell types with similar morphology allows for establishing specialised input and output 

regions in cortical layers. The size, density, and shape of dendritic input regions of individual neurons 

define the size, sensitivity, and specialisation of receptive fields.2 Even the exact locations of synaptic 

contacts on dendrites can profoundly affect the computation in individual cells.3 On top of these 

preformed configurations, neurons can plastically strengthen or weaken connections to modulate the 

functional connectivity upon experience. 

Interestingly, as artificial neuronal networks4 impressively have shown over the last decades, even 

solely experience-dependent remodelling of random connections can generate specific connectivity 

patterns and enable powerful computation. However, the brain does not start as a randomly 

connected network. Brains are remarkably similar between individuals and even between species, 

thereby conserving advantageous signal processing and behaviour during evolution. Furthermore, 

recent models envision the brain as capable of producing ‘good enough’ generalisations most of the 

time that can be refined in specific situations.1 Current artificial neuronal networks are only capable of 

generating context-dependent connections by reducing a (often fully-connected) network. Therefore, 

to generate robust ‘generaliser networks’ in the brain, most connections are likely already prevented 

from forming during development.1,5  

Unsurprisingly, development and disease of the central nervous system are tightly coupled. Alterations 

of the implementation or orchestration of neuron morphogenesis are associated with 

neurodevelopmental disorders such as autism spectrum disorder, intellectual disabilities, attention 

deficit hyperactivity disorder, and epilepsy.6 Pathological reinitiation of stem cell capacities underlies 

the formation of tumours in the brain.7 However, the restart of developmental programs is also 

discussed as a treatment strategy after traumatic brain injury.8  

Therefore, characterising neuron morphogenesis and development provides complementary 

information to the electrophysiological description of adaptive changes in existent connections and 

will likely deepen our understanding of cognitive processing and disease.  
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1.1.1 Neurons find their place – migration 

The precise arrangement of neurons and connections follows a sequence of cell division, migration, 

and polarisation before cell-type-specific morphogenesis and refinement programs establish the 

network that lets us think and act.  

During early embryogenesis, ectodermal structures undergo stereotypic proliferation and folding 

patterns resulting in the generation of a neural tube. The inside of the tube further matures to the 

ventricular system of the brain, while symmetric divisions of neuroepithelial precursor cells in the 

ventricular and subventricular zone enlarge the pool of precursors.9 The remarkable speed of adding 

approximately 3.6 million cells per hour during human brain development partially explains the high 

energy demand of early developing brains compared to other organs.10 Starting already during 

proliferation phases of precursor cells, asymmetrical divisions from these precursors create neurons 

and macroglia in the central nervous system.9 

Excitatory cells of the neocortex originate either directly from radial glia cells or from radial-glia-

derived neural stem cells.9 These newly born neurons migrate along radial glia processes towards the 

cortical surface. The timepoint of cell birth correlates with the final layer of the neuron.9,10 Lower layers 

form before upper layers in all cortical areas even though the thickness of individual layers differs 

depending on the brain region (e.g., sensory cortex shows a very prominent layer IV which is less 

apparent in motor cortex).11 The specific area patterning occurs via signalling gradients and is 

modulated by differential gene expression and area-specific axonal input from the thalamus.11,12 

GABAergic interneurons divide in the ganglionic eminences of basal ganglia precursors and migrate 

tangentially to their target area and layer and then populate it by radial migration.12 The medial and 

caudal regions of the ganglionic eminence create distinct pools of interneurons with some evidence 

for a temporal code of cell type formation and migration patterns.12,13  The timepoints of birth are 

comparable for GABAergic and glutamatergic neurons. However, GABAergic neuron morphogenesis 

seems to be affected by circuit features of glutamatergic neurons and therefore occur later.14  

Interestingly, for both excitatory and inhibitory neurons, long-range connecting neurons seem to be 

born before short-range connecting neurons: GABAergic projection neurons in the striatal globus 

pallidus form earliest, while more short-range acting cortical GABAergic interneurons develop later.12 

Also lower layer and corticofugal projecting excitatory neurons emerge before intracortical projection 

neurons.15 Rather than having to grow extensive lengths, projecting neurons might establish 

connections as long as distances are still comparably short to then increase their axon length by scaling 

and stretching mechanisms.16 

1.1.2 Specialising input and output regions – polarisation 

After finding the position of their cell body, the neuronal processes develop, specialise, and refine their 

morphology. Early developing neurons form many short and dynamic protrusions, their neurites. These 

neurites initially have an equal growth capacity until one of the neurites accelerates growth rapidly 

and matures into the future output region of the neuron, the axon, in a process termed polarisation. 

After the axon and its branches elaborated, the remaining neurites mature into the future input 
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regions, the dendrites. Synaptic contacts ultimately connect axons and dendrites of individual neurons 

to enable signal transduction. This stereotypic morphogenesis program has been described by Banker 

et al. in 1988 and divides these processes into five sequential stages.17,18 

While localised activity of various factors has been described to trigger polarisation, deletion of many 

of these factors does not abolish polarisation, and neurons in culture polarise without localised 

extrinsic signals.18,19 Interestingly, intracellularly only few factors are sufficient, necessary, and 

specifically enriched at the site before axon formation: the signalling related molecules Ras, cyclic 

adenosine monophosphate (cAMP) and protein kinase A (PKA), phosphatidylinositol-3,4,5-

trisphosphate (PIP3) and phosphatidylinositol 3 kinase (PI3K), and phosphorylated liver kinase B1 

(LKB1, the mammalian homolog of the Par-complex member Par4).19 The localised activation or 

production of these signalling molecules is thought to initially break the symmetry. In absence of 

extrinsic input, stochastic activity fluctuations of these polarising factors are thought to initially break 

symmetry. 

Mechanistically, polarisation is executed by intrinsic feedback and feedforward activation of 

polarisation mediating signalling pathways in the future axon, as well as inhibition of these events in 

other neurites.18,19 A powerful local positive feedback loop has been described for PI3K-activity, which 

directly activates itself through feedback of downstream Rho GTPases,20 and induces autocrine 

secretion of PI3K-activating neurotrophic factors.21 The signalling of PI3K and phosphoinositides will 

be further discussed in subsequent sections. However, this example illustrates well, how an initially 

small PI3K-signal can set off a self-amplifying cascade of events capable of majorly reorganising a 

neurite to become the future axon.  Such self-organising processes that are triggered by local signals 

appear to be common in neuron morphogenesis and will be discussed further in subsequent sections. 

To ensure proper polarisation of only one axon, developing neurons also have to prevent this process 

in the remaining neurites. The exact mechanisms of how an axon signals the polarisation of an axon to 

other neurites are still under investigation.19 However, as a consequence of this signal, the other 

neurites downregulate abundance or activation of the polarising factors discussed above, as 

exemplified by a local reduction of cAMP levels22 or proteolytic degradation of downstream effectors 

of the PI3K pathway.23  

How these axon- and neurite-specific signals initiate distinct remodelling mechanisms in the 

developing axons and neurites is at the core of this thesis and will be discussed in detail in the following 

section. The close interdependence of morphogenesis and polarisation, however complicates studying 

both events separately.18 Furthermore, many of these data have been studied in primary hippocampal 

and cortical neuron cultures. In vivo, cortical neurons have been described to polarise during migration 

along radial glia cells where they form a leading process guiding them to the correct layer. This earliest 

process subsequently matures into the apical dendrite. A second, so called trailing process during this 

migration is stabilised to form the future axon.18 Therefore, the previously discussed ‘axon-first’ model 

of polarisation might be masked in vivo, or it might not be the only mechanism in which neurons 

initiate their morphogenesis.19 
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1.2 PROGRAMS OF NEURON MORPHOGENESIS 

No individual neuron has the exact same morphology as another neuron. Nonetheless, cell types share 

a general shape as illustrated by cortical pyramidal cells or cerebellar Purkinje cells that have a random 

branching pattern in their dendritic compartment that nevertheless occupies a stereotypic area.24 It is 

therefore highly unlikely that the exact positions of branches, let alone synapses are genetically 

predetermined in a ‘genetic blueprint’.24 In contrast, neurons likely rely on a genetically determined 

set of morphogenetic programs that exploits stochastic modification to ensure robust generation of 

non-identical but similar morphologies.24,25  

On the molecular level, such programs could be conceived as self-organised intrinsic growth programs 

that are triggered by external inputs and stochastic activity-fluctuations of the triggering pathways. 

The previous section on polarisation already discussed an example of such a program, and similar 

higher-level programs are proposed to exist for other steps of neuron morphogenesis.2 This section 

will focus on programs mediating the intrinsic capacity to grow, the optimal coverage of area via 

branching and tiling, and the subsequent refinement of connections via pruning mechanisms.  

While these programs are very powerful in describing specific outcomes of morphogenesis, they 

nevertheless are likely an incomplete set that includes artificially broad categories. It is unclear 

whether the molecular implementation of the programs is entirely separable, as many studies do not 

distinguish effects on specific programs or find effects at multiple levels of morphogenesis. 

Furthermore, the morphological outcomes of some specified programs such as branching 

morphogenesis can alternatively emerge from a combination of other morphogenetic programs such 

as elongation and tiling. Therefore, not every program might be necessary for every cell type, 

developmental stage, or even compartment of a neuron.  

Nevertheless, the spatial and temporal induction of similar programs is capable of reproducing diverse 

dendritic morphologies in modelling studies.26 Furthermore, the discussed morphogenetic programs 

could reduce the complexity of a ‘blueprint’ to generate cell-type- and compartment-specific 

morphology.24 Lastly, they provide an intuitive framework to more precisely define the function of 

specific proteins in neuron morphogenesis, as applied in this thesis for PLPPR3.  

1.2.1 Growing the tree – Elongation 

Growth is at the base of all other morphogenetic programs; it determines the receptivity of neurons 

at the dendritic level and the number or distance of neurons connected with the axon. Growth is both 

essential for establishing the initial connections of neurons as well as for scaling the established 

networks and neuron morphologies with the size of the body.2 

Cell growth is mediated by the overall supply of energy and by synthesis, transport, and diffusion of 

building blocks such as proteins and lipids. Interestingly, the synthesis rate – as visible from the size of 

neuronal soma – correlates strongly with the length and thickness of neuronal arbours.27 Neuron 

growth is regulated by major anabolic pathways that also control growth in other cell types.28 The 

PI3K/AKT/mTOR pathway is a crucial regulator, as illustrated by the increased soma and arbour size of 

neurons deficient for the inhibitor of the pathway, phosphatase and tensin homolog (PTEN).29  
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Due to the complexity of their arbours, neurons have a huge membrane-to-cytosol ratio, which creates 

an extraordinarily high demand for lipid uptake, synthesis, and transport.30 During initial elongation, 

this membrane is mainly delivered to the growing ends of the axon and dendrites by exocytic events.31 

The exact location and mechanism for lipid delivery during stretching phases of neurons16 that already 

have connected to their target region is still under investigation.30  

Synthesis and production surface material can, however, not fully explain the complex morphology of 

neurons. To structure their surface, neurons require a stable cytoskeleton with microtubules and 

neurofilaments providing core stability of neurites and actin linking and stabilising more delicate 

membrane structures such as dendritic spines. Neurites are further stabilised and arranged through 

neuron-specific tubulin subunits, microtubule-associated proteins, and microtubule-modifying 

enzymes.32,33 

To elongate these stable structures in specific directions, developing dendrites, branches and axons 

form dynamic growth cones at their tip.34 Growth cones comprise a stereotypical arrangement of F-

actin structures consisting of crosslinked lamellipodia and parallel fibered filopodia at their tip. These 

distal F-actin networks both increase sensitivity to external cues and steer the growth cone.35 At the 

base of growth cones, a tight F-actin arc presents a border for parallel microtubule bundles to push 

against. Both dynamic microtubule polymerisation and invasion of microtubules into filopodia are 

required for elongation of the neurite.36,37 While in vitro, elongation clearly depends on adhesion of 

growth cones to the substrate – by a ‘molecular clutch’ mechanism to pull growth forward38 – the 

relevance of adhesion for elongation rather than steering in three-dimensional cultures and in vivo is 

still debated.39 

In summary, neuron growth is a global phenomenon dependent on synthesis and supply, while the 

elongation of neuronal arbours additionally requires local remodelling and global stabilisation of the 

newly formed cytoskeleton. 

1.2.2 Covering and reaching multiple areas – Arborisation and branching 

Neurons are, however, not just linear cables with one long dendrite and one long axon twisting and 

bending to reach their targets. Such as trees, rivers, or even fungi, neurons branch heavily to efficiently 

cover their preferred input and output regions. At the same time, branching optimally minimises the 

distance of each point on the arbour to the soma, which facilitates supplying energy and proteins as 

well as conducting of electrical signals.40 

In addition to this area filling function, often referred to as terminal branching or arborisation, neurons 

have to branch interstitially to form specific axon tracts connecting multiple target regions.41,42 

Migration of excitatory and inhibitory neurons has been described to require branching for sensing 

and growing towards cues.43,44 Thalamic axons pause at the subplate and branch to enter the cortical 

plate indicating a role in axon guidance.45 Even to form eventually unbranched connections, axons 

often over-shoot into a distant region before entering their specific target by branching and 

subsequent degeneration of the overextending projection as described for parts of the pyramidal 

tract46 and the retinocollicular projection in the visual system.47 
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Branching can be conceptualised as a localised growth mechanism and therefore shares many 

mechanisms with growth as described above. It requires localisation of energy supplying 

mitochondria,48,49 as well as local translation of actin isoforms.48,50 Lipids and membrane proteins are 

delivered by local accumulation of endoplasmic reticulum51 and local exocytosis.31,52,53 Even local 

amplification of signalling by exocytosis of neurotrophins has been described to facilitate branching.54 

However, similar to elongation, local growth alone does not fully explain how the stable cytoskeleton 

of a neuron is locally remodelled to form a branch. A natural site for branch induction is the dynamic 

growth cone; indeed, attraction to multiple guidance cues has been described to cause splitting of the 

growth cone and subsequent elongation of two branches.55,56 Splitting to induce branches is, however, 

rarely observed57 and even the simple bifurcation of dorsal root ganglia axons in the spinal cord seems 

to be formed by branch induction off the axon shaft rather than splitting.58 

Overcoming the membrane tension and microtubule stability at a shaft region of axons or dendrites 

to form a collateral branch begins with a local accumulation and reorganisation of the actin 

cytoskeleton.41,57 Such actin patches59 serve as precursors for bundled F-actin filopodia60,61 or branched 

F-Actin lamellipodia.62,63 The microtubule cytoskeleton is destabilised by the activity of severing 

enzymes,64,65 to facilitate new polymerisation, transport, and crosslinking of microtubules to the actin-

rich branch precursors.66–68 Most branches elongate by establishing growth cones at their tips. Finally, 

the dynamically reorganised microtubule cytoskeleton of the new branch is stabilised by recruiting 

associated proteins.69–71 

In summary, branching shares concepts and mediators with global growth and elongation: it requires 

induction of anabolic pathways and delivery processes and dynamic cytoskeletal rearrangements, 

however in a more locally restricted manner. Therefore, several growth mediators present with 

additional branching phenotypes in global loss of function experiments, and branch-specific functions 

have been described mainly for regulators of specific steps in the collateral branching program.72,73 

1.2.3 Limiting growth for specificity – Tiling and pruning 

Interestingly, local induction of growth is not the only program to grow branches: local, contact-

mediated inhibition of growth at the elongating process can passively redirect a global supply of 

growth material to sidewise branches. Such a contact-mediated ‘tiling’ mechanism of avoiding self and 

others during continuous elongation, furthermore, provides optimal filling of space without 

overlapping input or output fields of neurons.74 It is discussed to underly the formation of layer- and 

column-specific neuronal arbors.2,24,75 Finally, constraining neuron growth to specific areas combined 

with a variable propensity of sidewise branching, was sufficient to computationally generate dendritic 

trees of a vast range of different cell types.26 

Mechanistically, tiling and self-avoidance require mechanisms for individual neurites to detect 

whether a contacted neurite is part of the same or of another cell that should be avoided and to 

subsequently stop elongation. Self-avoidance requires connectivity of cytoplasm and expression of 

neuron-specific surface markers such as Dscam1 (drosophila) or clustered protocadherins (mouse).2,75 

The genes of these surface markers contain multiple cassettes of similar but non-identical exons that 
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are probabilistically spliced to generate cell-specific but inter-cellularly differing codes for each cell. 

While it has been demonstrated that binding occurs between identical surface markers, how this 

binding causes homotypic and heterotypic repulsion in specific cases is still debated.2  

Already while establishing their morphology, neurons establish and strengthen relevant connections 

by forming dendritic spines and remodelling them in various synaptic plasticity processes. Even later, 

superfluous synapses, processes, or even whole cells are removed in a pruning process.76 Pruning can 

initiate either by neuronal activity or remove specific processes in a ‘stereotyped’ genetically 

determined program, as already described above in the overshoot-branch-degradation model.47 

Mechanistically, pruning can depend on stopping predetermined degradative processes by electrical 

activity of a neuron, as exemplified by the extraordinary number of GABAergic interneurons that die 

twelve days after their birth if not integrated into functional networks.77 Such degradative pruning by 

fragmentation of specific parts of axons or dendrites shares similarities to Wallerian degradation 

processes and leaves behind debris to be removed by glial cells.76 In a separate mechanism, individual 

processes can retract by localised proteasome activity or cytoskeletal destabilisation.76 Pruning is 

initiated or prevented by growth signalling, electrical activity, and glial cells, but critically, it is an active, 

energy-consuming process rather than just passive retraction. 

In summary, neurons limit their growth capacity locally and redirect growth to efficiently fill target 

areas without overlap. They also actively remove connections to refine the morphology of the final 

network in experience-dependent and genetically predetermined ways. 

 

1.2.4 Axon morphogenesis requires specific programs 

Early quantifications of Golgi-stained individual neurons in vivo show a dramatically skewed length 

distribution towards the axon, even though their elongated morphology makes axons especially 

difficult to study in brain slices.78 The overall neurite length of locally projecting GABAergic 

interneurons is to roughly 90% axon, and the morphology of their axonal arbours can be used to classify 

them into cell types.79 Also the neurites of glutamatergic cells of the cortex comprise 70-90% axon in 

these data, depending on whether they are local- or long-range projecting. Recent reconstructions of 

over 1000 individual neurons in mouse cortex using high-resolution imaging and image-classification 

techniques even show a more dramatic size difference of axons and dendrites.80 Neurons are 

predominantly axon.  

Growing such a long axon requires efficient, axon-specific transport and synthesis mechanisms, and an 

extraordinary stabilisation of the axonal cytoskeleton. Polarisation initiates the reorganisation of the 

microtubule cytoskeleton towards parallel- and plus end outward-oriented microtubule bundles in the 

axon.81 Consequentially, polarisation of microtubules in axons mainly occurs anterogradely,82 and 

microtubule-based axonal transport can be efficiently targeted by plus-end directed kinesin motor 

proteins.83 Axonal microtubules are preferentially stabilised by post-translational modifications and 

microtubule-binding proteins and their interaction with the endoplasmic reticulum.32,33,84  
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Maintaining this enormous length of the axon cannot be achieved only by diffusion or directed 

transport from the soma but requires supply from external cells and local anabolic activity.85 Local 

production of energy by mitochondria,86 local translation,87 local lipid synthesis,88 and glial support89 

are critical to elongate and keep the axon alive. As a consequence of the specific need for stabilising 

axons, the morphogenetic programs shaping axons and dendrites are unlikely to be identical. 

While the collateral branch-inducing cytoskeletal program discussed in section 1.2.2 has been mainly 

studied for axons, it is not clear if its parts are fully axon-specific or if they are modifications of dendrite 

patterns. Both axons and dendrites branch predominantly collaterally by forming F-actin-rich filopodia 

and lamellipodia on their shafts that are subsequently stabilised by microtubules.34 However, due to 

the minimised distance of each point to the origin of material, branching patterns are energetically 

more favourable compared to elongated structures like the axon. Therefore, undisturbed 

unidirectional elongation of an axon requires active inhibition of branching and stabilisation of the 

cytoskeleton.58,90 To form branches in such unfavourable conditions, neurons have to destabilise the 

microtubule cytoskeleton locally by recruiting severing proteins or removing microtubule stabilisers as 

described in section 1.2.2. Dendrite branches, in comparison, have a lower intrinsic barrier to initiate 

branches due to their more dynamic microtubule network, which contains more polymerising 

microtubule ends in various directions,82 and their mixed-polarity arrangement, which slows down 

transport mechanisms and locally enriches material.51 However, it is not clear, whether these 

modifications are sufficient to explain all differences of axon and dendrite branching.  

A similar question arises for the implementation of terminal arborisation and interstitial branching. 

While tiling and arborisation could operate independent of precisely localised branch-inducing signals 

by probabilistic initiation of branches, establishing long-range collateral pathways likely requires more 

‘deterministic’ initiations. Are these mechanisms implemented independently, or does the formation 

of an axon tract only require a very localised signal to the axon shaft? Is axonal arborisation more 

closely related to dendritic arborisation than to ‘true’ interstitial axon shaft branching? How can in 

vitro models of branch morphogenesis distinguish terminal arborisation from genuine interstitial 

branching? In this respect, it is also interesting to note that due to the technical challenges of analysing 

individual axons rather than the connections of neuron groups in vivo, even the extent to which 

individual neurons establish such interstitial branches has been unclear until recently.80,91 

In summary, axons are by far the largest structure of neurons. Their growth, maintenance, and 

morphogenesis require modifications of morphogenetic growth programs or even fully axon-specific 

implementations. However, many studies of neurite morphogenesis focus on axons or dendrites in 

isolation. By design, they thereby already assume independent programs between the neurite types 

or complete transferability of findings from one neurite type to the other. Therefore, assessing 

differential effects of treatments on both neurite types in future studies will likely refine the knowledge 

about exact differences and commonalities between axon and dendrite morphogenesis.  
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1.3 ORCHESTRATING MORPHOGENESIS 

In addition to their highly polarised axon-dendrite morphology, neurons also differ dramatically in size 

and shape both between and within cell types. Neurons seem to scale their oscillatory activity, firing 

rate, and synaptic strengths, their axon diameter, and the length and spread of their connections by 

orders of magnitude (log-normal) rather than linearly.92,93 While these differences in part depend on 

modified implementations on the molecular level, an additional level of temporal-, cell-type- or even 

compartment-specific regulation of the discussed programs orchestrates morphogenesis. 

1.3.1 External guidance of growth is modified intrinsically 

Developing brains express at least 86% of all known protein-coding genes with the largest variability in 

gene expression and splicing during early development.10 In transcriptome analyses, the largest 

concurrent clusters are early-expressed genes that downregulate during maturation, and genes that 

increase expression in mature neurons.10 Early-expressing genes are predominantly involved in 

modifying the execution or initiation of morphogenetic programs to create cell-type-specific and even 

axon-94 or dendrite-specific95 expression profiles. Similarly, studies have found cell-type-specific gene 

expression profiles that also differentially express mediators of the morphogenetic programs.96 

In addition to temporal and cell-type-specific expression, morphogenetic mediators differentially 

distribute subcellularly to modify axon- from dendrite-morphogenesis. This is influenced by local 

translation in the axon,50,87 but also differential transport to the axon.83 For the latter, the axon initial 

segment plays a central role as a gatekeeper of axon identity, by limiting diffusion of cytosolic and 

membrane proteins and by sorting transport to the axon.97 Moreover, post-translational modifications 

regulate axon enrichment: palmitoylation enriches key growth mediators such as Cdc42, DCC, or Map6 

in developing axons.98,99 

These intrinsic mechanisms mainly modify the general efficiency and implementation of the 

morphogenetic programs. In addition, many morphogenetic programs are, as illustrated for 

polarisation, initiated locally by specific extrinsic cues. This process has been studied best for growth 

cone guidance, but several critical players also regulate later stages of morphogenesis. 

Growth cones utilise the dynamic instability properties of the actin and microtubule cytoskeleton to 

elongate neurites. Both freezing and strong destabilisation of the cytoskeleton prevent proper 

elongation.100 Because this dynamic structure is the primary site for neurite growth, it is also the 

primary site of regulation to facilitate elongation, turning, or growth cone collapse and repulsion. Actin 

and microtubule dynamics are regulated by Rho GTPases. The most studied Rho GTPases are the 

growth-promoting Cdc42, Rac1, and the growth cone collapse-mediating RhoA.101,102 Rho GTPases act 

as molecular switches by hydrolysing guanosine-triphosphate (GTP) to guanosine diphosphate (GDP) 

to modulate differential regulators of the cytoskeleton depending on their nucleotide status. Their 

activity is regulated by guanosine exchange factors (GEFs) and GTPase activating proteins (GAPs) that 

are direct targets of many guidance cues.101  

Many guidance cues exist as soluble versions, to provide a general direction via gradients, and 

membrane attached versions, to provide local, contact-mediated patterning.103 The most studied 
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guidance cues are semaphorins with their plexin and neuropilin receptors, netrins with their DCC- and 

UNC5-receptors, slit with robo-receptors, and ephrins with Eph receptors.104 Recently, morphogens 

such as Shh, Wnt, and BMP, and cell adhesion proteins such as FLRTs were additionally discussed as 

mediators of growth cone guidance. Even bioactive signalling lipids such as lysophosphatidic acid (LPA) 

or sphingosine-1-phosphate affect elongation by inducing growth cone collapse via specific G-protein 

coupled receptors signalling to Rho GTPases.105 

Further layers of complexity – and therefore further options to differentially regulate growth between 

cells and compartments – are added by crosstalk mechanisms of the various guidance cues. As an 

illustrative example, FLRT3 has been described to regulate Netrin guidance by interacting with Robo-

receptors.106 Moreover, the extracellular matrix heavily modifies local concentrations of guidance cues 

and the mechanical stiffness surrounding the growth cone.107,108 Even electrical activity of neurons 

alters growth cone migration by coupling calcium influx from the plasma membrane and local 

endoplasmic stores to calmodulin-dependent kinases (CaMK) and phosphatases (calcineurin), calcium-

sensitive proteases (Calpain), and RhoGTPase activity.109 

Interestingly these same extrinsic cues also regulate other programs of morphogenesis. Repulsion by 

Semaphorins and Ephrins regulates pruning,76 Netrin, Semaphorins, Ephrins, Wnts, and neurotrophins 

regulate various branching patterns (summarised in Gibson & Ma, 2011).58 Downstream Rho GTPases 

influence growth and branching in a cell type and timepoint-specific manner.110 Electrical activity 

seems to modulate all programs of development, by speeding up axon growth,111 by activity-

dependent axon branching,112–115 by synaptotrophic growth of dendrites and their spines,116 and by 

activity-dependent pruning of synapses or spines.76,117  

In summary, neurons can modify the molecular components of morphogenetic programs intrinsically. 

They furthermore spatially and temporally orchestrate the initiation of morphogenetic programs by 

integrating input from cell-extrinsic cues. The molecular mechanisms of growth cone guidance cues 

have been studied extensively and several factors also control other parts of neuron morphogenesis. 

1.3.2 Plasma membrane proteins and lipids relay and modify morphogenetic signals 

Plasma membrane proteins and lipids are at the direct interface to integrate and transfer extrinsic 

input towards the cell intrinsic growth programs. About 30 percent of all proteins are membrane 

proteins, many more bind the membrane or membrane proteins transiently.118 The majority of cellular 

activity, therefore, occurs at membrane compartments, even more so in neurons with their large 

surface to cytosol ratio.  

In this line, the cellular response initiated by morphogenetic cues more often depends on the 

membrane receptor composition of a cell than the exact cue.119 As an example, Netrin signalling via 

DCC presents an attractive cue for growth cones, while combined signalling via DCC and Unc5 mediates 

repulsion.120 In this way, broad environmental inputs can be refined to cell-, compartment- and 

timepoint-specific effects by regulating the membrane abundance of receptors, by trafficking or 

endocytosis, and proteolytic processing receptors to modulate their activity.104  
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Furthermore, several key signalling pathways downstream of morphogenetic signals operate at the 

plasma membrane. In many cases, activation of membrane-based Ras GTPases downstream of 

guidance and neurotrophin receptors initiate signalling by phosphatidylinositol-3-kinases (PI3K).101  

The PI3K-pathway promiscuously affects cell growth and polarisation, and locally induces cell 

remodelling.121 Its negative regulator, phosphatase and tensin homolog on chromosome 10 (PTEN), is 

a well-described tumour suppressor with disease-related functions in the brain.122,123 Activity of the 

PI3K-pathway causes localised changes in cell morphology,124–126 and accumulation of F-actin and 

formation of protrusions in neurons.59,127 Its regulation of microtubule stability,128 transport,129 and 

local as well as global translation,48,121 are likely involved in its influence on axon elongation, which is 

most prominently illustrated by the hyper-growth phenotypes induced by neuron-specific loss of 

PTEN.29,130 Even survival and pruning of nerve cells is prevented by PI3K-signalling activity.131 Being 

such major orchestrators of morphogenesis, many have described PI3K and PTEN as targets for 

exerting spatial and temporal control.132–141 

To initiate these events, PI3K phosphorylates a membrane lipid – phosphatidylinositol-4,5-

bisphosphate (PI(4,5)P2) – at position 3 of the inositol ring to generate PI(3,4,5)P3 or PIP3. PTEN 

catalyses the reverse reaction from PIP3 to PI(4,5)P2. Due to their limited capability for diffusion in only 

two dimensions, the precise modification of membrane lipids can locally concentrate signals and 

initiate signal amplifying cascades even with low activity of kinases.121 

The phosphorylation of PI(4,5)P2 to PIP3, therefore, is only one – although arguably the most influential 

– signalling function of phosphoinositide lipids (PIPs). All seven combinations of phosphate residues 

on the inositol head group of PIPs (three monophosphates (3; 4; 5), three bisphosphates (3,4; 3,5; 4,5) 

and PIP3) have exclusive functions, often restricted to different membrane compartments.142 These 

functions include the regulation of cytoskeletal dynamics, sorting of organelles, endocytosis, and 

autophagosomal degradation.142,143  

The intracellular effectors of such lipid-signalling-hubs are often cytosolic proteins recruited to the 

membrane by protein domains capable of distinguishing the phosphate-configuration on the inositol 

head group of phosphoinositides. As an example, downstream of PI3K-activity, Rho GTPases regulate 

many cytoskeletal alterations, while the AKT/mTOR side mediates general growth and survival by 

recruitment to the plasma membrane by direct PIP3 binding or PIP3-binding of Rho GEFs.121  

Phosphoinositides, however, also affect and are affected by membrane proteins. Binding of PI(4,5)P2 

has been described to alter the function and localisation of KCNQ, TRP, and Kir channels, potentially 

as a means to prevent activity in PI(4,5)P2 sparse internal membrane compartments.144–148 On the other 

hand, proteins clustering PI(4,5)P2 such as MARCKs or GAP43 are suspected to modify PIP-downstream 

signalling by enriching local concentrations and shielding of PIPs.149,150 

In summary, the signalling orchestrating morphogenesis acts predominantly at the plasma membrane. 

Membrane proteins and lipids initiate and regulate the downstream morphogenesis but are also 

targeted by regulatory mechanisms. Especially phosphoinositides and their interactors and regulators 

emerge as interesting candidates for understanding the orchestration of neuron morphogenesis.  
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1.4 PLPPRS ARE PLASTICITY-RELATED GENES WITH HOMOLOGY TO LIPID PHOSPHATASES 

Phospholipid phosphatase-related (PLPPR) proteins comprise a neuron enriched, injury- and disease-

related, and developmentally regulated family of membrane proteins and are therefore prime 

candidates for regulating or participating in specific programs of neuron morphogenesis. 

They share homology to phospholipid phosphatases (PLPPs), a family of membrane proteins with six 

transmembrane spanning domains. PLPPs dephosphorylate bioactive signalling lipids like LPA or S1P 

to counteract their effects on growth cone guidance (as described in section 1.3.1)151. While the first 

report on a PLPPR family member suspected similar enzymatic activity for PLPPR4,152 subsequent 

studies could not measure any activity against LPA by PLPPR4 or PLPPR1.153–155 Although some 

functions of PLPPRs seem to be linked to LPA-signalling, the exact mechanisms mediating this crosstalk 

are still actively researched. 

1.4.1 PLPPRs are neuron-enriched and developmentally regulated 

Expression of Plppr genes is highly enriched in neurons,156–158 although PLPPR4 has also been observed 

in smooth muscle cells.159 PLPPR4 seems enrich in glutamatergic neurons of the hippocampus160 and 

of cortical layer IV,161 and its gene is suspected to share regulatory features with Plppr5 due to their 

close proximity on the same chromosome.162 Interestingly, Plppr genes seem to express differentially 

during neuron development of rodents: Plppr1 expression continuously decreases during development 

when quantifying whole brain lysates,163 Plppr4 expression seems to peak during adolescence in the 

hippocampal region,164 where Plppr5 seems to peak around birth.165 

The early expressing PLPPR1 and PLPPR5 have been detected in shafts and growth cones of developing 

neurites.163,165 During later stages, PLPPR1 and PLPPR3 localise predominantly to the axonal 

region,163,166,167 although PLPPR1 also has been detected in dendritic spines. PLPPR4 and PLPPR5 seem 

to enrich predominantly at dendritic processes and even co-localise with postsynaptic 

densities.160,165,168  

This cell-type-specific and developmentally regulated expression and the differential localisation to 

different compartments of individual neurons suggests that different family members initiate similar 

functions at different places and times. This could potentially generate a transcriptionally regulated 

‘Plppr-code’ to modify morphogenesis in a cell-, time- and compartment-specific manner.  

1.4.2 PLPPRs are connected to diseases of cellular morphology 

Plpprs were first described as genes upregulated in the hippocampus after injury to adjacent cortical 

areas and therefore initially named plasticity-related genes (PRGsa).152 This upregulation has been 

observed for Plppr4 transiently in the hippocampus, one to five days after injury,152 and appeared more 

                                                           
a This parallel nomenclature has led to an unfortunate situation where PLPPR1 = PRG3, PLPPR2 = PRG4, 

PLPPR3 = PRG2, PLPPR4 = PRG1, and only PLPPR5 shares the same numbering with its PRG5 name. In 

this thesis, I will adopt the PLPPR-nomenclature approved by the HUGO gene nomenclature committee 

to avoid further confusion.  
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sustained for Plppr1 in corticospinal motor neurons, four weeks after injuring the pyramidal tract.169 

Other studies reporting an upregulation of Plppr4 after injury to facial nerve170 or Plppr4 and Plppr1 

after developmental171,172 or kainite-induced173 epileptic seizures, unfortunately, are not conclusive 

due to their use (or reporting) of noisy methodology without robust statistical tools. Injury related 

upregulation of Plppr2, Plppr3, or Plppr5 expression has not been described yet. 

Functional studies have reported improved regrowth of PLPPR1-expressing neurons after injury to the 

pyramidal tract169 or the spinal cord,166 and loss of Plppr5-expression seems to correlate with worse 

outcomes after cerebral palsy in mice.174 In addition to potential roles in regenerative processes, 

PLPPR5 also might participate in the pathophysiology of auto-antibody-caused paraneoplastic 

cerebellar degeneration.168 Plppr4-loss has been shown to cause epileptic activity in neonatal mice by 

hyperexcitability of cortical and hippocampal regions.160,161 

In addition to these functional studies, transcriptomic studies have linked altered expression of Plppr-

family members to the progression of various cancers: Plppr1 expression seems to be upregulated in 

breast cancer,175 downregulated in glioblastoma,176 and both up- or downregulated expression seem 

to correlate with worse outcomes in glioma.177 Plppr2 expression seems to be differentially regulated 

in colorectal,178 breast,179 and pancreatic cancer180 and to be generally linked to tumorigenic 

transformation.181 Altered expression of Plppr1, Plppr3, and Plppr5 was linked to several paediatric 

cancers,182 altered expression of Plppr4 to the formation of metastases of gastric cancers.183 

1.4.3 PLPPRs change excitability, guidance, and morphology of neurons 

Electrophysiological studies of Plppr4 knockout mice have detected hypo-excitability of sensory 

cortical neurons two weeks after birth but hyper-excitability three weeks after birth in both sensory 

cortex184 and hippocampus,160 indicating a developmentally regulated role of PLPPR4 in synapse 

function. Furthermore, PLPPR1 seems to increase axon elongation potentially by counteracting RhoA-

mediated growth cone collapse.166,169 Interestingly, both effects seem to reverse described LPA 

mediated functions, indicating some form of LPA-mediated function even though PLPPRs lack evidence 

for catalytic activity. 

Ample evidence points to a role of several PLPPRs in the formation or stabilisation of filopodia. PLPPR1 

and PLPPR5 overexpression induces filopodia in multiple cell types, interestingly not via known Rho 

GTPases.155,185,186 PLPPR1, PLPPR4 and PLPPR5 induce these filopodia also when overexpressed in 

neurons.166,185,187  Reduction of PLPPR1 reduces filopodia density in neurons,163 and Plppr4 knockout 

mice have fewer spines and branches on their dendrites.187 PLPPR1 expression, furthermore, induced 

increased branching in neurons.169 Interestingly, these effects do not seem to depend on LPA-mediated 

functions at least in the case of PLPPR4.187 

In summary, PLPPRs emerge as a family of developmentally regulated membrane proteins with 

evidence for recovery-related functions that utilise morphogenetic programs. PLPPRs further seem to 

affect cellular morphology in developing neurons. These effects involve elongation and guidance of 

axons, formation of filopodia and branches, and electrophysiologically measurable changes at the 

synapse.  
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1.5 OBJECTIVES OF THIS THESIS 

The morphogenesis of neurons is regulated by multiple interdependent and co-regulated 

developmental programs. In axons, morphogenesis faces specific challenges due to their elongated 

shape and extraordinary length. Whether axon morphogenesis comprises a set of separate growth 

programs or whether it differs from dendrite growth primarily by specific mediators, is in the focus of 

numerous studies. In neurons, membrane proteins and lipids are in a key position to mediate and 

orchestrate these programs and therefore are of increasing interest for understanding neuron 

morphogenesis. PLPPRs are developmentally regulated, neuron enriched membrane proteins that 

have been shown to alter morphogenesis. At the start of this project, no study had addressed the 

specific roles of PLPPR3 in neurons.  

Therefore, in an explorative study,188 I set out to elucidate the function of PLPPR3 in neuron 

morphogenesis, specifically focusing on roles in regulating membrane lipid composition. To this end, I 

overexpressed and performed structure-function analyses with PLPPR3 in cell lines and neurons 

(chapter 2). To study the function of endogenous PLPPR3, I set out to create a conditional knockout 

mouse of Plppr3 using the CRISPR/Cas9 technique (chapter 3). Subsequently, I characterised the 

development and morphogenesis of Plppr3-/- neurons in comparison to wild-types. To investigate the 

cellular mechanisms of PLPPR3 function, I quantified the effects on membrane phosphoinositide 

composition in neurons involving the growth orchestrating PI3K-pathway (chapter 4). To this end, I 

optimised visualisation techniques for phosphoinositide membrane lipids, and developed semi-

automated analysis techniques to facilitate the quantification of neuronal morphogenesis (chapter 7, 

appendix). In a final part of this work, I set out to use the Plppr3-/- neurons to further characterise the 

differential regulation of branching morphogenesis in axons and dendrites (chapter 5). 



18 
 

  



19 
 

 

RESULTS 
 

2 Mapping Function to PLPPR3 domains 21 

2.1 PLPPR3 is a neuron-specific, axon-enriched transmembrane protein 21 

2.1.1 PLPPR3 enriches in axons and internal organelles and plasma membrane protrusions 21 

 

2.2 PLPPR3 increases filopodia on N1E-115 cells 25 

2.2.1 Deletion mutants of PLPPR3 alter plasma membrane localisation 26 

 

2.3 Plasma membrane localisation is regulated by conserved domains of PLPPRs 28 

2.3.1 Expression level and co-expression alter plasma membrane abundance of PLPPR3 28 

2.3.2 Modifications of PLPPR3 in the transmembrane region inform about localisation 29 

2.3.3 Catalytic center mutants reduce plasma membrane abundance of PLPPR3 32 

 

2.4 Summary and outlook: Domain mapping provides tools to precisely study PLPPR3 34 

 

 

3 Generating a Plppr3-/- mouse using CRISPR/Cas9 36 

3.1 First exon of Plppr3 is a suitable target for preventing PLPPR3 expression 36 

3.1.1 PLPPR3 expression is likely regulated by alternative splicing 36 

3.1.2 Knockout strategy: insert LoxP sites around first exon using CRISPR-Cas9 38 

 

3.2 excision of exon 1 results in full knockout of Plppr3 expression 40 

3.2.1 Validation of Plppr3 knockout on DNA and protein-level 40 

3.2.2 Off-target quality control 40 

 

3.3 Summary and outlook: Strategies for creating a conditional PLPPR3 knockout 43 

 

 



20 
 

 

RESULTS 
 

4 PLPPR3 redirects growth to branches 44 

4.1 Overall development of neurons is not disturbed in Plppr3-/- 44 

 

4.2 Plppr3-/- neurons branch less in vitro 45 

4.2.1 Filopodia numbers are decreased in early polarised Plppr3-/- neurons 45 

4.2.2 Branch density is decreased in fully polarised Plppr3-/- neurons 46 

4.2.3 Cortical Layer II/III Plppr3-/- neurons have no branching phenotype in vivo 48 

 

4.3 PLPPR3 and the PI3K pathway regulate branching cooperatively 50 

4.3.1 No evidence for altered PIP3-levels in Plppr3-/- 51 

4.3.2 Knockdown of PTEN rescues Plppr3-/- branching deficit in primary neurons 52 

 

4.4 Summary and outlook: further phenotyping of Plppr3-/- animals 54 

 

 

5 Precursor types predict the stability of neuron branches 56 

5.1 Branch stability depends on precursor and location 56 

5.1.1 Branches that initiate from distinct precursor structures differ in lifetime 56 

5.1.2 Developing axons stabilise all branches and prefer efficient precursor types 58 

 

5.2 Removing efficient precursors reduces overall branch stability 59 

5.2.1 Plppr3-/- branches have a shorter lifetime 59 

5.2.2 Plppr3-/- reduces branch stability only by removing filopodia 61 

 

5.3 Summary and outlook: How could precursors modify branch stability 63 

 

 



21 
 

2 MAPPING FUNCTION TO PLPPR3 DOMAINS  

Given the sparsity of information on PLPPR3 in the literature, I set out to describe expression and 

localisation in both cultured primary neurons and in vivo. To gain further insight into the function of 

PLPPR3 and to locate the domains of PLPPR3 that govern cellular functions, I expressed wild-type and 

mutant constructs in cultured cells lines. 

2.1 PLPPR3 IS A NEURON-SPECIFIC, AXON-ENRICHED TRANSMEMBRANE PROTEIN 

The screening of existing protein and mRNA expression datasets156–158 suggests PLPPR3 as a neuron-

specific protein expressed primarily during development. However, relatively little information on cell-

type-specific expression is currently available. With the recent publication of multiple single-cell 

transcriptomic analyses on mouse brain cells by the Allen Brain institute96, such information has 

become available, at least for adult stages. These studies include two datasets from adult mouse cortex 

obtained using either SMART- or 10x-RNA-sequencing technology. 10x allows for the screening of 

many cells. It enriches for mRNA-parts close to the poly-A-tail and therefore is often less sensitive 

compared to the SMART technology that does not enrich for mRNAs but has a broader coverage and 

therefore sensitivity (but also a higher chance for false positives).189 Comparing both datasets using a 

custom-made R/Shiny-App (https://github.com/jo-fuchs/Gene-expression-AllenBrainAtlas) reveals a 

low to medium expression of Plppr3 in adult cortical neurons and increased expression in GABAergic 

interneurons (Figure 1A&D). 

Comparing expression levels between ‘neighbourhoods’ – regions with similar gene expression profiles 

rather than anatomically defined brain regions190 – reveals caudal ganglionic eminence derived 

GABAergic cells as the highest Plppr3-expressers in adult mice. In comparison, hippocampal and lower-

order cortical glutamatergic neurons express less (Figure 1E) or no Plppr3 (Figure 1B). Sub-categorising 

these neighbourhoods into clusters of cell types with similar gene expression profiles reveals the 

highest Plppr3-expression in Synuclein-gamma (Sncg) positive interneurons (Figure 1C&F). The only 

paper discussing Sncg-interneurons places them as a type of basket cell counter-playing hippocampal 

Parvalbumin-interneurons in CA1.191 Expression of Plppr3 seems to be absent in hippocampal dentate 

gyrus and low in CA1-3 and adjacent regions, while expression in layer II/III seems to be highest across 

cortical glutamatergic neurons. 

2.1.1 PLPPR3 enriches in axons and internal organelles and plasma membrane protrusions 

These datasets suggest adult expression of Plppr3, primarily in GABAergic cell types. To gain further 

insight into the developmental expression and localisation of PLPPR3, I obtained coronal sections of 

embryonic day 17 murine cortex from the Institute of Neuroanatomy (Nikolaus Gräber, laboratory of 

Prof. Victor Tarabykin) at Charité and immunofluorescently labelled PLPPR3 and the axon marker 

L1CAM. Interestingly, in these experiments PLPPR3 was found most abundant in L1CAM-positive 

axonal tracts (Figure 2A&B), which comprise axons of glutamatergic neurons.45,192 This localisation 

matches the localisation of PLPPR3 in embryonic day 16 murine cortex as described by Cheng et al. 

2016 (supplementary figure 1)193. 

https://github.com/jo-fuchs/Gene-expression-AllenBrainAtlas
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Figure 1: PLPPR3 is a neuron-specific protein and expresses preferentially in GABAergic neurons in adult mice. (A&D) Custom 

visualisation of two single-cell RNA-sequencing datasets from the Allen Brain Institute190 reveals mRNA levels of Plppr3 in 

individual neuronal cell types (individual dots, size is proportional to number of cells of the respective cell type) and absence 

of mRNA in non-neuronal brain cells in adult mouse brains. (B&E) Sub-categorisation into ‘neighbourhoods’ indicates highest 

expression levels in GABAergic interneurons derived from the caudal ganglionic eminence and low expression in hippocampal 

glutamatergic neurons. (C&F) Further sub-categorisation into ‘cell type clusters’ suggests Synuclein-gamma expressing 

interneurons as the major Plppr3-expressing cell in adulthood. Panels A-C: 10x-dataset, panels D-F: SMART dataset. Data from 

Allen Brain Institute visualised with a custom R script (https://github.com/jo-fuchs/Gene-expression-AllenBrainAtlas). 

https://github.com/jo-fuchs/Gene-expression-AllenBrainAtlas
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However, not all L1CAM-positive axonal tracts in embryonic mouse brains seemed to contain PLPPR3. 

Axon tracts passing through the medial septum appeared PLPPR3-negative (Figure 2C).  Axons in the 

medial septum connect medial septal neurons with the hippocampus and adjacent regions and the 

hippocampus with olfactory bulb and supramammilary body and have also been described to contain 

long-range GABAergic projecting axons194–196. These localisation patterns of PLPPR3 at an embryonic 

timepoint suggest expression and localisation of PLPPR3 predominantly in axons of glutamatergic cells 

during early development. 

 

 

Figure 2: PLPPR3 localises to 

specific axonal tracts in vivo. 

Immunofluorescent visualisation of 

PLPPR3, the axon marker L1CAM, 

and nuclei (DNA) in E17 murine 

coronal brain sections. (A) Cortical 

axon tracts (corticofugal and 

thalamocortical axons at E17) 

passing through striatum are 

PLPPR3-positive. (B) Cortical axon 

tracts anterior to corpus callosum 

contain PLPPR3. Previously 

published in Brosig & Fuchs et al., 

2019.197 (C) L1CAM-positive axon 

tracts passing through medial 

septum are not PLPPR3-positive, 

E17 mouse coronal sections. 

 

To narrow down the exact localisation of PLPPR3 in developing neurons, I fixed and immunolabeled 

hippocampal neurons after one day in culture (DIV1) to gain insight into localisation in newly 

developing neurons (stage 1, definition of stages from Polleux & Snider, 201018), at DIV3 for 

predominantly unpolarised neurons (stage 2), at DIV5 for predominantly polarised (stage 3) and at 

DIV9 for fully polarised neurons (stage 4).  

At stage 1, PLPPR3 localised to internal membrane structures and in a subset of neurons also to the 

plasma membrane (Figure 3A). As perinuclear parts of the membrane structures were also weakly 

DAPI-positive, the PLPPR3-positive organelle is likely connected to the rough and smooth endoplasmic 

reticulum. In non-polarised neurons (Figure 3B), PLPPR3 localised equally to internal membranes and 

growth cones of all neurites, while in polarised cells, the PLPPR3 immunoreactivity was enriched on a 

newly formed axon and its growth cone membrane (Figure 3C&D). In fully polarised stage 4 neurons, 

PLPPR3 was highly enriched in axons and the growth cones. Notably, the abundance of PLPPR3 seemed 

to be highest in concave regions of the growth cone rather than at the most distal protrusions  

(Figure 3C&D). Focusing on axonal shaft regions at DIV9 revealed a granular pattern of PLPPR3 signal 

throughout the axon shaft with no apparent enrichment at the plasma membrane Figure 3E). 
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Figure 3: PLPPR3 localises to axonal 

plasma membrane and internal 

structures in cultured hippocampal 

neurons of various ages. (A) Confocal 

sections of stage 1 hippocampal neurons 

plated on poly-ornithine reveal PLPPR3 

on plasma membrane and in internal 

membrane compartments (B) PLPPR3 

signal in stage 2 neurons equally 

distributes to all neurites.  (C) Abundance 

of PLPPR3 is highest in axons and growth 

cones at later developmental timepoints. 

(D) PLPPR3 signal is strongest in proximal 

regions of the growth cone. (E) PLPPR3 

signal in DIV9 axons is detected as a 

granular pattern in internal structures 

and at the membrane. All images 

represent confocal sections. 

 

 

 

 

 

To obtain a better signal-to-noise ratio and to avoid unspecific antibody binding, I overexpressed 

mouse PLPPR3-Flag in cultured N1E-115 neuroblastoma cells. Similar to endogenous PLPPR3 in 

hippocampal neurons, overexpressed PLPPR3 localised both to internal membrane compartments and 

the plasma membrane (Figure 4A). Interestingly, PLPPR3 signal at the plasma membrane seemed to 

enrich in filopodial protrusions. Furthermore, as described for PLPPR-family members,155,166,185–187 also 

PLPPR3-expressing cells appeared to have more filopodia compared to non-expressing cells.  

To further resolve PLPPR3-localisation, I collaborated with Dr. Niclas Gimber (AMBIO, Charité) to 

employ super-resolution structured illumination microscopy (SIM).198  Overexpressed PLPPR3 

appeared in a punctate pattern that localised to the tip and shaft of filopodial protrusions or to tubular 

internal membrane structures (blue and yellow arrows respectively in Figure 4B). The PLPPR3 signal in 

filopodial protrusions often reached beyond the F-actin-rich core, as described for other members of 

the PLPPR-family186. Furthermore, PLPPR3 did not seem to specifically enrich in protrusions positive 

for both F-actin and microtubules, suggesting no function in linking the two cytoskeletal structures. 

The internal tubular signal often located parallel to microtubules (Figure 4B), further strengthening the 

hypothesis that it may demarcate tubules of the endoplasmic reticulum. The punctate pattern of 

PLPPR3 in SIM is not entirely conclusive, as similar sized puncta are also found in some of the ß3-

Tubulin signal (pink arrow in Figure 4B), and the Wiener-based reconstruction algorithms used in this 

SIM-experiment have been described to produce artefactual punctate patterns with low-intensity 

labels.199–201 
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Figure 4: Overexpressed 

PLPPR3 localizes to plasma 

membrane protrusions and 

tubular internal membrane 

structures in N1E-115 cells. (A) 

Confocal section through N1E-

115 cell showing PLPPR3-Flag 

localisation at internal 

organelles and plasma 

membrane. (B) Maximum 

intensity projection of 

structured illumination 

microscopy (SIM) images of 

N1E-115 cell reveals PLPPR3-

localisation at tip and shaft of 

F-actin-rich filopodial 

protrusions (blue arrows) and 

internal tubular membrane 

structures (yellow arrows). 

Pink arrows indicate punctate 

SIM-artifacts in tubulin 

channel. Modified version 

previously published in Brosig 

& Fuchs et al. 2019.197 

 

2.2 PLPPR3 INCREASES FILOPODIA ON N1E-115 CELLS 

PLPPR3 enriches in protrusions and internal membrane compartments, and family members of PLPPR3 

have been described to increase filopodia density in multiple cell types155,166,185–187. However, the 

precise mechanism and the specific domains of PLPPRs that execute this filopodia-related function 

have not been conclusively described. All PLPPRs consist of an N-terminal transmembrane domain with 

six membrane-spanning helices and a cytosolic C-terminal region with varying length. While some 

studies indicated that the C-terminal region of PLPPRs is critical for filopodia effects,165,166 others 

required the full-length protein rather than only transmembrane or C-terminal regions.186,187 

Given that the filopodia-forming capacity of PLPPRs is conserved across the family, the structural 

regions mediating this function are likely also conserved amongst all family members. Furthermore, 

there is no evidence that members of the closely related PLPP-family alter filopodia density. Therefore, 

filopodia-domains are expected to be PLPPR-specific rather than conserved in PLPPs. To narrow down 

putative filopodia-related domains, I therefore performed sequence alignments of the PLPPR-family 

using two algorithms with different scoring systems of gaps in the alignments.202,203 

PLPPRs share the highest homology in their transmembrane region, making those regions good 

candidates for mediating the filopodia-related functions (Figure 5). This region, however, also aligns 

closely to non-filopodia forming PLPPs, so further refinements of transmembrane-alignments 

(including PLPP-family members) will be shown in subsequent sections.  
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Figure 5: PLPPR-Family is highly conserved in transmembrane region. Multiple sequence alignment using Clustal Omega 

reveals close similarity of the transmembrane region (red) of all PLPPRs with little to no similarity between all members in the 

C-terminal domain (blue). Alignment using the MAFFT software version 7 additionally reveals homologous regions (yellow) in 

the C-terminal domain, which in the case of PLPPR3 and 4 is split into two conserved regions spaced out in the C-term and 

connected for the other PLPPRs. The open box in the PLPPR3-scheme indicates the position of the poly-E-box, the closed box 

the position of a putative Calmodulin-binding domain.  

The C-terminal domains of PLPPR3 and PLPPR4 are closely related and longer compared to other 

PLPPRs. The C-terminal domains of PLPPR1 and PLPPR5 also share homology but are considerably 

shorter, and PLPPR2 appears as an intermediate between both PLPPR-clusters. When aligning these C-

terminal domains with the CLUSTAL omega tool (https://www.ebi.ac.uk/Tools/msa/clustalo/), no 

domains in the C-terminal regions of PLPPR3/4 and PLPPR1/5 seem to be closely related (Figure 5 top 

panel). However, the MAFFT software (https://www.ebi.ac.uk/Tools/msa/mafft/) detects most of the 

PLPPR1/5 C-terminus as sub-domains in the other PLPPRs (Figure 5 bottom panel). All PLPPRs harbour 

a proline motif (PxxxxPxxxxP) at varying distances to the transmembrane region. These prolines 

regularly space out negatively charged or phosphorylatable amino acids, suggesting a conserved 

structure of negative charge in the C-terminal region. 

The very last amino acids of PLPPR1/5 share loose homology to regions in the distal C-terminus of 

PLPPR3/4 (Figure 5 bottom panel). This region is not found in PLPPR2, which has remained the most 

elusive PLPPR to study but shows the weakest propensity to filopodia formation in N1E-115 cells (see 

Figure 7B). The PLPPR3 C-terminus additionally contains a region closely related to the Calmodulin-

binding region described in PLPPR4.204 Furthermore, a ‘poly-E-box’ of 20 glutamic acids is specific to 

the PLPPR3 C-terminus. However, given their presence only in subsets of PLPPRs, both Calmodulin-

binding and poly-E-box regions are likely mediating regulatory rather than filopodia forming functions.  

2.2.1 Deletion mutants of PLPPR3 alter plasma membrane localisation  

To characterise the role of the PLPPR3 C-terminal domain in regulating filopodia abundance, I created 

(ΔpE, ΔCc) and used (ΔCa) deletion mutants of Flag-tagged PLPPR3 and overexpressed them in 

neuroblastoma N1E-115 cells. The exact mutations (Figure 6A) comprise a deletion of the poly-E-box 

(ΔpE, amino acids 439-458), a deletion of the distal C-terminus with the second homologous region 

described above (ΔCa, amino acids 408-716), and a deletion of the entire C-terminal region (ΔCc, amino 

acids 284-716). All versions of PLPPR3 localised to internal membrane compartments, some to the 

plasma membrane, including its protrusions. 

https://www.ebi.ac.uk/Tools/msa/clustalo/
https://www.ebi.ac.uk/Tools/msa/mafft/
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Figure 6: Deletion of C-terminal regions of PLPPR3 alters plasma membrane localisation. (A) Confocal maximum projections 

of N1E-115 cells expressing a membrane-recruited GFP (GFP-f) and Flag-tagged deletion mutants of PLPPR3 or an empty 

control plasmid. Note the varying localisation patterns between PLPPR3-constructs from plasma-membrane enriched to 

internal organelle-enriched. (B) Semi-automated quantification of plasma membrane protrusions per length of cell 

circumference. Full-length and ΔpE increase protrusion density, phenotypes of C-terminal deletions are unclear. (C) Semi-

automated quantification of plasma membrane abundance of PLPPR3-mutants. PLPPR3-ΔpE localises more, C-terminal 

deletions less to the plasma membrane compared to full-length PLPPR3. Small opaque dots indicate individual cells, large dots 

indicate means of individual experiments, colour code indicates individual experiments. Effect sizes in Table 5. Error bars 

represent the SEM between experiments, statistical tests were performed between experiments as described in section 8.12 

using mixed effects modelling followed by Holm-corrected post-hoc comparison of individual groups. n = 6 experiments (Flag, 

PLPPR3, ΔpE), n = 4 (ΔCa, ΔCc). * p < 0.05, ** p < 0.01, *** p < 0.001 
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To quantify filopodia forming capacity and membrane localisation, I overexpressed PLPPR3-mutants in 

N1E-115 cells in combination with a membrane-targeted GFP205 and imaged immunolabelled cells 

using confocal microscopy. The semi-automated analysis (described in detail in section 7.2.1) included 

detecting membrane protrusions as intensity maxima outside of the cell and measuring PLPPR3 

membrane abundance as the ratio of membrane and intracellular intensity. 

Overexpressed PLPPR3 and ΔpE increased protrusion density on N1E-115 cells. The C-terminal deletion 

mutants require further experiments but tend to induce fewer protrusions compared to wild-type 

PLPPR3 (Figure 6B, effect sizes in Table 5). However, filopodia-density alterations were difficult to 

detect in these experiments due to the high baseline density of protrusions in N1E-115 cells. The 

deletion mutants differed most in their membrane abundance, with the poly-E-box deletion localising 

more to the plasma membrane and C-terminal deletion mutants localising nearly exclusively to internal 

membrane structures (Figure 6C, effect sizes in Table 5). Similar phenotypes have been described for 

PLPPR1 C-terminal deletions186.  

2.3 PLASMA MEMBRANE LOCALISATION IS REGULATED BY CONSERVED DOMAINS OF PLPPRS 

The deletion experiments suggest a correlation of filopodia density with PLPPR3 membrane 

abundance. A minimal level of PLPPR3 at the plasma membrane might be required to mediate the 

filopodia effects. However, such a correlation complicates the interpretation of experiments testing 

filopodia density with PLPPR3-mutants altering membrane localisation. To distinguish membrane 

localisation from filopodia formation defects, I first focused on mechanisms and regions regulating 

membrane abundance of PLPPR3. 

2.3.1 Expression level and co-expression alter plasma membrane abundance of PLPPR3 

In the previous experiments, plasma membrane-localised PLPPR3 variants tended to have higher 

expression levels (data not shown). To further assess the connection of expression strength and 

membrane localisation, I subcloned wild-type PLPPR3-Flag from the CAG-promoter containing pCAX 

backbone into the pN1-plasmid that expresses with a slightly weaker CMV-promoter. In subsequent 

overexpression experiments, this promoter strength also correlated well with plasma membrane 

abundance of PLPPR3 (Figure 7A). 

However, overexpression of C-terminally GFP-tagged PLPPR3 did not localise as efficiently to the 

plasma membrane as Flag-tagged PLPPR3. Interestingly, co-expression of PLPPR3-Flag with PLPPR3-

GFP or any other GFP-tagged PLPPR-family member (Figure 7B) increased membrane localisation of 

both PLPPR-constructs. Therefore, homo- or heterologous complex formation between PLPPRs might 

regulate membrane localisation. This link of expression level and membrane localisation for PLPPRs 

was strengthened in a separate study, where co-expression of PLPPR-family members (with PLPPR1) 

increased membrane abundance and expression levels of both co-expressed PLPPRs.186 
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Figure 7: Expression level and co-expression alter localisation of PLPPR3. (A) Expression of PLPPR3-Flag from CMV-promotor 

(pN1) causes mainly internal localisation, expression from CAG-promotor (pCAX) more plasma membrane abundance. (B) Co-

expression of GFP-tagged versions of PLPPR-family members with PLPPR3-Flag increases membrane abundance of both 

PLPPRs. Both panels show confocal sections of N1E-115 cells overexpressing GFP-tagged PLPPR family members or membrane-

targeted GFP (GFP-f) with PLPPR3-Flag. Panel B was previously published in Brosig & Fuchs et al., 2019.197 

 

2.3.2 Modifications of PLPPR3 in the transmembrane region inform about localisation 

Previous experiments in the lab (by Dr. Annika Brosig)206 and studies on PLPPR family members155,163,165 

have suggested the existence of a modified PLPPR3-version, which shows decreased mobility in SDS-

PAGE. This segregation into two pools was reminiscent of the segregation of PLPPR3-variants into pools 

of internal and plasma membrane compartments. Therefore, with the help of two rotation students, 

Lars Landgraf (2018-19) and Leandre Ravatt (2021), I assessed the contribution of potential post-

translational modifications to the double-band in SDS-PAGE. We furthermore characterised the 

connection of such potentially modified PLPPR3-species to membrane abundance of PLPPR3. 

N-linked glycosylation is among the most discussed modifications in the context of membrane protein 

trafficking. This glycosylation of asparagine residues occurs co-translationally in the endoplasmic 

reticulum and is elaborated to glycan trees in the golgi apparatus.207 Glycosylation is required for 

proper folding of some membrane proteins or acts as a quality control signal for forward trafficking.207 

Also some PLPPR proteins163,165 and their closely related PLPP-family208,209 have been described to 

depend on glycosylation of an extracellular arginine for plasma membrane localisation. As this arginine 

is conserved throughout the PLPPR and PLPP family (Figure 8A blue), we created a point-mutant of 

PLPPR3-N167Q to study the role of this glycosylation event in PLPPR3 membrane abundance. 
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S-linked palmitoylation of cysteines acts as a regulatable membrane recruitment signal for cytosolic 

proteins.210,211 Membrane proteins can be palmitoylated, even in the middle of their membrane-

spanning domains, to alter activity, trafficking to the plasma membrane, or movement to signalling 

domains.212 A prediction of sequence motifs for putative S-palmitoylation sites using the CSS-PALM 2.0 

algorithm213 revealed a site in the first transmembrane domain of PLPPR3 (C20) and another site before 

the third TMD in an intracellular cytosolic loop (C119). These cysteines are conserved throughout the 

PLPPR-family but absent in the PLPPs (Figure 8A yellow). Given that PLPPR-family-specific motifs likely 

contain information about PLPPR-specific functions such as filopodia formation, we also designed 

mutants for both putative palmitoylation sites (C20 and C119) and cloned and tested the PLPPR3-

C119A mutant. This work was executed by Leandre Ravatt under my supervision. 

Finally, directly adjacent to the third TMD, we found an arginine motif conserved in all PLPPRs that is 

absent in PLPPs (Figure 8A red). Arginine motifs have been discussed to control trafficking of 

(clustering) membrane proteins.214 Many of these motifs retain proteins in the endoplasmic reticulum 

and often are binding sites or subject to regulation via phosphorylation (via neutralising the positive 

charge).214,215 Therefore, we neutralised the charge of this PLPPR-specific domain in PLPPR3 by 

replacing the arginines with glycines to study membrane abundance, filopodia formation, and 

presence of the double band in Western blots. 

Expression of wild-type PLPPR3, the mutant of the putative palmitoylation site C119A and the poly-E-

box deletion mutant in N1E-115 cells revealed the double-band in SDS-PAGE experiments visualised 

via Western blotting (Figure 8B&C). In contrast, the glycosylation-deficient (N167Q) PLPPR3 and the 

neutralised juxtamembrane region mutant (R>G) showed only the lower band (Figure 8B&C). The ratio 

of lower to upper band appeared increased in the PLPPR3-ΔpE variant (Figure 8D, effect sizes in  

Table 5), which presented with higher membrane abundance in section 2.2.1., indicating a correlation 

of membrane abundance and presence of the double band. Indeed, when visualising the localisation 

of the other mutants in N1E-115 cells (Figure 8E), the double-band containing versions (wild-type, 

C119A) partially localised to the plasma membrane, while the single-band versions (N167Q, R>G) 

localised internally (Figure 8G, effect sizes in Table 5). 

These results suggest that glycosylation is required for PLPPR3 presence at the plasma membrane. 

However, enzymatically removing glycosylations or phosphorylations (by Dr. Annika Brosig and Cristina 

Kroon, not shown) shifted both bands, rather than specifically targeting only the modified species. 

Therefore, the exact modification of PLPPR3 resulting in the differential migration on SDS-PAGE is still 

unclear. However, the reduced membrane localisation of the single-band mutants (N167Q, R>G) 

suggests that the double is acquired at the plasma membrane. 

The internal localisation of the polybasic juxtamembrane mutant was unexpected, as arginine motifs 

were mainly described to counteract rather than promote plasma membrane recruitment.214 However, 

in particular arginine motifs close to the plasma membrane appear to mediate exit from the 

endoplasmic reticulum and golgi.216 Furthermore, delta opioid receptors require a similar motif to 

regulate PI3K-dependent trafficking to the plasma membrane.217 The positive charge directly adjacent 

to the plasma membrane and the putative link to PI3K activity suggests binding to negatively charged 
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lipids by the PLPPR3-juxtamembrane region. I therefore tested the binding of PLPPR3 to 

phosphoinositide lipids using an overlay assay (PIP-Strips). Indeed, purified full-length PLPPR3 

(provided by Fatih Ipek) showed binding to various PIPs lipids in a pilot experiment (Figure 8H). 
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Figure 8 (previous page): Presence of a modified PLPPR3 species correlates with plasma membrane abundance. (A) Alignments 

of putative regulatory motifs in the PLPPR-family compared to related regions in PLPPs. Yellow: predicted palmitoylation sites 

(CSS-PALM 2.0)213, red: poly-basic juxtamembrane region, blue: conserved N-linked glycosylation. (B&C) Representative 

Western blots of lysates from N1E-115 expressing mutants of the putative regulatory motifs. C199A: palmitoylation mutant, 

N167Q: glycosylation mutant, R>G: polybasic mutant. Glycosylation- and R>G-mutant lack the double band. (D) Quantification 

of upper / lower band intensity. Colour code indicates the person and year of execution, error bars represent SEM. n=4 

(mutants tested by Leandre Ravatt) or n=7 (mutants tested additionally by Lars Landgraf). (E) Maximal projections of N1E-

115 cells expressing indicated mutants with membrane-targeted GFP (GFP-f). Control: empty plasmid. (F) Quantification of 

membrane abundance. N167Q and R>G mutants appear less membrane abundant. (G) Quantification of membrane 

protrusion density. R>G mutant induces fewer filopodia, other mutants are not conclusive. Small opaque dots indicate 

individual cells, large dots indicate means of individual experiments, colour code indicates individual experiments. Effect sizes 

in Table 5. Error bars represent the SEM between experiments, n = 6 experiments (ctrl, PLPPR3 & R>G), n = 3 (C119A, N167Q). 

Statistical test: mixed model between experiments, post-hoc comparisons Holm-corrected. * p < 0.05, ** p < 0.01, *** p < 

0.001. (H) Lipid-binding overlay assay (PIP-Strip, Echelon) using purified PLPPR3-Flag-1D4 (provided by Fatih Ipek) shows 

strong binding to negatively charged lipids in one experiment. (I) PIP-strip with Biotin-labelled peptides spanning polybasic 

juxtamembrane region indicates charge-dependent binding of this region to negatively charged lipids. Images show an 

intensity-adjusted average-projection of all replicates. None of the wild-type specific bindings were statistically detectable 

with n=4 (wild-type) and n=2 (mutant). 

 

To circumvent the need for a complex PLPPR3 purification, I optimised the lipid-binding assay with 

synthesised, biotin-labelled peptides of the polybasic juxtamembrane region. Although at a much 

lower signal-to-noise, also the wild-type peptide tends to bind negatively charged lipids (potentially 

preferring monophosphate phosphoinositides). Replacing the conserved arginines with glycines seems 

to abolish PIP-binding (Figure 8I). However, the low intensity of binding prevents strong conclusions 

and makes this experiment a pilot study to test the R>G mutant with purified full-length protein.  

Nevertheless, PLPPR3 seems to bind specific membrane lipids, potentially with a region mediating 

trafficking to the plasma membrane. Detecting different lipid compositions on different organelles 

could therefore also be an additional regulatory mechanism for PLPPR3 trafficking. 

2.3.3 Catalytic center mutants reduce plasma membrane abundance of PLPPR3 

Due to the high homology to lipid phosphatases of the PLPP-family, some PLPPR-functions are likely 

mediated by PLPP-substrates. Indeed, while PLPPR1 and PLPPR4 have been identified to lack hydrolytic 

activity against lysophosphatidic acid (LPA)153–155, several experiments characterised crosstalk between 

PLPPRs and LPA-mediated functions159–161,218,219. However, it remains elusive whether these effects are 

mediated by shared downstream signalling, by direct lipid binding, or by lipid transport mechanisms. 

Recently, two structures of a bacterial lipid phosphatase (Phosphatidylglycerophosphatase B, PgpB) 

have been published.220,221 These structures provide insight into the catalytic centre of the homologous 

PLPPs. PgpB dephosphorylates lipids using a catalytic triad of H163, H207, and D211 (Figure 9A red). 

All PLPPRs lack histidine 207 in the C3 domain, PLPPR2 and PLPPR5 even lack histidine 163 in the C2 

domain. In addition to these catalytic residues, PgpB contains conserved positive charges at positions 

K97, R104, and R201 to bind the phosphate group of the phospholipid. Two of these phosphate-binding 

residues are missing in all members of the PLPPR family; PLPPR3 even lacks all of them (Figure 9A blue).  
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PgpB binds its lipid substrates specifically at its head group using a specific arrangement, the so-called 

PSGH-loop, in its C2 domain of the catalytic center (for visualisation see Figure 5, Tong et al., 2018).221 

The glycine between serine 161 and histidine 163 allows for the entrance of specific lipid head-groups 

that is blocked by replacement with bulky amino acids. All PLPPRs contain charged bulky amino acids 

at this position, suggesting a blocked gate before the mutated catalytic centre. Additional to this head 

group filter, PgpB contains a binding pocket for lipid tails between the second and third 

transmembrane loops. A small amino acid at position 89 (glycine) has been described as required for 

distinguishing lipids of different lengths.221 Lysine 93 is mutated to a smaller amino acid in eukaryotic 

PLPPs and has been described to distinguish lipid species between eukaryotic PLPPs and prokaryotic 

PgpB.221 Interestingly, compared to other functional domains of PgpB and PLPPs, this potential lipid-

binding pocket seems less disturbed in PLPPRs (Figure 9A yellow). 

 
Figure 9: Mutants to the putative catalytic centre of PLPPR3 reduce plasma membrane abundance. (A) Alignments of catalytic 

domains of E.coli PgpB and murine PLPP1, PLPP3 as well as PLPPRs. Colour coded are regions of specific relevance for PgpB 

and PLPPs. (B) Confocal maximum intensity projections of N1E-115 cells expressing indicated PLPPR3-Flag constructs with 

membrane-targeted GFP (GFP-f). (C) Quantification of plasma membrane abundance of mutants compared to wild-type 

PLPPR3. (D) Quantification of protrusion density of mutants. Small opaque dots indicate individual cells, large dots indicate 

means of individual experiments, colour code indicates individual experiments. Effect sizes in Table 5. Error bars represent the 

SEM between experiments, n = 6 experiments (PLPPR3, S203A, H205A), n = 4 (C2mut). Mixed model between experiments, 

post-hoc comparisons Holm-corrected. *** p < 0.001. 
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Given these mutations of critical catalytic and phospholipid-binding residues in PLPPRs, the lack of 

hydrolytic activity of PLPPR1 and PLPPR4 is not surprising.153–155 As these PLPPRs have the least 

disturbed catalytic centre of the family, the other PLPPRs are even less likely to be catalytically active 

against LPA. Nevertheless, mutations of the remaining catalytic histidine in the C2 domain abolish 

some LPA-mediated functions of PLPPR4160 and causes PLPPR1-retention to the endoplasmic 

reticulum.155 Furthermore, reconstitution of this histidine in PLPPR5 rescues membrane abundance.165  

To test for the role of the C2-domain in PLPPR3, I mutated serine 203 and histidine 205 and measured 

membrane abundance and filopodia forming capacity in N1E-115 cells (Figure 9B). Interestingly, also 

these PLPPR3 mutants constrict the protein to internal membrane compartments (Figure 9C, effect 

sizes in Table 5). Filopodia forming capacity was too variable to allow conclusions (Figure 9D, effect 

sizes in Table 5). Therefore, even though catalytic activity against lipids is highly unlikely in PLPPRs, 

their former catalytic centre might mediate plasma membrane localisation. This suggests a potential 

sensing role of the inactivated lipid-binding region. 

 

2.4 SUMMARY AND OUTLOOK: DOMAIN MAPPING PROVIDES TOOLS TO PRECISELY STUDY PLPPR3 

FUNCTION 

In summary, these experiments present PLPPR3 as a neuron-specific, axon enriched membrane protein 

localising to internal and plasma membrane structures. PLPPR3 overexpressing cells contain more 

filopodia, and membrane abundance of PLPPR3 is tightly regulated by expression levels and by 

functional domains in its membrane-spanning region. Furthermore, a potentially modified species of 

PLPPR3 visible in Western blots correlates well with plasma membrane abundance of PLPPR3. 

The region mediating the filopodia effects is likely shared across members of the PLPPR-family. My 

experiments rule out the possibility that the poly-E-box mediates the effects on filopodia density. 

However, the deletion mutant experiments are not conclusive because filopodia readouts are highly 

confounded by high baseline filopodia density of N1E-115 cells, altered expression level and, critically, 

membrane trafficking of mutant versions of PLPPR3. Similar effects have prevented the description of 

the exact site for PLPPR4187 and PLPPR1.186 However, membrane targeting of the C-terminal domain of 

PLPPR1 seems to effectively increase filopodia density,166 making regions in the C-terminal domain the 

best candidate for filopodia functions of PLPPRs. 

Furthermore, the high homology of PLPPRs in their transmembrane region with conserved PLPPR-

specific mutations, indicates that domains in the membrane region play critical roles to distinguish 

PLPPR- from PLPP-functions. If the C-terminal regions of PLPPRs indeed harbour filopodia-related 

domains, the transmembrane regions could localise PLPPRs or activate this function. To test this 

hypothesis, ideally, one would find a mutant of PLPPR3 that traffics normally but fails to induce 

filopodia. An interesting candidate mutation could be a mutant of the proline-motif in the C-terminal 

domain replacing either the negative charges between the prolines, or the prolines directly to alter the 

secondary structure of the domain. In case such mutants fail to induce the increased filopodia density, 

they could serve as tools to specifically screen for binding partners that mediate the filopodia effects. 
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Regarding the regulation of PLPPR3-function, membrane trafficking emerges as a fruitful field of study. 

The promoter experiments suggest that the expression level drives membrane localisation rather than 

the reverse. This potentially enables a strategy to de-confound functional studies from localisation 

phenotypes by adjusting expression levels of the internally localised mutants. The experiments using 

the mutant of a putative palmitoylation site suggest no role of C119 in plasma membrane localisation. 

However, the other predicted palmitoylation site C20 and roles of palmitoylation in filopodia formation 

still pend testing. The glycosylation-deficient mutant N167Q failed to traffic to the plasma membrane. 

In contrast, the poly-E-box deletion mutant localised more to the plasma membrane. Therefore, these 

two mutants could serve as tools to differentiate plasma membrane-mediated effects from internal 

organelle-mediated functions of PLPPR3.   

The phosphoinositide binding of PLPPR3, potentially mediated by a polybasic region close to the third 

transmembrane loop, could be an interesting mechanism to regulate PLPPR3 localisation to the plasma 

membrane or even to microdomains of the plasma membrane. The trafficking defects of mutants to 

the catalytic centre further suggest regulation of PLPPR3 function by interaction with bioactive lipids. 

These studies, however, still lack direct evidence for binding of lipids to PLPPR3 and could be further 

elucidated by information about the structure of the membrane region of PLPPRs.  

In summary, these mutagenesis experiments establish several interesting hypotheses for future 

experiments and highlight the need for controlling membrane trafficking of PLPPRs to study functional 

readouts reliably. The analysis tools and the mutants of PLPPR3 generated here can hopefully facilitate 

such experiments, and the measured effect sizes (Table 5) can inform sample size estimations for 

subsequent confirmatory experiments. 
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3 GENERATING A PLPPR3-/- MOUSE USING CRISPR/CAS9  

The experiments of the previous section have suggested a function of PLPPR3 as a neuron-specific, 

axon-enriched plasma membrane protein that, following overexpression, increases filopodia density 

on cells. To study the function of PLPPR3 in a more physiological setting, we decided to generate a 

knockout mouse for PLPPR3 using the CRISPR/Cas9 technique. This was undertaken in collaboration 

with Thorsten Trimbuch (Laboratory of Prof. Christian Rosenmund, Viral core facility Charité) and the 

Transgenic Technology Core Facility (Prof. Geert Michel) of the Centre for Experimental Medicine at 

Charité (FEM). Results of this section have been partially published in Brosig & Fuchs et al. 2019.197 

The CRISPR/Cas9 (clustered regularly interspaced short palindromic repeat/ CRISPR-associate 9) 

system uses an RNA-directed nuclease to alter a given genome at precise sites only.222,223 Short RNAs 

guide the nuclease (Cas9) to the genomic target region. Depending on the specific version, Cas9 cleaves 

both or only one strand of the host-DNA. The resulting DNA-repair mechanisms can be used to 

introduce frameshift mutations in coding regions (by non-homologous end-joining). Alternatively, by 

providing an external template for endogenous homology-directed repair mechanisms, they can 

facilitate the insertion or excision of genomic DNA regions. The induction of these repair mechanisms 

at specific genomic target regions vastly improves the efficiency of gene editing when compared to 

conventional gene-editing methods.224,225 In this way, CRISPR/Cas9 has tremendously increased the 

number of genetically modified organisms or cell lines over the last years.  

3.1 FIRST EXON OF PLPPR3 IS A SUITABLE TARGET FOR PREVENTING PLPPR3 EXPRESSION 

We decided to generate a conditional knockout by introducing LoxP sites at the genomic locus of 

Plppr3. To determine a suitable target exon essential for PLPPR3 expression, I inspected the genomic 

region and transcripts as listed in NCBI and Ensembl databases. Both databases provide evidence for 

multiple splice variants of PLPPR3 (Figure 10A) that differ in their intracellular C-terminal domain. 

3.1.1 PLPPR3 expression is likely regulated by alternative splicing  

To study the relevance of these splice variants in developing neurons, I designed primers to amplify 

the alternative variant containing exons 8 and 9 and purified RNA from developing mouse 

hippocampus (embryonic day 15). I created complementary DNA using poly-dT-primers to specifically 

enrich mRNAs and could detect full transcripts containing exons 8 and 9 via PCR (Figure 10B). To study 

these transcripts in more detail, I subcloned them into pJET plasmids and sequenced multiple clones. 

The detected transcripts contained the exact alternative splice event (connecting the middle of exon 

7 with exon 8) as listed in the genomic databases (Figure 10C, Var2a). The amino acid surrounding the 

alternative splicing site in exon 7 codes for G407 before the poly-E-box in the C-terminal domain of 

PLPPR3, which demarcates the last amino acid of the previously discussed ΔCa mutant. In addition to 

the listed splice event, many clones also differed by an alternative acceptor site for exon 8 that 

introduces a frameshift mutation to remaining exons 8 and 9 (Var2b). This suggests the existence of at 

least three versions of PLPPR3, differing in the exact ends of their C-terminal region with the ΔCa 

mutant (aa 1-407) as the common denominator among all versions.  
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Figure 10: PLPPR3 splice variants differ in C-terminal region and are likely regulated by intron retention. (A) Splicing scheme 

of conventional (poly-E-box containing) as well as alternative PLPPR3 variants with experimental evidence from transcriptomic 

and proteomic studies listed in Ensembl and NCBI genome databases. Exons and introns are not drawn at scale to focus on 

specific alternative splicing events. Arrows indicate primer binding sites for verifying alternative variants in neurons used in 

panel B. (B) PCR products from cDNA (poly-dT) from RNA of E15 mouse cortex. Two species of the alternative Plppr3 transcript 

are detectable (Var2a and Var2b). (C) Subcloning and sequencing of Var2a and Var2b transcripts provides evidence for two 

major alternative splice events: (1) Var2a and Var2b differ in an alternative splice acceptor at exon 8 (purple), which introduces 

a frameshift of consecutive C-term and therefore three PLPPR3-variants differing in their C-terminal domain. (2) most 

transcripts contain a retained intron between exons 3 and 4 (orange) that would not introduce a frameshift but harbours two 

stop codons. (D) Visualisation of binding motifs for RNA-binding proteins in intron 3-4 with similar expression profile and p-

values for prediction below 0.001. Intron retention between exons 3 and 4 is therefore likely a mechanism to regulate PLPPR3 

levels in presence of high mRNA levels. 

 

Additionally, most alternatively spliced transcripts comprised a short, retained intron between exons 

3 and 4 (Figure 10C). Interestingly, this retained intron does not introduce a frameshift in PLPPR3 but 

does contain two stop codons, thereby likely preventing translation of the alternatively spliced 

transcripts. All detected Var2a transcripts sequenced so far included the retained intron and are 

therefore unlikely to exist at the protein level. However, some Var2b transcripts did not contain the 

retained intron and would therefore be expected to express. This opens interesting questions about 

the role of the C-terminal domain of PLPPR3, which would be drastically modified in Var2b. 
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Furthermore, a search for motifs of regulatory RNA-binding proteins performed in collaboration with 

Dr. Sebastian Rademacher, yielded an exceptionally high density of potential binding motifs in the 

intron 3-4 region. Figure 10 panel D shows the highest confidence (p < 0.001) predictions for RNA-

binding proteins that share the neuron-enriched and developmentally regulated expression profile in 

the Allen Brain RNAseq and Brainspan databases.96,226,227 Therefore, the retained intron 3-4 is a likely 

candidate for regulating PLPPR3 levels (and potentially splice variants) after transcriptional regulation. 

3.1.2 Knockout strategy: insert LoxP sites around first exon using CRISPR-Cas9 

Inspection of the genomic locus of Plppr3 (Figure 11A) in Ensembl and NCBI genome browsers shows 

partial overlap of the Plppr3 gene with (the splicing regulator) Ptbp1, especially in regions around exons 

7-9. Any genomic modification of these exons would risk modifying Ptbp1 expression. The block of 

exon 2 to exon 6 contains the potentially regulatory intron 3-4 and all introns are shorter than 200 bp, 

making insertion of any additional sequence potentially harmful. Furthermore, complete excision of 

the exon 2-6 block would not result in a frameshift mutation, thereby only truncating PLPPR3 protein 

from its membrane domain instead of yielding a complete lack of expression.  

The first exon of Plppr3 comprises the start of transcription as well as translation for all splice variants. 

It does not overlap with regulatory features or parts of other genes and is separated from other exons 

by large introns. Furthermore, exon 1 codes for parts of the first membrane helix. Potential internal 

start codons in later exons (Figure 11A inset) are predicted to be very unlikely and would generate a 

protein devoid of the proper transmembrane region of PLPPR3. Should translation nevertheless occur, 

the generated truncated proteins would be expected to mislocalise or be degraded. We therefore 

decided to target exon 1 to abolish Plppr3 expression. 

We pursued the strategy to insert LoxP sites (locus of X-overP1) around exon 1 (Figure 11B) to enable 

using the Cre/LoxP system (causes recombination) for potential cell type or treatment-induced 

knockouts in addition to full knockout of Plppr3.228 To facilitate the screening for correct genomic 

modification, we additionally planned to introduce restriction sites for NheI and EcoRI adjacent to the 

LoxP sites. To facilitate genome editing around exon 1, I designed and tested the efficiency of three 

CRISPR/Cas9 guide RNAs for each insertion site respectively during my master thesis.229 The exact 

binding sites of these guide RNAs were used to design donor templates for homology-directed repair 

insertion of the genomic modification (LoxP, restriction site).  

Following reports of highly efficient (up to 50%) insertion of LoxP sites using short single-stranded 

oligonucleotides as repair templates,224,230 we designed and ordered highly pure long oligonucleotides 

containing the desired modification and 60 bp homology to either side of the cut point (Figure 11B 

strategy 1). However, in pilot experiments using these oligonucleotides with our guide RNAs, only 

about 20% of CRISPR/Cas9 modified blastocysts contained insertions at the target site (not shown). 

Furthermore, a functional conditional knockout line requires the independent insertion of two LoxP 

sites on the same chromosome. Therefore, the expected success rate to generate such a floxed allele 

using this strategy would drop to about 2% (20% site 1 * 20% site 2 * 50% not on the sister 

chromosome).  
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We therefore decided to exploit the less efficient strategy of using a plasmid template containing the 

entire genomic target region (including exon 1 and the LoxP-insertions) with 1 kb homology arms to 

either side (Figure 11B strategy 2). While the efficiency per insertion in this strategy is usually lower 

(about 10%)231, a correct insertion would already include both LoxP sites on the same chromosome, 

thereby increasing the chances for successful genome editing in our case.  

 

 

 

Figure 11: Strategy for generating conditional knockout of murine Plppr3 using CRISPR/Cas9.  

(A) genomic target region on chromosome 10 indicating shared exons between splice variants and overlap with a neighbouring 

gene (Ptbp1) in later exons. Intron and exon sizes at correct scale. Inset indicates position of exons in PLPPR3-protein, splice 

variants, antibody epitope and potential in-frame start codons that could replace the exon 1 start. (B) exact location of genome 

editing sites around exon 1 and two strategies followed to induce LoxP insertion via homology-directed repair. (C) Workflow 

of genome editing: preparation of donor template, Cas9 mRNA and sgRNAs as well as quality control on agarose gels. Injection 

of zygotes, in vitro culture and fertilisation were performed by Adrian Landsberger and Charlotte Schück at Transgenic 

Technologies Core Uni (Laboratory of Prof. Geert Michel) of Charité.  
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Having decided on the tools, I cloned and purified the donor plasmid and amplified and purified Cas9 

mRNA as well as guide RNAs (Figure 11C). A mix of 10 ng/µl guide RNA, 20 ng/µl Cas9 mRNA, and 20 

ng/µl donor plasmid was injected into pronucleus and cytosol of murine zygotes by Adrian Landsberger 

and Charlotte Schick at the Transgenic Technology Core unit of Charité. After in vitro culture to the 

two-cell stage, the remaining zygotes were transferred to pseudo-pregnant foster mice. The offspring 

of these mice was genotyped according to the strategy described in (Figure 12A). 

3.2 EXCISION OF EXON 1 RESULTS IN FULL KNOCKOUT OF PLPPR3 EXPRESSION 

In four rounds, spread over one year, 401 zygotes were injected by two experienced technicians at the 

Transgenic Technologies Core Unit. Of those, 275 (69%) survived the in vitro culture and were 

transferred to foster mice. Unfortunately, those gave birth only to 30 mice, none of which showed the 

desired insertion of LoxP sites at exon 1.  

3.2.1 Validation of Plppr3 knockout on DNA and protein-level 

While none of the mice had the desired genetic modification of inserted LoxP sites, in the third 

injection round, one mouse presented with a large deletion in one genotyping PCR (Figure 12B&C). 

Further sequencing confirmed the lower band in mouse 7 to lack exon 1 by non-homologous end-

joining of the 3’ and 5’ site.  

Crossing this mouse allowed for the analysis of PLPPR3 protein levels in brains of postnatal day 2 

(Figure 12D) as well as in cultured neurons (Figure 12E) of all genotypes. Both analyses verified the 

absence of PLPPR3 protein in homozygous animals lacking exon 1 and demonstrate the lack in 

expression of truncated PLPPR3 species. Furthermore, it suggests binding of the antibody to a protein 

of 60kDa (Figure 12D, remaining band in Plppr3-/- condition). As the most likely downstream start 

codons of Plppr3 would predict sizes of 70 or 35 kDa, this 60 kDa protein is likely recognised 

unspecifically by the antibody. 

This custom-made antibody detects the very last amino acids of the canonical PLPPR3 splice variant. 

As the splice variants Var2a and Var2b differ in the C-terminal domain and thereby as were the 

antibody binding site, we cannot exclude residual expression of altered splice variants in the Plppr3-/-. 

However, Var2a and Var2b share most of their sequence (including exon 1 and potential downstream 

start codons) with the canonical Plppr3. Therefore, if the expression of canonical Plppr3 does not occur, 

an expression of functional splice variants is also highly unlikely. In summary, these analyses verify 

absence of canonical PLPPR3 protein in homozygous mice lacking exon 1, yielding a knockout mouse 

for this Plppr3 variant. 

3.2.2 Off-target quality control 

Given its use of DNA damage and repair pathways, CRISPR/Cas9 genome editing has the potential of 

causing unwanted off-target mutations. While a widely discussed study describing hundreds of such 

mutations in genomes of CRISPR/Cas9-edited mice has now been retracted due to lack of proper 

controls,232 off-target activity of Cas9 nevertheless is of major concern, specifically regarding clinical 

application in humans. 
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Figure 12: Validation of Plppr3 knockout at genome and protein level. (A) Genotyping strategy including two PCRs spanning 

the individual insertion sites as well as a third PCR to verify insertion on the same chromosome. (B) Genotyping PCR of injection 

round 3 for individual insertion sites. No correct insertion is detectable. (C) Genotyping PCR of same injection round for 

insertion on same chromosome. Mouse 7 shows a heterozygous large deletion, sequencing confirmed that the end-joining of 

both target sites excluded exon 1. (D) Western blot of lysates from P2 offspring of mouse 7 shows full lack of PLPPR3 protein 

expression in homozygous animals lacking exon 1. Note the unspecific binding of the antibody to a protein of 60 kDa  

(E) Confocal maximum projections show lack of PLPPR3 labelling in DIV 1 hippocampal neurons lacking exon 1 of Plppr3.  

 

The frequency of off-target mutations introduced by CRISPR/Cas9 editing has been described to be in 

the low 0.1%-range and off-targets generally share sequence homology to the guide RNA.224 Chances 

for off-target activity decrease further when providing Cas9 transiently via mRNA or protein delivery 

instead of plasmid expression, as in these experiments.233 Nevertheless, during the initial design we 

screened for guide RNAs with minimal predicted off-targets using tools from Sanger and the Feng 

Zhang lab.234,235  
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The target sequence of sgRNA-28 is similar to 55 genomic regions, 9 of which are found in exons. The 

sequence of sgRNA-30 is found in 38 regions, 8 of which are found in exons. None of the predicted 

exonic off-targets was found on the same chromosome as Plppr3 (Figure 13A). Three potential off-

targets (with 4 mismatches) were found on chromosome 10 in large intronic regions (Baz2a, Nav3, 

Tmem19). Off-target frequencies were found to differ based on the location of the mismatches in the 

guide RNA (proximal or distal to the PAM motif). As most mutations of off-targets cause frameshifts 

that more severely affect coding regions, we focused a screen for mutations on exonic sites with a high 

likelihood score (Figure 13A grey background). PCR-amplification and sequencing of these off-target 

candidate sites showed no modification in the founder mouse of the Plppr3-/- line (Figure 13B). 

The current gold standard prior to use of CRISPR/Cas9 as a therapeutic additionally uses empirical 

methods to screen for potential sites (e.g., GUIDE-Seq, CIRCLE-Seq, or whole-exome sequencing).236 

Guide RNAs should be chosen with respect to low off-target frequency as well as potential off-target 

activity only in genomic regions of lower harm (best intergenic, not exonic, not near tumor suppressors 

or oncogenes).236 These considerations, however, generally are of more importance in therapeutic 

strategies in humans, where usually higher numbers of cells (later developmental timepoints) are 

treated, and even low-percentage off-target activity could cause harm. For genome editing in mice, 

relevant (meaning heritable) off-target mutations have to occur in the zygote stage in a short period 

of time. Furthermore, mutations in non-target chromosomes can be eradicated by backcrossing the 

gene-edited line to wild-type mice. To secure against potentially undetected off-targets, we 

backcrossed the Plppr3-/- line three times so far, reducing the chance for undetected off-target mutants 

on other chromosomes by a factor of 8.  

 

Figure 13: Analysis of potential off-target modifications in Plppr3-/- mice. (A) genomic location of predicted off-target sites 

based on homology to guide RNA sequences. None of the exonic off-targets is found on the same chromosome as Plppr3. (B) 

Sequencing of genomic loci of off-targets with score > 0.5 (Feng Zhang lab tool). No off-target is found to be modified in the 

founder mouse. 
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3.3 SUMMARY AND OUTLOOK: STRATEGIES FOR CREATING A CONDITIONAL PLPPR3 KNOCKOUT 

In summary, while our initial objective to generate a conditional knockout line for Plppr3 failed, we 

successfully established a full Plppr3 knockout without mutations in the most likely predicted off-target 

sites. This mouse line was used in the following chapters to characterise endogenous PLPPR3 functions 

in neurons.  

One major obstacle to achieving successful sequence insertion in mice was the low birth rate of only 

7% after in vitro fertilisation. At a knock-in efficiency of usually around 10%, the 30 mice were likely 

just not successfully edited by chance. In pilot experiments, we optimised concentrations of RNAs in 

the injection solution and improved culture conditions to increase the survival of zygotes in culture, 

but none of these changes seemed to be linked to the low birth rate of mice. Instead, a major 

disruption during experimentation might have been caused by changes in personnel and relocation of 

the facility during the time of experimentation. Therefore, future injection rounds are likely to be more 

successful even without major optimisations of the protocols. 

However, the knock-in efficiency in CRISPR/Cas9 strategies has been drastically optimised over the last 

years.237 The largest increases in efficiency were achieved by modifying the knock-in templates: as an 

example, linearising double-stranded plasmid templates to only contain a fragment with 800 bp 

homology arms increases efficiency compared to circular plasmids (Tild-CRISPR).238 Alternatively, the 

‘Easi-CRISPR’ technique uses long, single-stranded DNA fragments as templates achieving astonishing 

rates of 90-100 % knock-in frequency in mice.239,240  

In trial experiments of this Easi-CRISPR technique, we injected such self-made single-stranded DNA to 

zygotes and, instead of transferring to foster mice, genotyped 32-cell stage blastocysts grown in 

culture. This small modification of the donor plasmid in our strategy yielded 96% (27/28) of blastocysts 

with the correct genomic modification and only 36% (10/28) still containing the wild-type genomic 

locus of Plppr3. However, the employed genotyping strategy was susceptible to trace amounts of 

leftover ssDNA template in the blastocysts with their inherently low amount of DNA at the 32-cell 

stage. The lack of the wild-type genomic locus in nearly one third of all genotyped blastocysts, 

nevertheless, suggests successful and even homozygous alteration of a large fraction of injected 

zygotes. Therefore, long single-stranded DNA templates (as used in the Easi-CRISPR protocol) could be 

a fruitful strategy to increase knock-in efficiencies also in our experimental setup.  
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4 PLPPR3 REDIRECTS GROWTH TO BRANCHES 

My initial structure-function studies establish PLPPR3 as a neuron-enriched protein capable of inducing 

membrane protrusions in overexpression studies using N1E-115 cells. Further data by Dr. Annika 

Brosig206 indicate developmentally regulated expression of Plppr3 peaking at birth in rat brains and at 

day-in-vitro 9 (DIV9) in murine primary cortical neuron cultures. Given the role of Plppr-family 

members in neuron growth and morphogenesis, I compared the morphology of Plppr3-/- to wild-type 

neurons. Results of this section have been partially published in Brosig & Fuchs et al. 2019.197 

4.1 OVERALL DEVELOPMENT OF NEURONS IS NOT DISTURBED IN PLPPR3-/- 

Our animal caretakers did not notice behavioural differences or developmental defects in Plppr3-/- 

mice. Furthermore, breeding heterozygous mice resulted in mendelian distributions of offspring 

genotypes (Figure 14A), indicating no embryonic lethality due to loss of Plppr3 expression.  

 

Figure 14: Initial development and survival of neurons are not disturbed by loss of Plppr3 expression. (A) The breeding statistics 

of heterozygous parents for neuron cultures show mendelian distribution of offspring. (B) Survival of primary hippocampal 

neurons is not altered by loss of Plppr3. Survival assessed by fraction of non-debris by total DNA-stain positive nuclei in primary 

hippocampal neurons at various days in vitro (DIV). (C) Distribution of developmental stages (see Dotti, 1988)17 at DIV1 on 

poly-ornithine coated (Ctrl) or poly-ornithine + laminin-coated coverslips. (D) Distribution of developmental stages at DIV3 in 

both growth conditions. (E) Distribution of developmental stages at DIV5 in both growth conditions. Loss of Plppr3 does not 

alter distribution of developmental stages. Small opaque dots indicate individual images, large dots indicate means of 

individual experiments, colour code indicates genotype. Error bars represent the SEM between experiments, n = 2 experiments.  
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To study the effect of PLPPR3 on neuron development, I cultured primary hippocampal neurons of 

littermate wild-type, heterozygous Plppr3+/-and homozygous Plppr3-/- mice with two standard 

protocols using poly-ornithine coated or poly-ornithine and laminin-coated coverslips. In both culture 

systems, a crude measure of neuron survival (healthy vs. degraded nuclei as stained by DNA dye 

Hoechst) did not reveal differences between genotypes at three developmental timepoints (DIV1, 

DIV3, DIV5). In contrast, laminin increased, as expected,241 the overall survival of neurons (Figure 14B, 

control survival at 40-50%, laminin survival at 60-80% depending on genotypes and timepoint). 

Analysing the distributions of early developmental stages (Stage 1: lamellipodia- and filopodia-rich 

soma, Stage 2: developed neurites, Stage 3: polarisation of one neurite as the axon)17  replicated the 

published acceleration of neuron development by laminin.242 The stage analysis did, however, not 

reveal differences between genotypes on DIV1 (Figure 14C), DIV3 (Figure 14D), or DIV5 (Figure 14E). 

These results indicate no effect of PLPPR3-loss on survival, neurite formation, and polarisation of 

hippocampal neurons.  

4.2 PLPPR3-/- NEURONS BRANCH LESS IN VITRO 

We previously identified that PLPPR3 localised to axons (as described in 2.1) and that its expression 

peaked during timepoints of axon elaboration (Dr. Annika Brosig).206 Therefore, I focused my further 

analyses on the morphology of early polarised (DIV1) neurons, late stage 3 neurons (DIV5), and a well-

studied in vivo model for axon morphology.49 All following experiments were performed on primary 

neurons cultured with laminin, as it accelerated polarisation, increased survival rates, and neuron 

health in the previous experiment (section 4.1). 

4.2.1 Filopodia density is decreased in early polarised Plppr3-/- neurons 

At DIV1, approximately 25% of neurons cultured on poly-ornithine + laminin already contained a 

distinct axon (Figure 14C). Interestingly, axons of DIV1 wild-type neurons were densely decorated with 

filopodia, while Plppr3-/- axons only presented with sparse filopodia (Figure 15A). When analysing 

individual lengths of axons, neurites and filopodia manually, Plppr3-/-neurons showed a slight decrease 

in axon filopodia density (Figure 15H, effect size Hedge’s g: gExp = -1.3, Table 6) but not in mean filopodia 

length (Figure 15I, gExp = 0.6, Table 6). Also the density of filopodia on dendrite precursors (Figure 15E, 

gExp = -0.4, Table 6) trended towards a decrease (statistically not detectable at four analysed cultures). 

As supported by the stage analysis (Figure 14C-E), also general polarisation of Plppr3-/- neurons seemed 

to be unaltered (Figure 15D). Interestingly, the heterozygous neurons did not show intermediate 

phenotypes but rather followed either wild-type or Plppr3-/- phenotypes, depending on the readout. 

These results suggest that PLPPR3 controls the incidence but not the elongation of filopodia on early 

developing neurons. 

 

Figure 15 (next page): Early polarised Plppr3-/- neurons contain fewer filopodia on axons. (A) Maximum intensity projections 

of F-actin stained cultured hippocampal neurons of wild-type, Plppr3+/- and Plppr3-/-genotype at DIV1. (B-I) various morphology 

parameters between genotypes. Plppr3-/- neurons have decreased density of axon filopodia without altered filopodia lengths. 

Small opaque dots indicate individual images, large dots indicate means of individual experiments, colour code indicates 

genotype. Error bars represent the SEM between experiments, n = 4 experiments. Mixed model between experiments, post-

hoc comparisons Holm-corrected. *** p < 0.001. Figure previously published in Brosig & Fuchs et al., 2019. 197 
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4.2.2 Branch density is decreased in fully polarised Plppr3-/- neurons 

The increased length of neurites and the resulting overlap of neurons hinders directly assessing the 

morphology of neurons at later developmental stages. To circumvent this problem, I sparsely labelled 

individual neurons by transfecting all genotypes at DIV2 with a plasmid encoding Synapsin-promoter-

driven GFP. To analyse morphology, cells were fixed and immunolabelled at DIV5 (Figure 16A).  

Overall growth of Plppr3-/- neurons was similar to wild-type both in dendritic and axonal compartments 

(Figure 16B&F). Plppr3-/- neurons seemed to develop normal numbers of dendrites (Figure 16C), and 

the density of branches on dendrites was slightly decreased (Figure 16E, gExp = 1.2, Table 7). Given that 

many developing dendrites did not contain any branches and remained short at DIV5, these differences 

should be taken with caution and verified at later developmental timepoints more suited for studying 

dendrite morphology.  

In line with the decreased filopodia density at early developmental timepoints, Plppr3-/- neurons at 

DIV5 also exhibited a decreased axon branch density (Figure 16I, gExp = 2.1, Table 7). The unaltered 

total axon length appears to cause a redistribution of growth to the primary axon (Figure 16G,  
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gExp = 0.5, Table 7) and the remaining branches (Figure 16H, gExp = 1.4, Table 7). These results imply that 

PLPPR3 specifically controls branching morphogenesis without affecting overall growth of neurons. 

These effects were most pronounced in axons, where PLPPR3 localises abundantly, but also detectable 

in early developing dendrites.  

 



48 
 

Figure 16: (previous page) Fully polarised Plppr3-/- neurons branch less. (A) Epifluorescent images of sparsely GFP-transfected 

cultured hippocampal neurons of indicated genotypes fixed at DIV5 (B-E) Morphology parameters of developing dendrites. 

Dendrite length appears unaltered while Plppr3-/- contain less branches (F-I) Morphology parameters of axons. Plppr3-/- 

contain less branches and redirect their unaltered total growth to the remaining processes. Small opaque dots indicate 

individual images, large dots indicate means of individual experiments, colour code indicates genotype. Error bars represent 

the SEM between experiments, n = 3 experiments. Mixed model between experiments, post-hoc comparisons Holm-corrected. 

* p < 0.05, ** p < 0.01, *** p < 0.001. (J) Scatter plot of branch number versus total axon length of individual neurons including 

local averages (loess) and border defined by K-means clustering. (K) Axon branch density of clusters as determined in (J). Short 

Plppr3+/- neurons show a similar branch density to wild-type neurons, long Plppr3+/- neurons seem to be more alike to  

Plppr3-/- neurons. Parts of the figure previously published in Brosig & Fuchs et al., 2019.197 

 

Interestingly, the heterozygous neurons showed similar growth behaviour to wild-type neurons in 

every analysed parameter except for the branch density of developing dendrites (Figure 16E). 

However, specifically the morphology of large Plppr3+/- neurons appeared more similar to Plppr3-/- 

neurons. Indeed, K-means clustering of axon branch numbers versus total axon length detected two 

clusters of cells distinguished by a total axon length of 1200 µm (Figure 16J). Comparing the axon 

branch density of Plppr3+/- neurons between these two clusters revealed similarity to wild-type 

neurons when they are small, but similarity to Plppr3-/- neurons when they are large (Figure 16J&K).  

Although levels of PLPPR3 in heterozygous brains did not seem to differ from wildtypes (Figure 12D), 

this indicates some form of density requirement of PLPPR3 function at DIV5 – with enough PLPPR3 in 

smaller heterozygous neurons to compensate for the reduction in expression but too little expression 

in large neurons. However, given the sharp boundary of branch density at 1200 µm total axon length 

rather than a gradual decrease (Figure 16J), it could also be conceivable that the two clusters represent 

different cell types in our hippocampal cultures with distinct dependency on PLPPR3 for their 

morphogenesis.  

4.2.3 Cortical Layer II/III Plppr3-/- neurons have no branching phenotype in vivo 

The most prominent effects of PLPPR3 loss on neuron morphology presented in the axon, where 

PLPPR3 enriched most. To assess the in vivo relevance of this evidence from primary cultured neurons, 

I collaborated with Dr. Julia Ledderose to sparsely label layer II/III pyramidal neurons of the sensory 

cortex. For this, she in-utero electroporated the GFP plasmid used for quantifying neuron morphology 

in E14 mouse embryos of heterozygous Plppr3+/- crosses. After fixation, sectioning, and labelling for 

GFP and DNA, she imaged the ipsilateral cortical region using an SP8 confocal microscope at a 

magnification of either 10x or 20x. I subsequently quantified the branch density of these pyramidal 

neurons in layer V by measuring the intensity in the respective layer and normalising it to the number 

of GFP-expressing cell bodies in layer II/III (Figure 17A&D). 

These labelled layer II/III pyramidal neurons did not reveal evidence for decreased branch density at 

the layer V either at postnatal day 7 (Figure 17C, gP7 = -0.03,) or day 15 (Figure 17F, gP15 = 0.7, Table 8). 

As we had previous evidence for morphological differences using a simultaneous knockdown of Plppr3 

and Plppr4 in cultured primary neurons (Dr. Annika Brosig),206 we also characterised the effect of this 

knockdown in wild-type animals. While the double-knockdown consistently presented with a smaller 

number of electroporated cells compared to control animals (Figure 17G&H, gLayerV = 3.4, gCells = 2.4), 
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also this reduction of both PLPPR3 and PLPPR4 levels did not decrease branch density of layer II/III 

neurons at layer V in vivo (Figure 17I, gshRNA = -0.4, Table 8). Interestingly, cultured neurons transfected 

with this shRNA consistently showed less labelled cells,206 indicating a survival defect by the loss of 

these PLPPRs. A similar phenotype was described for knockdown of Plppr4 in rat primary neurons.243 

 

Figure 17: Branching of layer II/III cortical neurons to layer V seems to be unaffected by loss of Plppr3 expression. (A) Summed 

intensity projections of GFP-expressing layer II/III neurons at postnatal day 7 (P7) in wild-type versus Plppr3-/-. (B) GFP intensity 

in layer V and number of GFP-positive cell bodies in layer II/III are similar between wild-type and Plppr3-/-. (C) Branch density 

at layer V is not affected by loss of PLPPR3. n(wild-type) =2 animals, n(Plppr3-/-) = 3 animals. (D-F) respective graphs for animals 

analysed at postnatal day 15. n = 6 animals per genotype. (G-I) respective graphs for wild-type animals electroporated with 

shRNA against Plppr3 and Plppr4 or control respectively. Double knockdown of Plppr3 and Plppr4 does not decrease branch 

density (I) but the number of GFP-positive cells. n = 4 animals for both conditions. Error bars indicate SEM between animals, 

statistical analysis by t-test * p < 0.05. 
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4.3 PLPPR3 AND THE PI3K PATHWAY REGULATE BRANCHING COOPERATIVELY 

Numerous studies have established the PI3K pathway and PTEN as master regulators of neuron growth 

and morphogenesis (summarised in section 1.3.2). Interestingly, previous work in our lab by Dr. Michiel 

van Diepen, Dr. Annika Brosig, Dr. George Leondaritis, Dr. Sandra Schrötter, and Fatih Ipek identified a 

tight cooperation of PLPPR3 and PTEN. PLPPR3 was found as a brain-specific interactor of PTEN,244 

which could be verified endogenously in E18 rat brain lysates and DIV9 cortical neurons.206 The 

interaction is direct, as verified using microscale thermophoresis with purified PTEN and PLPPR3, and 

does not seem to require the distal C-terminus, as also the PLPPR3-ΔCa variant was found to interact.206 

Furthermore, overexpressed PLPPR3 appeared to enrich endogenous PTEN at the plasma membrane 

of N1E-115 cells. 

This interaction does seem to affect PTEN rather than PLPPR3. Pilot experiments implied that PLPPR3 

expression downregulates PTEN levels in N1E-115 cells (Dr. Annika Brosig). PTEN immunoprecipitated 

after co-expression with PLPPR3 was found to dephosphorylate less PIP3 in a cell-free phosphatase 

activity assay.197 Moreover, in several cell line experiments, co-expression of PLPPR3 counteracted 

known PTEN functions: phosphorylation of AKT at serine 473 was found to be independent of PTEN 

activity when co-expressed with PLPPR3 (n=5 blots);197 phosphoinositide accumulations at the plasma 

membrane (monitored by GFP-AKT1 translocation) were independent of PTEN activity in cells co-

expressing PLPPR3 (n=2 experiments, 50 cells);197 finally, co-expression of PTEN and PLPPR3-Flag 

decreased the PTEN effect on F-actin accumulations (n=3 exp, 60 cells).197  

Furthermore, in embryonic stem cell-derived motoneurons, PLPPR3-Flag overexpression increased 

filopodia and branch density, perfectly reversing the Plppr3-/- phenotypes described above. These 

increases were prevented by pharmacological inhibition of PI3K, further strengthening the link 

between PI3K-activity and PLPPR3 function.197 However, PLPPR3 overexpression did not appear alter 

the levels of phosphorylated AKT (a typical downstream marker of PI3K activity) in these 

motoneurons.197 Additionally, pilot experiments in developing primary Plppr3-/- cortical neurons did 

not indicate altered AKT phosphorylation (not shown). Finally, PTEN knockout was not able to rescue 

the growth defects of shRNA-mediated double-knockdown of Plppr3 and Plppr4 (n=3 cultures, 197 

cells).206 These data argued that PLPPR3 is clearly capable of counteracting PTEN function to facilitate 

PIP3 signalling in cell lines. They furthermore showed responsiveness of PLPPR3 functions to PI3K-

inhibition in neuron-like cells but mixed phenotypes of PLPPR3 on PI3K-pathway activity in primary 

neurons. 

Therefore, to directly characterise the relation of PLPPR3 and PTEN in regulating the morphogenesis 

of primary hippocampal neurons, I quantified the effects of PTEN knockdown in wild-type and  

Plppr3-/- neurons. Moreover, I measured the levels of PIP3 in wild-type and Plppr3-/- neurons in a 

localised manner using orthogonal tools.  
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4.3.1 No evidence for altered PIP3-levels in Plppr3-/- 

To substantiate the evidence from cell culture, that PLPPR3 inhibits PTEN, I compared levels of PIP3, 

the phosphoinositide produced by PI3K and mainly degraded by PTEN, in wild-type versus Plppr3-/- 

neurons. We hypothesised that, if PLPPR3 inhibits PTEN in neurons, PIP3 levels would drop upon loss 

of PLPPR3. As my morphological analyses of Plppr3-/- neurons implied no overall growth defects but an 

axon localised redirection of growth, I focused the PIP3 quantification to the axon shaft, where we 

expected the strongest effects.  

To this end, I established and tested several PIP3 visualisation protocols for specificity and sensitivity 

(see Appendix, section 7.1). The protocols employed overexpression and translocation assays of tagged 

PH-domains and labelling using specific lipid-preserving protocols. The PIP3 labelling protocol 

exhibited a higher sensitivity than PH-domain overexpression and was able to detect changes in PIP3 

in GABAergic neurons upon BDNF stimulation (section 7.1.3). Furthermore, it has contributed to a 

collaborative study with James Fawcett and Richard Eva (Cambridge University) verifying the reduction 

of endogenous PI3K activity during development in CNS neurons and understanding the mechanisms 

of specific PI3K isoforms in promoting regrowth of injured CNS neurons.245 

 

Figure 18: No evidence for altered PIP3 levels in Plppr3-/- axons. (A) PIP3-antibody labelling in DIV3 wild-type vs. Plppr3-/- axons. 

n=3 experiments. (B) PIP3-antibody labelling in DIV5 wild-type vs. Plppr3-/- axons. n=3 experiments. (C)  PIP3-antibody labelling 

in DIV6 wild-type vs. shPlppr3/4 treated axons. n=4 experiments. (D) GST-Grp1(PH) labelling in DIV8 wild-type vs. Plppr3-/- 

axons. n=3 experiments. (E) BTK(PH)-GFP overexpression in DIV8 wild-type vs. Plppr3-/- axons. n=3 experiments. (F) Grp1(PH)-

mCitrine overexpression in DIV8 wild-type vs. Plppr3-/- axons. n=3 experiments. Small opaque dots indicate individual images, 

large dots indicate means of individual experiments, colour code indicates genotype. Error bars represent the SEM between 

experiments. Values of A-D are normalised within experiments to the mean of the wildtype condition to aid visualisation. 

Mixed models were calculated between experiments using raw intensity values. 
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Quantifying PIP3 intensity in axons using this immunolabelling protocol revealed no differences of wild-

type and Plppr3-/- at DIV3 (Figure 18A, gExp = -0.1, Table 10) or DIV5 (Figure 18B, gExp = -0.1, Table 10). 

The accumulations of PIP3 signal visible in these micrographs likely represent a methodological artifact 

due to residual movement of unfixed lipids (discussed in 7.1), and a quantification of number or size 

of these puncta did not reveal differences between wild-type and Plppr3-/- axons (not shown). 

Measuring PIP3 levels in the axons of DIV6 neurons after double-knockdown of Plppr3 and Plppr4 

showed a trend towards increased PIP3-levels (Figure 18C, p=0.089, gExp = 0.3, Table 10). A different 

probe for detecting PIP3 (purified GST-tagged PH-domain of Grp1) in DIV8 cultures suggested 

unaltered or slightly increased PIP3 levels in Plppr3-/- (Figure 18D, gExp = 0.3, Table 10).  

Interestingly, quantifying PIP3 by overexpressing fluorescently tagged Grp1-PH domain in cultures 

from these same preparations replicated the trend towards increased PIP3, when measuring the 

number of PH-domain accumulations per axon area (Figure 18F, gExp = 1.0, Table 10). In connection 

with the experiments in section 7.1, this corroborates a congruence of both staining and 

overexpression visualisations of PIP3 in neurons. Finally, also using a different PH-domain (BTK-PH) for 

measuring PIP3 using the overexpression strategy revealed no difference in PIP3 between wild-type 

and Plppr3-/- neurons (Figure 18E, gExp = -0.2, Table 10). In summary, these PIP3-studies provided no 

evidence for decreased PIP3-levels in axons of Plppr3-/-.  

4.3.2 Knockdown of PTEN rescues Plppr3-/- branching deficit in primary hippocampal neurons 

In a separate experiment more directly assessing the hypothesised connection of PTEN and PLPPR3 in 

regulating branching morphogenesis, I tested whether losing PTEN rescued for the loss of PLPPR3. To 

this end, I infected littermate wild-type and Plppr3-/- primary hippocampal neurons with viruses 

encoding for shRNA against PTEN (or scrambled control, previously described in Shi et al. 2014)246 two 

hours after plating. I then analysed morphology as described above, by sparsely transfecting cells GFP 

at DIV2 and fixing and immunolabelling at DIV5 (Figure 19A). As the experiment included two 

independent treatments (Plppr3-Genotype and PTEN-reduction), I analysed these data with a two-way 

ANOVA to check for independence or an interaction of both effects (results in Table 9). In case of 

interactions, I subsequently performed one-way ANOVA comparing all experimental groups followed 

by Holm-corrected post-hoc analysis. 

In this experiment, PTEN knockdown slightly increased overall dendrite and axon growth (Figure 

19B&F) as previously described.128,133 Interestingly, for axon branch density (Figure 19I), the two-way 

ANOVA detected a statistical interaction of PTEN- and PLPPR3-loss indicating a cooperation of both 

proteins for this phenotype. Specifically, axon branch density decreased in Plppr3-/- (shCTRL Wt vs. 

Plppr3-/-, gExp = -1.5) and did not with additional knockdown of PTEN (shPTEN Wt vs. Plppr3-/-, gExp = -

0.3). Similarly, the increased primary axon length of Plppr3-/- neurons (Figure 19G, shCTRL Wt vs. 

Plppr3-/-, gExp = 1.2) disappeared with concurrent PTEN-reduction (shPTEN Wt vs. Plppr3-/-, gExp = 0.2). 

Moreover, the increased mean axon branch length of Plppr3-/- neurons reduced to wildtype levels by 

additional loss of PTEN (Figure 19H, shCTRL Wt vs. Plppr3-/-, gExp = 0.5; shPTEN Wt vs. Plppr3-/-, gExp = 

0.1). This rescue of PLPPR3-loss by additional PTEN knockdown indicates that PTEN and PLPPR3 indeed 

operate in one pathway and that PLPPR3-effects on axon branching depend on PTEN inhibition.  
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Figure 19: Reduction of PTEN levels increases branching in Plppr3-/- neurons. (A) Epifluorescent images of GFP-filled cultured 

hippocampal neurons of indicated genotypes and treatments. (B-E) Morphology parameters of developing dendrites. (F-I) 

Morphology parameters of axons. Small opaque dots indicate individual images, large dots indicate means of individual 

experiments, colour code indicates genotype. Error bars represent the SEM between experiments, n = 3 experiments. Two-way 

ANOVA mixed model between experiments, in case of interaction one-way mixed model, post-hoc comparisons Holm-

corrected. * p < 0.05, ** p < 0.01, *** p < 0.001. (J) Scatter plot of branch number versus total axon length of individual neurons 

including local averages (loess) and border defined by K-means clustering. (K) Axon branch density of clusters as determined 

in (I). Short (cluster 1) Plppr3-/- neurons with PTEN knockdown show a similar branch density to wild-type neurons, long (cluster 

2) Plppr3-/- neurons with PTEN knockdown seem to be more alike to Plppr3-/- without PTEN reduction. Figure previously 

published in Brosig & Fuchs et al., 2019.197 
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Interestingly, similar to heterozygous Plppr3+/- neurons, large cells seemed to respond differently to 

PTEN loss than short cells (Figure 19J&K). Also in this experiment, K-means clustering detected a 

specific axon length that distinguishes the branching behaviours at DIV5. With 1300 µm this length 

threshold was very similar to the 1200 µm distinguishing long and short heterozygote Plppr+/- neurons 

as described in Figure 16J. In short neurons (Cluster 1, Figure 19K), PTEN-reduction in Plppr3-/- perfectly 

rescued branch density to wild-type levels, while the same treatment in long neurons (Cluster 2,  

Figure 19K) seemed to have no effect. Whether this is a result of dose-dependent effects of PTEN on 

PLPPR3 or whether it depends on different neuron types in the culture system, could be an interesting 

route for future experiments. 

 

 

4.4 SUMMARY AND OUTLOOK: FURTHER PHENOTYPING OF PLPPR3-/- ANIMALS 

In summary, the experiments described in this chapter establish PLPPR3 as an axon enriched protein 

increasing the density of filopodia and branches on growing hippocampal neurons without altering 

overall growth or elongation. PLPPR3 thereby effectively redirects growth to branches and could act 

as a switch from elongation to branching behaviour in developing axons. The branching patterns of 

Plppr3-/- cortical layer II/III neurons to layer V appeared unaffected in vivo. Directly visualising PIP3 in 

axons provided no evidence for decreased PI3K signalling in Plppr3-/-. However, the PTEN knockdown 

experiment corroborated the clear link between PIP3-levels and PLPPR3 function. 

In conjunction with the experiments by my colleagues, the results of this chapter have established 

PLPPR3 as a novel regulator of branching morphogenesis in a pathway with PTEN (published in Brosig 

& Fuchs et al., 2019).197 Furthermore, the presented model of localised PTEN inhibition to facilitate 

PIP3 microdomain formation along the axon shaft has implications for the molecular mechanisms of 

both neuron development and regeneration of adult injured neurons (discussed in Fuchs, Eickholt & 

Leondaritis, 2020).247 The precise implementation of PLPPR3 function appears multifaceted and will be 

discussed in section 6.1. 

Interestingly, the quantification of branch density in Plppr3-/- cortex did not suggest a conservation of 

this branch-inducing function of PLPPR3 in vivo. Critically, however, this experiment only tested a 

specific interstitial branch formation event of a specific cortical cell type. In this respect, it would be 

informative to characterise terminal branching of these layer II/III neurons, which has been shown to 

be regulated by different mechanisms as the studied interstitial branching at layer V.49 Furthermore, 

the morphogenesis of other cell types might depend more on PLPPR3 in vivo. Especially GABAergic 

interneurons could be more affected by PLPPR3 loss, as they appear to express Plppr3 at the highest 

levels during adulthood (Figure 1). Via affecting GABAergic interneurons specifically, PLPPR3 could 

putatively regulate excitation-inhibition balance that has been discussed to underly multiple 

psychiatric disorders.248 To this end, behavioural analyses of anxiety, social or reward behaviours might 

provide further insight into PLPPR3 function in vivo.  
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Furthermore, in parallel to this thesis, the laboratory of Prof. Johannes Vogt (University Medicine 

Mainz) characterised in vivo phenotypes of an independently generated Plppr3-knockout line.193 They 

describe defective thalamocortical projection development that depends on LPA-mediated axon 

guidance. The behavioural assessment of this Plppr3-/- line revealed neither differences in motor or 

memory performance (as measured in Morris water maze), nor differences in motor strength of fore- 

and hindlimbs. However, these Plppr3-/- animals lacked the higher-order cognitive ability to 

discriminate texture coarseness of surfaces. In rodents, this skill has been described to depend on 

thalamocortical-projections to the cortical layers IV and I of the sensory barrel cortex249 and the higher-

order processing by layer II/III cortical neurons.250  

Remarkably, thalamocortical axons require both LPA-mediated stopping at the cortical plate as well as 

subsequent branching to enter the correct target region.45 Therefore, determining whether the 

behavioural defects of this Plppr3-/- line are influenced by an altered branching capacity of 

thalamocortical or cortical neurons in addition to the described LPA-mediated growth cone guidance, 

could be a fruitful research question.  

These precisely defined functions in neuron morphogenesis, place PLPPR3 as a fine tuner of neuron 

development with narrow outcomes on cognitive processing. In isolation, these effects may seem 

minimal. However, viewed from a different angle such narrow effects can enable a much tighter 

control of experimental parameters compared to targeting broad (and therefore unspecific) mediators 

of neuron development. In this way, the precise modification of neuron development (e.g., by 

targeting fine tuners such as PLPPR3) could provide a valuable tool to refine the understanding of the 

multifaceted and interdependent regulation of cognitive processing and disease.   
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5 PRECURSOR TYPES PREDICT THE STABILITY OF NEURON BRANCHES 

Neuron branch density depends on both the formation and the stabilisation of branches. While branch 

initiation has been attributed mainly to F-actin reconfiguration, branch stability seems to be primarily 

controlled by microtubule stability.41 To this end, direct pharmacological manipulation of microtubule 

stability increases the length of axons and their branches,251 and manipulation of GSK3-activity 

modifies branching versus growth phenotypes via the regulation of microtubule stability.18,252 The 

microtubule associated protein Map6 stabilises microtubules and axon growth in general,99 Map7 

specifically stabilises microtubules in branches.70,71 The Sip1 effector Ninein controls axon outgrowth 

and branching in vivo by regulating microtubule stability.253 Interestingly, also the de-stabilisation of 

microtubules is required for the formation of branches, suggesting mechanisms of crosstalk and 

spatiotemporal control at various stages of branching morphogenesis.41 To further elucidate this 

regulation of branch maintenance, I quantified the stability of branches in our primary hippocampal 

culture system using long-term live-cell imaging. Data from this section are currently under revision 

and have been published on BioRxiv (https://doi.org/10.1101/2021.04.23.441127).  

5.1 BRANCH STABILITY DEPENDS ON PRECURSOR AND NEURITE TYPE 

The experimental setup comprised wild-type versus littermate Plppr3-/- hippocampal cultures plated 

on laminin and poly-Ornithine, as in the experiments of the previous section. These cultures were 

imaged at DIV3 using phase-contrast microscopy with a 10min interval for 24h under 5% CO2 at 37°C. 

I manually scored timepoints of initiation and (if applicable) full retraction of all branches forming in 

the field of view (for a detailed description of the methodology, see Figure 34). Before analysing the 

effects of Plppr3-loss, I quantified the impact of other influences on the lifetime of branches. 

5.1.1 Branches that initiate from distinct precursor structures differ in lifetime 

Branches have been described to initiate from multiple, morphologically distinct F-actin-rich precursor 

structures: thin filopodia, wider lamellipodia, or splitting of the growth cone.41,254 All precursor types 

gave rise to branches on both axons and developing dendrites and could be distinguished by 

morphology in my live-cell imaging (Figure 20A). As I noticed numerous branches originating from 

filopodia that were invaded by lamellipodia before branch elongation (as also reported by Flynn et al. 

2009 and Withers & Wallace 2020),62,63 I distinguished these precursors from the other three canonical 

precursors as a ‘mixed’ class. 

Interestingly, branches originating from the different precursor structures appeared to differ in 

lifetime. Most branches originating from lamellipodia or splitting events collapsed soon after 

formation (visible as a diagonal 3-4h “thick” diagonal band in Figure 20B). A considerable number of 

branches originating from filopodia or mixed events, however, did not collapse during the observed 

time window of 24 hours (Figure 20B, vertical band at 24h timepoint). This strong right-censoring of 

the lifetime quantification would strongly bias any comparison of raw measured lifetimes. Especially 

the lifetime of filopodia and mixed branches would be drastically underestimated both by assuming a 

collapse at timepoint 24 h or by only measuring branches that have collapsed. 

https://doi.org/10.1101/2021.04.23.441127
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Figure 20: Precursor type predicts the stability of developing neuronal branches. (A) Morphologically distinct precursor types 

giving rise to a branch at timepoint 0. In addition to filopodia, lamellipodia, and splitting, also mixed precursors were observed. 

(B) Timepoint of formation versus timepoint of collapse for all individual branches separated by precursor type. Note the strong 

right-censoring (non-collapsing branches as a vertical line at the end of the 24h window of observation). (C) Survival analysis 

reveals a high risk for collapse for lamellipodia- and splitting-originating branches compared to filopodia originating branches. 

*** p<0.001. (D) Causal diagram describing the link of precursor type and branch stability. nInd=2317 (WT) & 2165 (Plppr3-/-), 

nExp=6 (six independent cultures), transparent ribbons show 95% confidence intervals in survival curves. Figure submitted as 

part of a manuscript at BioRxiv (https://doi.org/10.1101/2021.04.23.441127) and currently under revision. 

https://doi.org/10.1101/2021.04.23.441127
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I therefore analysed these data with a method commonly used in clinical trials to handle such censored 

datasets: survival analysis. Survival analysis has been developed to allow for characterising lifesaving 

or -extending treatments without having to observe the full lifespan of all study participants. The 

rationale is, that even incomplete observations (i.e., lack of knowledge of the exact lifetime) can carry 

information when compared to shorter (but defined) observations of a separate (placebo) 

treatment.255 Instead of estimating the exact lifetime of all study participants, a risk score (the hazard 

ratio) is calculated for each treatment compared to control. Hazard ratios above 1 indicate greater risk 

(meaning shorter lifetimes), hazard ratios below 1 indicate a decreased risk.  

Applied to this scenario, even non-collapsed branches during the 24-hour time window of the 

experiment carry information when compared to shorter-lived branches with a fully measured 

lifetime. Splitting the dataset artificially into ‘fully measured’ and ‘non-collapsed’ branches, would 

inevitably report lifetimes that depend on the length of the time window. Survival analysis, instead, 

estimates a risk for collapsing for all groups that controls for the observational window. As a formation 

of any branch close to the end of the observational time window has a higher chance for censoring, I 

normalised for the timepoint of formation and employed a Cox proportional hazard model.256  

Such a survival analysis revealed a high risk of collapsing for branches originating from lamellipodia or 

splitting events when compared to filopodia-originating branches (hazard ratio (HR): HRSpl=5.0 (3.8-

6.6), HRLam=4.6 (3.6-5.7), both p<0.001). Branches from mixed precursors were at an intermediate risk 

of collapse (HRMix=2.6 (2.1-3.3), p<0.001). Therefore, even though the actin-based branch precursors 

are long replaced by microtubules before branch lifetime is maintained hours later, the type of 

precursor seems to predict the stability of the branch (Figure 20D).  

5.1.2 Developing axons stabilise all branches and prefer efficient precursor types 

Axons have been described to elongate and accumulate branches before dendrites.17 Also in our 

culture system, axons accumulated branches while dendrites remained mostly unbranched during the 

observation (Figure 21B). This accumulation of branches could, however, not be explained by an 

increased formation of branches on the developing axon, as developing dendrites initiated similar 

numbers of branches (Figure 21A). Interestingly however, the composition of precursor types differed 

between axons and dendrites. Axons initiated most branches from filopodia or mixed precursors, while 

dendrites relied predominantly on lamellipodial or splitting precursors.  

The comparison of individual branch lifetimes indicated that a large proportion of dendrite branches 

collapsed soon after formation (visible as a strong diagonal band in the right panel of  

Figure 21C). In contrast, nearly 50% of axonal branches persisted beyond the end of the imaging 

sessions (vertical band at 24 hours, left panel in Figure 21C). A survival analysis confirmed this higher 

risk of collapse on developing dendrites (HR=5.2 (4.6-5.9), p<0.001).  

The effect of precursor types on branch stability (Figure 20) and the shifted composition towards 

efficient precursors on the axon suggest that branch stability on the axon is heavily influenced by the 

choice of efficient precursors. Interestingly however, in addition to this altered precursor composition, 

all branches persisted longer on axons, irrespective of the precursor type (quantified in Figure 23B).  
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Therefore, axons appear to stabilise branches in two distinct ways: by preferentially initiating branches 

from efficient precursors (i.e., filopodia), and by stabilising branches in general (Figure 21D).  

 

 
Figure 21: Axons stabilise branches and initiate from efficient precursors. (A) Initiation of branches per cell over time, split by 

axonal or neuritic location and colour-coded by precursor type. Developing dendrites initiate similar numbers of branches from 

different precursors when compared to axons. (B) Accumulation of branches over time, split by axonal or neuritic location and 

colour-coded by precursor type. Branches on axons accumulate, specifically those from filopodial and mixed origin. (C) 

Timepoint of formation versus timepoint of collapse for all individual branches separated by location of origin. (D) Survival 

analysis reveals a high risk for collapse for neurite-originating branches compared to axon originating branches. *** p<0.001. 

(E) Causal diagram describing the links of location and precursor type on branch stability. nInd=2317 (WT) & 2165 (Plppr3-/-), 

nExp=6 (six independent cultures), transparent ribbons show 95% confidence intervals in survival curves. Parts of the figure 

submitted in the manuscript at BioRxiv (https://doi.org/10.1101/2021.04.23.441127) and currently under revision. 

 

5.2 REMOVING EFFICIENT PRECURSORS REDUCES OVERALL BRANCH STABILITY 

In the previous chapter, PLPPR3 has been characterised to control filopodia and branching 

morphogenesis predominantly on developing axons in a pathway with PTEN and PI3K. Furthermore, 

the PI3K pathway alters multiple stages of branching morphogenesis (introduced in section 1.3.2). 

I therefore assessed, whether in this setting, with axons and filopodia influencing branch stability, also 

loss of PLPPR3 altered the stability of branches.  

5.2.1 Plppr3-/- branches have a shorter lifetime 

To compare the lifetime of wild-type and Plppr3-/- branches, the above cultures were quantified blind 

to genotypes and in a randomised order during the manual classification of branch formation and 

collapse and only unblinded when calculating the effect of PLPPR3. The distribution of individual 

lifetimes of branches from Plppr3-/- neurons appeared similar to wild types, with a slight reduction in 

https://doi.org/10.1101/2021.04.23.441127
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censored datapoints (Figure 22A). Indeed, a survival analysis indicated a slightly shorter lifetime of 

Plppr3-/- branches (Figure 22B, HR: 1.2 (95% CI: 1.1-1.3), p=0.006).  

In these cultured wild-type neurons, collateral branches (originating from filopodia, lamellipodia, and 

mixed precursors) forming on the shaft of all neurites make up the majority of branches compared to 

growth cone splitting (Figure 22C). Similar findings have been reported in vivo.257 In Plppr3-/-, however, 

initiations specifically from filopodia precursors are less common (Figure 22C, gFilopodia = 1.7, p=0.046). 

In summary, PLPPR3 appears to both alter precursor type distribution and branch stability (Figure 22D), 

as conceivable by a modulation of PI3K signalling.  

However, the effects of PLPPR3 loss appear to intensify very little during the maturation stages of a 

branch. The effect size of reduced filopodia density on early polarising axons in of Plppr3-/- (Figure 15H, 

gExp = -1.3), this effect size of fewer initiations of branches from filopodia (Figure 22C,  gExp = -1.7), and  
 

 

Figure 22: Loss of PLPPR3 decreases stability of branches and the number of branches initiating from filopodia precursors. (A) 

Timepoint of formation versus timepoint of collapse for all individual branches separated by genotype. (B) Survival analysis 

reveals a small but detectable risk for collapse in Plppr3-/- neurons. *** p<0.001. nInd=2317 (WT) & 2165 (Plppr3-/-), nExp=6 (six 

independent cultures), transparent ribbons show 95% confidence intervals. (C) Comparison of branch initiations per cell 

during the analysis period shows a loss of filopodia originating branches in Plppr3-/- neurons. * p<0.05, nExp=6. (D) Causal 

diagram describing the links of location and precursor type on branch stability. Parts of the figure submitted in the manuscript 

at BioRxiv (https://doi.org/10.1101/2021.04.23.441127) and currently under revision. 

https://doi.org/10.1101/2021.04.23.441127
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the effect size of decreased branch density at DIV5 (Figure 16I, gExp = -2.1, Figure 19I, gExp = -1.5) are 

very similar. Therefore, an effect of PLPPR3 at multiple levels of the branching programs is unlikely. 

This suggests that the increased filopodia density through PLPPR3 could be the main determinant of 

branch abundance at later stages rather an additional effect on branch stability. 

5.2.2 Plppr3-/- reduces branch stability only by removing filopodia 

The previous discussion highlights that it is difficult to attribute the contribution of all effects on branch 

stability when only executing individual analyses. In such scenarios, related fields such as ecology258,259 

or epidemiology260 use multifactorial statistical models to facilitate the interpretation of complex data 

by quantifying the individual contributions of each effect. Specifying a multifactorial model, however, 

requires choosing which factors are essential and which are unlikely to matter. Leaving an important 

confounder unaccounted, misleads the interpretation. However, including a so-called collider into the 

analysis introduces selection bias.261  

 

 

Figure 23: PLPPR3 alters branch stability only by altering precursor type distribution. (A) Causal diagram aggregating the 

information from previous experiments. To estimate a direct contribution of PLPPR3 on branch stability, a multifactorial 

analysis has to account for the effects of both location and precursor type. (B) Forest plot of survival analysis including 

genotype, precursor type, and location. Genotype of Plppr3-/- does not confer an additional risk for collapsing after accounting 

for the other factors. (C) Survival curves for precursor type – location connections show identical lifetimes for Plppr3-/- 

branches. nInd=2317 (WT) & 2165 (Plppr3-/-), nExp=6 (six independent cultures), transparent ribbons show 95% confidence 

intervals. Parts of the figure submitted in the manuscript at BioRxiv (https://doi.org/10.1101/2021.04.23.441127) and 

currently under revision. 

https://doi.org/10.1101/2021.04.23.441127
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Causal diagrams, also referred to as directed acyclic graphs,260,262 have been put forward as a tool of 

causal inference to visualise and subsequently test the causal connections between multiple factors in 

the same system.261,263,264 Such causal graphs are usually built from previous knowledge and therefore 

represent a hypothesis. In cases where experimental interventions would be unethical or not possible 

(as exemplified for the link of smoking and lung cancer), these and related tools of causal inference 

can be used to recover causal structures from purely observational data.265,266 

Using these tools, I aggregated the evidence accumulated above into a causal diagram (Figure 23A) 

and used it to specify a multifactorial survival analysis to understand the direct contribution of PLPPR3 

on branch stability. The model estimated the direct effect of PLPPR3 on branch stability by accounting 

for the effects of precursor and neurite type. In such a multifactorial Cox proportional-hazards model, 

both the precursor types as well as the neurite type strongly affect branch lifetime independently of 

each other (Figure 23B). However, the loss of PLPPR3 did not alter branch stability beyond its effects 

on precursor type distribution (Figure 23B, HRPlppr3: 0.93 (0.83-1.1), p = 0.27).  

In other words, the remaining filopodia branches on Plppr3-/- axons do not seem to differ in stability 

from wild-type branches (Figure 23C, top left panel), nor does any other branch precursor-neurite type 

combination (Figure 23C). Plppr3 does not contribute to branch stability directly but facilitates an 

inherently branch-stabilising filopodia program especially on axons. 
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5.3 SUMMARY AND OUTLOOK: HOW COULD PRECURSORS MODIFY BRANCH STABILITY 

In summary, this chapter establishes a role of morphologically distinct branch precursors in affecting 

downstream branch maintenance. All precursors are found on both axons and dendrites, but axons 

seem to preferentially utilise the most efficient ones. In addition, axons appear to stabilise all branches 

irrespective of precursor type. These findings explain the reduced branch stability observed in 

hippocampal neurons cultured from Plppr3-/- mice and place PLPPR3 as part of a program to induce 

efficient branch formation on developing axons. The lack of effects of PLPPR3 loss on branches from 

other precursors indicates that the precursors initiate mechanistically independent ‘branching 

programs’. 

These results raise the question of how F-actin precursors could modify branch stability that is 

predominantly under the control of microtubules. Filopodia and lamellipodia branches could differ in 

their reliance on adhesion or in the way they provide microtubules to start growing. Specifically 

lamellipodia-enriched actin waves are in a position to mechanically de-bundle microtubules and pull 

them into newly forming protrusions.267 Alternatively, the precursor types could recruit alternative 

microtubule-severing enzymes to locally destabilise the neuronal cytoskeleton. Interestingly, the 

microtubule-severing enzymes Spastin and Katanin appear to induce branches in distinct ways.64 

Filopodia and lamellipodia could also capture and crosslink microtubules differentially either by 

differing mechanical properties268,269 or by recruiting different actin-microtubule crosslinkers.270 Here 

Drebrin predominantly found newly forming filopodia branches emerges as an interesting candidate.67 

The distinct stability of branches induced from filopodia and lamellipodia is, however, most likely 

controlled by distinct microtubule stability in later stages of branching morphogenesis. Therefore the 

precursors could recruit different post-translationally modifying enzymes of microtubules33 or 

different microtubule-stabilising proteins.32,271 Also membrane organelles have been described to alter 

microtubule stability to control neuron morphogenesis.84,272 Interestingly, the regulation could also act 

reversely, from microtubules to the actin cytoskeleton: some microtubule-binding proteins stabilise 

actin to regulate neuron morphogenesis,73,100,273,274 and lamellipodia on axons seem to require dynamic 

microtubules.275  

Future studies could therefore directly measure microtubule stability in branches from distinct 

precursors using non-stabilising live-cell probes.276 Furthermore, such studies could focus on 

microtubule-binding proteins enriching specifically in filopodia- or lamellipodia-initiated branches. 

Interesting candidates could be verified by loss-of-function studies using the described live-cell 

strategy. In general, the analyses from these chapter show, that defining the precise role of a branch 

stabilising protein appears to require measuring the stabilities of branches by accounting for the 

different precursor types.  
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6 DISCUSSION 

The results from Chapter 2 present PLPPR3 as a neuron-specific, axon-enriched protein localising to 

the plasma membrane and tubular internal membrane compartments. Plasma membrane localisation 

of PLPPR3 appears to depend on both C-terminal and transmembrane regions, and PLPPR3 

overexpression increases filopodia density in N1E-115 cells. Generating a knockout mouse line for 

Plppr3 using the CRISPR/Cas9 technique (Chapter 3) allowed for the analysis of the endogenous role 

of PLPPR3 in neurons. Cultured hippocampal Plppr3-/- neurons seem to survive and polarise normally 

but show less filopodia and branching during early axon development (Chapter 4). This specific 

decrease of filopodia-induced branches without altering those originating from other precursors 

suggests the existence of separate branching programs differing in their maintenance (Chapter 5). 

Mechanistically, PTEN-inhibition was able to counteract the loss of PLPPR3, but optimised visualisation 

techniques (Appendix 7.1) could not detect altered levels of the PTEN-substrate PIP3 in Plppr3-/- axons. 

6.1 PLPPR3 AND PI3K/PTEN MEDIATED BRANCH FORMATION 

PI3K-signalling has a central role in neuron survival and development (section 1.3.2). Recent evidence 

(using the optimised PIP3-detection protocol) suggests that downregulating PI3K activity participates 

in the loss of regenerative capacity of adult central nervous system neurons.245 Differential regulation 

of PIP3-levels in excitatory versus inhibitory neurons (7.1.3) might contribute to PI3K/PTEN dependent 

forms of neurodevelopmental disorders.123 Moreover, regulating the activity or localisation of PTEN, 

the main suppressor of the PI3K pathway, has essential roles for neuron development and 

regeneration.123,138,247,277,278 

Interestingly, PLPPR3 interacts with PTEN and counteracts PTEN function in cell lines, as measured by 

phospho-AKT levels and membrane accumulations of AKT1-GFP and F-actin. Furthermore, PTEN 

purified from PLPPR3 expressing cells was less active in hydrolysing PIP3 in a cell-free assay (Dr. Annika 

Brosig and Dr. George Leondaritis).206 In embryonic stem cell-derived motoneurons, PI3K-activity was 

required for PLPPR3-induced filopodia and branching (Dr. Sandra Schrötter & Dr. George Leondaritis), 

and the knockdown of PTEN in this thesis was able to mimic PLPPR3 function in primary hippocampal 

neurons. These experiments establish a clear link of PI3K-signalling and PLPPR3 function and suggest 

that PLPPR3 inhibits PTEN to accumulate PIP3 for induction of filopodia (Figure 24A). 

However, localised production of PIP3 on axons has been shown to induce the formation of both 

filopodia59 and lamellipodia.127 As loss of Plppr3 only affects filopodia-induced branching, the inhibition 

of PTEN alone does not suffice to explain the specific branching phenotypes of PLPPR3. Furthermore, 

an inhibition of PTEN by PLPPR3 would suggest that PIP3 levels decreased in axon shafts of Plppr3-/-. 

However, distinct strategies of PIP3-quantification (PH-domain overexpression or immunolabelling) 

that are specific in neurons (section 7.1) and sensitive enough to detect developmental 

downregulation of PI3K-activity in neurons245 or local accumulations of PIP3 preceding branch 

formation in dorsal root ganglia axons,59 did not provide evidence for lower baseline PIP3 levels or 

fewer accumulations in axons of Plppr3-/-. Furthermore, a downstream marker of PI3K-activity, 
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phosphorylation of AKT at S473, neither implied differences of PI3K-signaling strength in cortical 

neurons lacking PLPPR3 (not included) nor in ES-cell derived PLPPR3-expressing motoneurons (Figure 

5A, Brosig & Fuchs et al. 2019). It is possible, that these readouts lacked the required sensitivity or local 

resolution to detect the changes induced by PLPPR3. However, also extensions or refinements of the 

model connecting PLPPR3 and PTEN could explain the observed phenotypes. 

 

Figure 24: Models connecting PLPPR3 and PI3K signalling for filopodia formation.  
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The following sections will discuss how PLPPR3 could provide additional structure to PI3K-signalling by 

shifting PI3K signalling towards the production of PI(3,4)P2 (Figure 24B, section 6.1.1), or by clustering 

PIP3 and inhibiting PTEN only in membrane microdomains (Figure 24C, section 6.1.2). Alternatively, a 

model placing PLPPR3 downstream of PIP3 to specifically induce filopodia (Figure 24D) could 

distinguish PIP3-effects specifically on filopodia and does not require PIP3- or pAKT levels to change by 

loss of PLPPR3. In such a model, PI3K-activity would be required to activate PLPPR3 function in ES-cell-

derived motoneurons, and PTEN would counteract PIP3-mediated PLPPR3 functions in hippocampal 

neurons. Loss of PTEN could rescue the loss of PLPPR3 via PIP3-dependent but PLPPR3-independent 

branching mechanisms – such as lamellipodia. However, such a model would require both – yet 

unknown – mechanisms for PI3K signalling to activate PLPPR3 (Figure 24F), and – yet unknown – 

mechanisms for direct effects on filopodia by PLPPR3 (Figure 24E) and will be discussed in section 6.1.3.  

6.1.1 PLPPR3 shifting PI3K signalling to PI(3,4)P2 

PI3K initiates signalling by phosphorylating the most abundant plasma membrane phosphoinositide 

PI(4,5)P2 to generate PI(3,4,5)P3 (Figure 24B). The primary mechanism to remove the generated PIP3 

is by PTEN mediated dephosphorylation back to PI(4,5)P2. Other phosphatases (e.g., SHIP1 and SHIP2) 

can dephosphorylate PIP3 at the 5’ position, generating PI(3,4)P2. This alternative dephosphorylation 

of PIP3 has been described to be the main source for plasma membrane localised PI(3,4)P2, making 

PI(3,4)P2 equally susceptible to pharmacological inhibition of PI3K.279,280 Furthermore, PIP3 signals 

seem to be rather short events that are followed by longer increases of  PI(3,4)P2.281 Recent evidence 

even suggests PTEN mediated dephosphorylation of PI(3,4)P2 to PI(4)P.282,283 Inhibiting PTEN activity 

by PLPPR3 could therefore strongly shift PI3K-signalling towards PI(3,4)P2 mediated functions.  

Only few studies have addressed the differences of PI3K-induced effects mediated by PI(3,4)P2 rather 

than PIP3. Many effector proteins (e.g., AKT1) can bind both phosphoinositide species with similar 

affinity,284 although other AKT isoforms seem to differ in their PI(3,4)P2 / PIP3 targeting.285 

Interestingly, PI(3,4)P2 rather than PIP3 appears to induce F-actin reorganisation downstream of PI3K 

activity in neurons.286 Therefore, it could be PI(3,4)P2 rather than PIP3 that is mediating PLPPR3 effects 

downstream of PTEN. 

Indeed, some PI3K-dependent effects on axon branching59 as well as the readouts for PLPPR3-PTEN 

mediated PI3K-activity in cell lines have been analysed using AKT1-probes that also detect PI(3,4)P2. 

Therefore, pinpointing a role for the specific phosphoinositide in axon branching has not yet been fully 

achieved. Furthermore, when assuming fast conversion of PIP3 to PI(3,4)P2 and PI(3,4)P2-mediated 

PLPPR3 functions, the levels of PIP3 would not necessarily have to differ in Plppr3-/-. Even though pilot 

immunolabeling experiments did not suggest strong differences in intensity or distribution of PI(3,4)P2 

in Plppr3-/- (not shown), this seems like an interesting route to follow – especially because the probe 

used for these pilot experiments has not yet been validated for sensitivity and specificity in neurons.  

In summary, accumulating PI(3,4)P2 rather than PIP3 downstream of PLPPR3 activity could explain the 

observed similarity of PIP3 in wild-type and Plppr3-/- neurons. However, as lamellipodia were described 

to require PI(3,4)P2 for their formation as well as maturation,287,288 preferential accumulation PI(3,4)P2 

is unlikely to be the sole mechanism of PLPPR3 to induce filopodia but not lamellipodia.  



67 
 

As PIP3 signals have been observed to be very transient while PI(3,4)P2 followed and persisted for 

longer,281 PLPPR3-mediated PTEN inhibition could additionally alter the time course of a PI(3,4)P2 

signal. It would be interesting to study whether a distinct temporal pattern or a distinct ratio of PIP3 

to PI(3,4)P2 is able to distinguish the generation of filopodia from lamellipodia. Such experiments 

would be conceivable in cell lines using photoactivatable phosphoinositides289 (PIP3 and/or PI(3,4)P2) 

with different durations of stimulation, but likely require extensive optimisation procedures.  

6.1.2 PLPPR3 creating signalling microdomains 

In a separate layer of regulation, spatially restricted induction of PIP3/PI(3,4)P2 could contribute to 

differential F-actin reorganisation to form wide lamellipodia or thin filopodia protrusions. PLPPRs are 

capable of forming homomeric and heteromeric complexes with other PLPPR proteins,186 and 

PLPPR1,163,186 PLPPR4,160 and PLPPR5165,186 endogenously localise to microscopically distinct puncta. 

Also PLPPR3 was found to form complexes and appears in a punctate pattern along the axon shaft 

when visualised in confocal or structured illumination microscopy (Dr. Annika Brosig).206 It is therefore 

conceivable, that these localised PLPPR3 puncta create membrane microdomains to structure PI3K-

signalling spatially (Figure 24C). 

Membrane microdomains have been described to participate in multiple signalling pathways by 

providing means to locally increase concentration without having to globally upregulate production of 

signalling mediators.290 Especially low affinity interactions or enzymatic reactions that require high 

concentrations could be stabilised very locally in such microdomains.290 Local synthesis or local 

disinhibition of global degradation are mechanisms extensively described for compartmentalised PI3K-

signalling.132–140 In this respect, PLPPR3-mediated inhibition of PTEN restricted to clusters could create 

such PIP3/PI(3,4)P2 microdomains along the axon and enable a coincidence detection mechanism of 

activating PI3K and, at the same time, inhibiting PTEN. The putative PIP-interaction of PLPPR3, as well 

as of PLPPR5 could further facilitate clustering of PIP3/PI(3,4)P2 as described for the microdomain 

generation by clustering of phosphoinositides through multivalent PIP-interacting proteins.149,150 

These mechanisms would imply a modification of the plasma membrane composition by proteins. 

However, lipids also tend to self-organise into clusters differing in their mobility via liquid-liquid phase 

separation of lipid species differing in saturation or length.291 This process is facilitated by cholesterol 

and sphingomyelin and readily observable in artificial as well as cell membrane derived vesicles.291 In 

living cells, phase separated lipid domains – even more so than protein-induced cytosolic phases292 – 

still evade direct observation, suggesting mechanisms to actively suppress lipid de-mixing or 

structuring of lipids into sub-microscopic domains.293  

Nonetheless, some studies indicate functional importance for lipid-order microdomains especially for 

receptor tyrosine kinase mediated signalling.290 B-cell receptor clustering has been shown to activate 

downstream signalling by de-mixing membrane-bound kinases and phosphatases to distinct 

microdomains in a process that is partially controlled by distinct lipid phases.294 Interestingly, even 

artificial clustering of the lipid phase was sufficient to induce downstream signalling, thereby 

establishing a link of lipids controlling plasma membrane protein localisation and signalling.  
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Also phosphoinositides show some tendency of de-mixing into distinct domains: PIP3 has been 

described to reside in nanodomains distinct to those enriched in PI(4,5)P2.295 While the localisation of 

PI(4,5)P2 is not necessarily restricted to ordered lipid domains, some cytoskeletal or axon enriched 

proteins are assumed to specifically enrich it there.296,297 Similarly, PIP3 does not show a specific 

tendency to reside in ordered or disordered lipid domains but it appears to be selectively produced in 

ordered domains298 and hydrolysed (through PTEN) in disordered lipid domains.299 This potentially 

enriches PI3K signalling in less mobile membrane domains. These findings suggest an influence of lipid 

microdomains on the PI3K pathway and could contribute to the recently described effects of 

membrane microdomains in neuron development and regeneration.300,301 

Interestingly, PLPPR4187 and the closely homologous PLPP1 and PLPP3302,303 have been detected in 

detergent resistant membranes, indicating a localisation of PLPPRs to specific lipid microdomains. 

Furthermore, the size of PLPPR3 clusters detected by structured illumination microscopy (ca. 200 nm, 

Dr. Annika Brosig)206 is in the range of lipid domains as described in the literature.290,304 Moreover, 

similar to other plasma membrane proteins that reside in lipid microdomains,305 treatment with actin 

depolymerising Latrunculin A increased the distance of PLPPR3 clusters (Dr. Annika Brosig).206 These 

experiments suggest that PLPPR3 clustering might be facilitated by association with such lipid domains. 

However, the stable interaction in lipid-free co-immunoprecipitation experiments suggests that 

PLPPR3 clusters form before the lipid phases. As a consequence, the PLPPR3-clusters could even 

instruct the formation of membrane microdomains, as described for specific F-actin arrangements.306 

In summary, PLPPR3 could constrict PIP3/PI(3,4)P2 to membrane microdomains via multiple potential 

mechanisms. Experiments to support a role for membrane microdomains in PLPPR3 function could aim 

on assessing co-localisation measures of PLPPR3 and PIP3 or PI(3,4)P2. They furthermore could 

compare lipid microdomain organisation in relation to PLPPR3-loss or overexpression. In this respect, 

immunolabelling PLPPR3 and PIP3 or overexpressing PIP3-specific PH-domains did not indicate specific 

co-localisation or reorganisation of PIP3 in neurons. However, higher spatial resolution or improved 

signal-to-noise ratios by more evolved PIP3-sensors (discussed in 7.1), or specific PI3K-stimulation 

paradigms such as optical uncaging289 or focusing on PI(3,4)P2 could be required to uncover such 

phenotypes. Furthermore, the localisation of PLPPR3 or PIP3 to domains of different membrane order 

could provide insight into the exact contribution of lipid microdomains to PLPPR3 effects. To this end, 

lipid-order sensitive or -specific probes (eg. Laurdan or FRET-sensors), or single molecule tracking could 

be employed to either study PLPPR3 or PIP3/PI(3,4)P2 localisation and mobility.291 

To determine whether confining PI3K signalling to microdomains is sufficient to explain filopodia-

specific PLPPR3 effects, future studies could aim at manipulating the microdomain distribution of 

PLPPR3 either by mutagenesis or pharmacological strategies. Such treatments could be screened for 

by assessing their effect on PLPPR3-complex formation in co-immunoprecipitation experiments. In 

case further structure-function experiments verify the C-terminal region of PLPPR3 as the main 

contributor to filopodia formation, fusion of this domain to a single-pass transmembrane domain could 

allow for manipulating clustering from the extracellular side using multivalent antibodies or beads. 

Such experiments could be followed up with interactomics to detect microdomain-specific interactors. 
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In case manipulating PLPPR3 clustering remains evasive, targeting PTEN clustering directly might be an 

alternative strategy to test the contribution of PI3K signalling microdomains to PLPPR3 effects. Fusing 

chemical or optical dimerising modules (such as Cry2/CIBN or FKBP/FRB or SNAP)307 to PTEN and 

artificial membrane-domain enriched probes or probes that can easily be clustered by extracellular 

application of antibodies could mimic PLPPR3 function in cell lines or even Plppr3-/- neurons. Such a 

system would, however, not directly mirror PLPPR3-mediated PTEN inhibition inside of PIP3 clusters 

but rather would create PTEN-depleted microdomains between the clusters. An ideal chemical tool to 

study the effect of PIP-microdomain clustering could combine a double-membrane spanning 

hydrophobic lipid with a non-hydrolysable PIP3 or PI(3,4)P2 on the internal leaflet and a corresponding 

‘clustering-anchor’ on the outer leaflet side. Synthesising such a construct and testing whether it would 

even be possible to insert it to plasma-membranes would require extensive optimisations and 

collaboration with experts in organic chemistry. 

6.1.3 PLPPR3 mediating branch formation downstream of PI3K/PTEN signalling  

Microdomain localisation or creation does, however, mainly explain PLPPR3 action before and during 

the timepoint of formation of an actin patch or a subsequent filopodium. The presence of PLPPR3 along 

the axon shaft and on all parts of filopodia (without inducing a function), suggests additional 

mechanisms to activate or inhibit PLPPR3 function. This could occur either by a coincidence mechanism 

requiring both PI3K-signalling as well as PLPPR3-mediated inhibition of PTEN as discussed above, or by 

PIP3/PI(3,4)P2 directly altering PLPPR3 function (Figure 24F).  

If PLPPR3-mediated effects on filopodia would not require altering PTEN activity, how else could it 

affect filopodia density on cells? The shared filopodia phenotypes across the PLPPR-family suggest 

shared downstream mechanisms (Figure 24E). Due to their well described role in neuron 

morphogenesis,101 Rho-and Ras-GTPases were a target of several studies addressing PLPPR1 and 

PLPPR5 functions. PLPPR1 does not seem to require Cdc42, nor other known actin-remodelling 

proteins such as Vasp or Arp2/3 for its filopodia phenotypes.155 Similarly, PLPPR5 increases filopodia 

independently of Cdc42 activity.185 Interestingly, both PLPPR1 and PLPPR5 seem to counteract RhoA-

activity,185,218 although it is not clear, whether these effects are acting in a linear pathway or whether 

they converge on a shared downstream mediator of RhoA-functions. PLPPR1 furthermore seems to 

counteract Rac1 activity,308 and interact with the Ras guanosine exchange factor 1 (RasGRF1, Cdc25).177  

It is conceivable that PLPPRs regulate Rho- or Ras-GTPase activity to induce filopodia, although the 

most described filopodia-inducing candidate genes Cdc42 and Rac1 do not seem to mediate the 

effects. Rather, modulating RhoA effects seems to emerge as a target pathway. A recent large-scale 

siRNA screen on the effects of 219 Rho-GTPase associated proteins on neuron morphogenesis 

described multiple proteins with similar loss of function phenotypes as PLPPR3.309 In addition to Cdc42 

and RhoA, also Tsg101, Pard3, Gna13, Hip1, Igf1R and multiple additional proteins emerge as branch-

specific regulators. Interestingly, also the actin-microtubule crosslinker Gas2L1 shows very similar 

neuron morphogenesis phenotypes to PLPPR3 in loss of function.73 It could be fruitful to study, 

whether these candidates act in the same or in parallel pathways to PLPPR3 for inducing branches. 
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A second line of evidence suggests PLPPR-effects in adhesion. Cultured PLPPR1- and PLPPR4-expressing 

cells adhere stronger to cover slips and their migration seems to leave behind trailing fibers that 

resemble filopodia.183,308 Also PLPPR5 seems to prevent LPA or Nogo-induced cell rounding.185 

Mechanistically, PLPPR1 seems to stabilise focal adhesions by slowing down their disassembly,308 and 

PLPPR4 seems to alter surface abundance of active Integrin β1.187 This activation of Integrins does not 

involve direct interaction but binding of the Integrin deactivating phosphatase PP2A and can explain 

the increased dendritic filopodia density of PLPPR4-expressing cells.187 PLPPRs therefore might not 

induce the formation of filopodia but rather stabilise them against retraction. Interestingly, both 

PLPPRs and Integrins seem to be found in ordered lipid domains, and integrin signalling seems to even 

require such membrane microdomains. 187,290,310 Studying the adhesive properties in Plppr3-/- neurons 

could provide further insight whether this mechanism contributes to PLPPR3 function.  

Furthermore, PLPPR3 and PLPPR4 also seem to participate in neuron morphogenesis programs 

controlled by the ubiquitin ligases TRIM9 and TRIM67. Both TRIM-proteins have been found to interact 

with PLPPR3 and PLPPR4.311,312 Functional studies have established TRIM9 and TRIM67 as regulators of 

neurite formation and axon branching with mechanisms involving Netrin signalling and Vasp activity 

to alter exocytosis, filopodia dynamics and branching.52,53,313–315 Although PLPPR3 did not seem to 

interact with the Netrin receptor DCC in pilot co-immunoprecipitation and co-localisation analyses in 

overexpression settings (not shown), other mediators of TRIM9 or TRIM67 controlled branching might 

cooperate with PLPPR3 to form branches. 

A last, and very unconventional hypothesis would assume direct actin-nucleating or membrane 

deforming events by PLPPRs. It is based on the observation that PLPPR3 (Figure 4) and PLPPR1 (ref 308)  

are often found on membrane protrusions containing little F-actin, or tubular rather than flat portions 

of internal membrane compartments. PLPPRs could have a curvature sensing or even inducing function 

similar to reticulons that control the tubular structure of certain pools of the endoplasmic reticulum.316 

Transmembrane proteins have been described to alter curvature of membranes without need for 

cytoskeletal support,317,318 and also cytosolic membrane deforming proteins of the I-BAR family were 

described to deform the membrane before F-actin invasion.319,320 Interestingly, the effect of the I-BAR 

protein IRSp54 is suspected to depend on association with phosphoinositides and curved membranes 

to subsequently cluster Vasp for filopodia elongation.319,321  

Binding of phosphoinositides by PLPPR3 could serve as a similar coincidence detection mechanism to 

induce filopodia formation in response to PI3K activity. Alternatively, phosphoinositide binding could 

alter the localisation of PLPPR3 as described for Syntaxins. Syntaxin 1A clusters upon PI(4,5)P2 or PIP3 

binding using a highly similar region to the PLPPR-family conserved polybasic juxtamembrane domain 

described in section 2.3.322,323 Phospoinositide binding is furthermore hypothesised to open binding 

pockets for regulating NMDA- and EGF-receptor signalling in a competition with calcium/calmodulin.150 

Similarly, binding of PIP3 could alter the conformation of PLPPR3. Lastly, PI3K activity could alter the 

phosphorylation status of PLPPRs by downstream kinases with PTEN acting as a protein phosphatase 

to counteract such PI3K-induced PLPPR-mediated effects. Interestingly, PTEN and mTOR have been 

found to also interact with PLPPR1.186 
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As most of the mechanisms how PIP3 could activate PLPPR3 require direct binding of the two, future 

studies could focus on verifying the interaction and localising the exact PIP-binding site in PLPPR3. Such 

knowledge could allow for specific mutagenesis of the PIP-binding site to study its effects on PTEN-

inhibition and filopodia density. This would allow for a more precise description of the nature of the 

PI3K/PTEN and PLPPR3 connection. In addition, interactomic studies of PLPPR3 or shared interactomes 

of PLPPR family members could provide further insight into the filopodia forming pathways. In this 

respect, screening for PLPPR3 mutants that express and localise normally but fail to introduce filopodia 

could allow for refined experiments to distinguish filopodia-related from other interaction partners.  

In conclusion, several models could explain the effects of PLPPR3 and PTEN on branching 

morphogenesis. Even though these discussed models of the PLPPR3 and PTEN connection differ in 

whether PLPPR3 influences or is influenced by PI3K-activity, the true nature of the interaction could 

include multiple mechanisms. Combining PTEN-inhibition with PIP-binding and microdomain 

localisation or with structural changes in PLPPR3 could present with emergent properties that might 

not be fully replicated by only the individual functions. Effects on downstream pathways such as 

modulation of Rho-GTPases or adhesion could contribute to induction of PIP3 microdomains through 

feedback mechanisms.20 While PI3K-activity and PLPPR3 therefore very likely cooperate during 

filopodia formation, the exact nature of their connection could be multifaceted and opens the door 

for exciting new directions.  

6.2 REGULATING PLPPR3 TO REGULATE EFFICIENT BRANCH FORMATION 

While the exact molecular mechanisms of PLPPR3 function await further clarification, this thesis 

established a physiological role in branch formation. Therefore, regulating PLPPR3 could be used by 

neurons to regulate their branched morphology. No matter whether it requires separate coincident or 

activating signals to initiate branches (as discussed in the previous sections), PLPPR3 is likely 

additionally controlled spatially or temporally by transcriptional and trafficking mechanisms. 

The expression patterns of Plppr3 in adult cortical mouse neurons indicate a potential cell type specific 

control. Plppr3 expression appears highest in adult GABAergic neurons, specifically of caudal ganglionic 

eminence derived Sncg and VIP neurons. Such interneurons mostly exert short-range effects with a 

largely local but highly branched axon.12,78 Furthermore, expression seems to be lowest in long-range 

projecting, and therefore less branched, excitatory neurons of the pyramidal tract or lower cortical 

layers. Interestingly, PTEN presents with an opposite expression gradient, with lower expression in 

GABAergic and highest expression in long-range projecting glutamatergic neurons, again strengthening 

the idea that PLPPR3 and PTEN antagonise each other. 

GABAergic interneurons have been described to migrate to their target region before adopting their 

final morphology.12 It could, therefore, alternatively be possible that the enrichment of Plppr3 mRNA 

in GABAergic cells just is a consequence of their delayed morphogenesis. Plppr3 was found highly 

expressed during early development (as quantified by Dr. Annika Brosig)206 in largely glutamatergic 

neuron cultures. This suggests different expression time-courses of Plppr3 for different cell types 

depending on the timepoint they establish their morphology. Supporting this hypothesis, the 

expression level of Plppr3 in the adult datasets seems to inversely correlate with the time of birth of 
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glutamatergic neuron types – with earlier-born, lower layer neurons expressing less Plppr3 at P55 than 

later-born, upper layer cortical neurons (Figure 1C&F). It would be very interesting to compare these 

results to a similar dataset of embryonic mouse cortex to further elucidate the temporal and cell type 

specificity of Plppr3 expression. Furthermore, given their ability to form heteromeric complexes and 

the described effects on neuron morphology, it would be interesting to screen for co-expression of 

various PLPPRs in different cell types or at different developmental timepoints that could create a 

‘PLPPR-code’ for morphogenesis.  

In addition to potential cell-type-specific effects, PLPPR3 highly enriches in axons of neurons. This 

axonal localisation could potentially be controlled by transport of mRNA and local translation in the 

axon. In such a setting, the retained intron 3-4 with its two stop codons might act as ‘transport-lock’ 

to only allow for translation at the desired destination. While spliceosomes so far only have been 

described in the nucleus, extranuclear splicing has been reported in dendrites.324,325 Functional roles 

of the intron 3-4 retention event could be assessed by designing probes against the intron to localise 

transcripts, and by shRNA-targeting this intron and analysing PLPPR3 localisation. 

PLPPR3 axon localisation is, moreover, likely controlled at the protein level. Here the axon initial 

segment likely participates in sorting of PLPPR3-containing vesicles and limiting diffusion of membrane 

localised PLPPR3 out of the axon.97,326 Therefore, especially plasma membrane localisation of PLPPR3 

emerges as a potential axon-enrichment mechanism. Furthermore, it is likely that neurons use 

PLPPR3’s membrane localisation ‘sensitivity’ (most PLPPR3 mutants seemed to alter the membrane 

localisation in my overexpression experiments) to regulate PLPPR3 function. The expression 

dependency of plasma membrane localisation could, as an example, contribute to the selective loss of 

PLPPR3 function in long heterozygous Plppr3+/- neurons.  

Membrane localisation of PLPPR3 could also be regulated by PI3K- or phosphoinositide-mediated 

effects. The conserved polybasic juxtamembrane region in PLPPRs seems to be required for plasma 

membrane localisation of PLPPR3. A similar region in Syntaxin 1A has been described to mediate 

PI(4,5)P2 and PIP3 binding and subsequent clustering of Syntaxin 1A.322,323 Phosphoinositide binding is 

also required for plasma membrane localisation of various ion channels.148 Interestingly, the distance 

of PLPPR3 clusters seems to slightly increase by PI3K-inhibition (Dr. Annika Brosig),206 indicating lower 

plasma membrane abundance of PLPPR3. Further studies could focus on PI3K-inhibiting or activating 

treatments in PLPPR3 expressing cell lines with a focus on plasma membrane abundance of PLPPR3. 

Furthermore, also lipid-order defined microdomains could regulate PLPPR3 membrane localisation. 

Lipid order differs drastically between organelles. The plasma membrane presents with highest order 

and endomembranes with more mobile lipids.327,328 Furthermore, association with ordered lipid 

domains has been described to control plasma membrane localisation of several proteins.329,330 The 

association of proteins, also of membrane proteins, with such ordered lipid domains has been 

described to depend on palmitoylation.212,331,332 Palmitoylation, in addition, has been described to 

control axonal enrichment of proteins.98,99 Even though the putative palmitoylation site C199 of 

PLPPR3 does not seem to contribute to membrane localisation, other predicted residues such as C20, 

might still be interesting candidates to regulate PLPPR3 localisation. 
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Finally, also the region homologous to the catalytic centre of PLPPs appears to regulate PLPPR3 

membrane localisation. This indicates regulatory functions exerted by the lipid substrates of PLPPs 

(such as LPA) on PLPPR3. The effect of PLPPRs to LPA has mainly been described to counteract LPA-

induced functions, be it migration, neurite collapse, hyperexcitability or NT3 secretion. 159,160,218,219 

Mechanistically, these effects are suspected to be mediated by an ‘interaction’ of LPA with PLPPRs, 

that has been inferred by altered uptake of phosphatidic acid of LPA in a PLPPR4-dependent manner 

but not been measured directly.160,161 Such an interaction could either decrease LPA-activity on LPA-

receptors as suggested above, or alter LPAR-signalling by locally enriching or segregating LPA through 

binding – as has been described for BDNF with a truncated TrkB-receptor variant in the mammary 

gland.333 However the observed altered membrane localisation of PLPPR1155 and PLPPR3 (section 2.3.3) 

after mutation of the ‘catalytic centre’ suggest a more direct action of LPA on PLPPR-localisation or 

function. Future experiments could verify the direct interaction despite the drastic mutations 

(discussed in section 2.3.3) of the putative binding site in the former ‘catalytic centre’. They 

furthermore could assess membrane localisation of PLPPR in response to LPA-treatments. 

In summary, the transmembrane region of PLPPR3 emerges as a potential target for regulating PLPPR3 

function. However, the exact link of membrane localisation and filopodia inducing function has not yet 

been sufficiently characterised (as discussed in section 2.4). The high sensitivity of PLPPR3 membrane 

localisation furthermore complicates the unbiased quantification of PLPPR3 function. Less plasma 

membrane localised PLPPR3 mutants (such as the C-terminal deletion mutants) might not rescue 

branching just because of their specific localisation rather than their lacking binding domains for 

downstream interactors. Therefore, precise mapping of the domains on PLPPR3 that control 

localisation versus filopodia forming functions will be required to facilitate our understanding of 

PLPPR3 function. The characterised glycosylation-deficient mutant (N167Q) could serve as a tool to 

study non-membrane localised PLPPR3, while the delta-poly-E-box mutant could provide insight on 

predominantly membrane localised functions or interactors. In conclusion, studying PLPPR3-function 

precisely seems to require to first understand and control its regulation. 

6.3 PLPPR3-INDUCED FILOPODIA BRANCHING AS AN INDEPENDENT MORPHOGENETIC RULE 

As highlighted in Chapter 5, studying PLPPR3 functions on branching can also inform on the interplay 

of morphogenetic programs in developing neurons. Neurons likely control morphogenesis in a cell type 

or even compartment-specific manner by selectively initiating distinct strategies or by modifying the 

morphogenetic programs themselves (as introduced in section 1.2 and 1.3). 

Interestingly, the Plppr3-/- phenotypes discussed in Chapter 5 suggest that even the narrow branching 

morphogenesis program seems to be executed by multiple subprograms: lamellipodia-induced 

branches appear to collapse quite fast, while filopodia-induced branches persist longer. Changing only 

filopodia number, by loss of Plppr3, does not change the stability of branches from other origins. 

However, loss of the long-lived filopodia branches indirectly decreases the observed stability of the 

remaining branches. Similarly, reducing only lamellipodia branch initiations appears to equip the 

neurons indirectly with more stable branches.334 This lack of crosstalk between stabilising mechanisms 

indicates that separate downstream mediators control branch maintenance between the different 
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precursor types. Interestingly, neurons seem to utilise these distinct programs on distinct 

compartments. This results in a high turnover of lamellipodia-induced branches in neurites and an 

accumulation of filopodia-induced branches in axons. 

These results raise the question, whether both branch types are relevant in vivo, or whether this 

distinction may only be an artifact of cell culture. Most reviews describe filopodia as the relevant 

branch precursor in vivo.57 However, in three-dimensional cultures that more closely mimic the 

microenvironment of developing neurons in vivo, lamellipodia exhibit a cone-like shape that is 

morphologically much closer to 2D-culture filopodia than lamellipodia.39 In a pilot reanalysis of branch 

lifetime in this dataset, that was kindly provided by Barbara Schaffran from the laboratory of Prof. 

Frank Bradke (DZNE, Bonn), overall branch lifetime closely matched the lamellipodia-lifetimes 

measured in my cultures (not shown). This suggests a relevant role for lamellipodia-induced branching 

in 3D. Furthermore, in vivo live-cell imaging of retinal ganglion cells revealed very short-lived branches 

of similar lifetime to the lamellipodial branches observed here.335 

Interestingly, lamellipodia were also described to induce branching on dendritic leading processes of 

migrating neurons in vivo.336 The branching events are described to improve sensing of guidance 

cues,337 and the selective stabilisation of branches was indicated for steering the migration.44 It is 

conceivable, that the dendritic lamellipodia-induced branching observed in my experiments is 

controlled by similar mechanisms as this ‘migratory branching’. In that case, the filopodia branch 

mechanisms could have evolved as a separate layer for more specific branch formation during later 

morphogenesis. 

This raises the question, whether dendrite branching in general depends more on lamellipodial 

precursors or whether the observed predominantly lamellipodial branching is just a consequence of 

the early developmental stage of the analysed neurons. Similarly to axon branches, dendrite branches 

are considered to emerge from filopodia,338 although dendritic filopodia seem to contain a more 

lamellipodia-like Arp2/3-crosslinked cytoskeleton compared to axonal filopodia.339 On the other hand, 

the dendrites of interneuronal granule cells in the olfactory bulb seem to depend on GABA-induced 

lamellipodia as branch precursors.340 It is therefore conceivable that lamellipodia-induced branching 

still contributes to mature dendrite morphogenesis. Studying dendrites at later developmental 

timepoints using the strategy described here is, however, complicated by the need for very sparse 

culturing to study cell-cell adhesion independent branching.  

Further insight could, however come from the regulation of branching patterns between axons and 

dendrites. Stochasticity has large implications for biological phenotypes by generating inter-cellular 

variability while preserving robust phenotypes.25,341 Interestingly, the exact locations of branches on 

both axons and dendrites are not deterministically defined.26,342 Stochastic formation combined with 

tiling and retraction mechanisms are sufficient to model layer and column specificity of dendritic and 

axonal arborisation.24 Even experimentally, recent studies have established both stochastic as well as 

more deterministic parts of dendrite branch morphogenesis.343,344 Interestingly, the fast extension and 

short lifetime of lamellipodial branches appears like a stochastic ‘trial-and-error’ branching mechanism 

compared to the more ‘determined’ filopodial branches that have a slower turnover. Therefore, 
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regulation of these branching programs could be an intriguing mechanism to explain stochastic versus 

deterministic branching. 

The distinct branching modes could even differentially affect terminal arborisation and interstitial 

branching. Interstitial branches likely require more deterministic solutions to trigger only one branch 

to innervate a distant brain region. Arborisation in contrast does not necessarily require specific branch 

initiation modes but could emerge from a high likelihood of stochastic splitting or collateral branch 

formation combined with contact-mediated stopping of growth.341 While the filopodia-branching 

induced by PLPPR3 appears to be well suited to control interstitial branching, it could be nevertheless 

fruitful to analyse PLPPR3’s effects on terminal arborisation. Specifically, the presented high 

abundance of PLPPR3 in distal regions of the axon, the lack of an effect on interstitial branch formation 

in layer II/III cells in vivo, and the described functions of PLPPR-family members in dendrite 

morphogenesis163,165,187 that depends more on arborisation, argues for functions of PLPPR3 in 

arborisation than interstitial branching. 

The phenotypes of specific mediators of morphogenesis, such as PLPPR3, are often mild and easily 

compensated by parallel branch programs when compared to general mediators, such as tubulin, 

actin, or PTEN. However, they can enable experimental paradigms to unravel the exact coordination 

of branching programs during neuron morphogenesis as illustrated in chapter 5. Studies on narrow 

mediators of morphogenesis could, therefore, contribute to answering whether terminal axon 

branching is closer related to dendritic branching or axon interstitial branching or whether arborisation 

and interstitial branching are indeed regulated independently. And they could subsequently be targets 

to precisely study multifaceted phenomena such as cognitive processing or neurological disease. 

 

6.4 CONCLUSION 

In this thesis, I established PLPPR3 as a membrane-protein controlling axon-enriched filopodia and 

branch formation during neuron development. Mechanistically, PLPPR3 increases filopodia and branch 

abundance but not branch stability in a pathway with PI3K and PTEN. PLPPR3 function is likely 

regulated via its plasma membrane abundance, microdomain generation or localisation, and cell type 

or even axon-specific expression. Elucidating this narrow function of PLPPR3 suggested the existence 

of separately regulated branch morphogenesis programs that differ in their downstream maintenance. 

In addition, I developed and optimised multiple experimental paradigms and semi-automated analysis 

strategies to study plasma membrane phosphoinositides and PLPPR3-function in cell lines and primary 

neuron cultures and generated a Plppr3-/- mouse line using CRISPR/Cas9. In conclusion, my findings 

open multiple new directions and provide valuable tools to study the molecular control of neuron 

morphogenesis. 

  



76 
 

7 APPENDIX 

 

 

 

7.1 Visualising membrane phosphoinositides 77 

7.1.1 Benchmarking the sensitivity of PH-domain overexpression 77 

7.1.2 Optimising sensitive and specific immunolabelling for membrane lipids 78 

7.1.3 PIP3 accumulates differently in GABAergic and glutamatergic neurons 80 

 

7.2 Image analysis tools 82 

7.2.1 Filopodia and membrane localisation analysis cultured cells 82 

7.2.2 Membrane recruitment of PH-domains 84 

 

7.3 Fully automated branch classification in developing cultured neurons 86 

7.3.1 Segmentation of neuronal processes and soma reconstruction 86 

7.3.2 Classification of axon, dendrites, and branches 88 

7.3.3 Comparison of segmentation and classification strategies 90 

7.3.4 Evaluation of sensitivity to detect biological phenotypes 92 

 

  



77 
 

7.1 VISUALISING MEMBRANE PHOSPHOINOSITIDES 

Phosphoinositide membrane lipids (PIPs) serve diverse signalling functions in cellular 

compartments.142,143 They differ by amount and location of phosphates on their inositol head group, 

creating seven distinct phosphoinositide species: three monophosphates (PI(3)P, PI(4)P, PI(5)P), two 

bisphosphates (PI(3,4)P2, PI(3,5)P2, PI(4,5)P2) and one trisphosphate PI(3,4,5)P3 (commonly 

abbreviated with PIP3).  

Distinguishing the configuration of individual phosphate groups on a sugar head group of a membrane 

lipid requires highly specific detection methods345. Thin-layer chromatography in combination with 

radiolabelling has been used for quantifying phosphoinositide species by the number but not the 

positions of phosphate groups on inositol rings. Recent developments of lipid mass spectrometry346 

allow for allow for the sensitive quantification of all subspecies simultaneously. However, localising 

the various PIPs in cells by these strategies requires robust purification of subcellular compartments 

and precludes studying microdomain localisation of PIPs. In this section I compare two microscopy-

based methods of quantifying localised PIP abundance with respect to specificity, sensitivity, and 

applicability to cells with complex morphologies: cultured primary neurons.  

7.1.1 Benchmarking the sensitivity of PH-domain overexpression 

Cells initiate downstream signalling of distinct phosphoinositides by recruitment and local enrichment 

of effector proteins such as, in the case of PIP3, AKT and PDK.142,143 These effectors contain specialised 

domains capable of distinguishing the head group configuration of different PIPs. The most 

characterised domains in this respect are FYVE- (Fab 1, YOTB, Vac 1, and EEA1) and PH- (Pleckstrin 

homology) domains. Membrane recruitment of GFP-tagged PH-domains, in the case of PIP3 the PH-

domains of AKT1, BTK and GRP1 (Figure 25A), is a widely used tool to characterise PIP3 in cells.345 

I expressed AKT1-GFP, PH(BTK)-GFP and PH(GRP1)-mCitrine (data not shown but it mirrors PH(BTK)-

GFP) in N1E-115 cells and stimulated or inhibited PI3K activity for 2 minutes before fixing using Insulin 

or the GDC-0941 respectively (Figure 25). Even though membrane recruitment often enriches local 

density of PH-domain containing proteins, the intensity of none of the tested PH-sensors responded 

to treatments of PI3K-activity (Figure 25B). However, in these same cells it was possible to measure 

the successful manipulation of PI3K-activity via the phosphorylation status of AKT using a staining with 

AKT-pS473-antibody (Figure 25C). Overexpressing AKT, further increased the sensitivity for measuring 

PI3K-activity at the level of AKT-phosphorylation (AKT-GFP in Figure 25C).  

Interestingly, the pAKT-activation was more pronounced in GFP-expressing control cells when 

compared to PH-domain overexpressing cells (BTK vs. GFP in Figure 25C), suggesting partial 

interference of downstream signalling when visualising PIP3 using the PH-domain overexpression 

strategy. Overexpression of PH-domains has been described to stabilise PIP3 in cells347, as well as 

interfere with downstream signalling by preventing binding of endogenous effectors.348 Interpretation 

of PIP3-signalling measured by this strategy therefore requires careful selection of controls.  

Membrane recruitment of PH(Grp1) and PH(BTK) – as measured by a newly developed semi-

automated strategy further described in 0 – served as a reliable and sensitive readout of PI3K activity 
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in cultured cells (Figure 25D, gDMSO:Ins = 1.3). The quantification of membrane recruitment in neurons is 

complicated additionally by the thin tubular shape of processes where membrane versus cytosolic 

localisation is more difficult to detect. While accumulation or clustering of PH domains along the length 

of an axon have been used to infer the localisation of PIP3 microdomains,59 such accumulations could 

also come about by PIP3-independent accumulation of cytosolic material due to transport or 

degradation mechanisms. More sensitive quantification of PIP3 in neurons via the PH-domain 

overexpression method might be achieved by co-expression of a cytosolic marker or a PIP3-binding 

deficient PH-domain mutant and quantifying the ratio of PH-domain to cytosolic marker.348  

 
Figure 25: Membrane recruitment but not intenstiy of fluorophore-tagged PH-domains reports on PIP3 levels in cells. (A) 

Downstream signalling of PIP3 is mediated by recruiting PIP3-binding PH-domain containing proteins to the plasma membrane 

(AKT, PDK, mTORC2). Membrane recruitment of such PH-domains can serve as a readout for PIP3 abundance in cells. (B) 

Fluorescence intenstity of GFP-tagged BTK-PH-domain or AKT1-GFP does not change upon stimulation or inhibition of PI3K-

activity. (C) Stimulation and inhibition increase and decrease phosphorylation of AKT (S473) respectively. The pAKT increase is 

higher in GFP-transfected than in PH-domain expressing cells indicating interference of the PH-domain with downstream 

signaling. pAKT is detected more sensitively when overexpressing full-length AKT1-GFP. (D) Semi-automated anaylsis of 

membrane recruitment of PH(BTK)-GFP reliably reports on PI3K activity. Small grey dots indicate individual cells, colored dots 

indicate means per experiment. Error bars indicate standard errors of the mean between experiments. n = 3 experiments. 

Mixed model between experiments, post-hoc comparisons Holm-corrected, *** p < 0.001 

7.1.2 Optimising sensitive and specific immunolabelling for membrane lipids 

These challenges of visualising PIPs with the overexpression method, raise the question of why not 

immunolabelling them like commonly performed for assessing the phosphorylation status of proteins. 

While there are commercially available antibodies capable of distinguishing these minimal epitopes of 

just one phosphate on a sugar head group of lipids, standard fixation and labelling protocols do not 

preserve the localisation and abundance of lipids (Figure 26A). I therefore optimised a protocol 

developed for visualising PI(4,5)P2 by Hammond et al, 2009349 to preserve PIP3 during immunolabelling 

(Figure 26B). Briefly, the optimised protocol uses a cytoskeletal stabilising buffer (PHEM-buffer) and 

fixes the cells using paraformaldehyde and glutaraldehyde to stabilise cortical actin and therefore 
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membrane composition. It furthermore permeabilises the cells using saponin to retain PIPs in the 

membrane. To prevent diffusion of lipids, all steps after fixation, including PIP3-detection, are 

performed on ice before fixing the PIP3-probe (a protein) and performing a standard immune-

detection of the probe. I used either a specific monoclonal antibody (Echelon) or a GST-tagged purified 

PH-Grp1 domain subsequently visualised using anti-GST-labelling as a PIP3 probe.  

The localisation of PIP3 using this protocol was specific to plasma membrane compartments (Figure 

26C, lower panel), while standard immunolabelling techniques using the same PIP3-probes produced 

an artefactual punctate pattern at and below the plasma membrane. Performing the same specificity 

test as for PH-domain overexpression in the previous experiment, PIP3-staining specifically and 

sensitively detected PI3K activation and inhibition (Figure 26D, gDMSO:Ins = 3.2). The sensitivity (effect 

size 3.2) was considerably higher than using membrane recruitment of overexpressed PH-BTK-GFP 

(effect size 1.3) to quantify PIP3 abundance. Furthermore, PIP3-labelling can be quantified with an 

easier readout of only intensity rather than membrane translocation.  

 
Figure 26: Optimised staining protocol specifically and sensitively detects PIP3. (A) Challenges when staining lipids: Commonly 

used aldehyde fixation crosslinks amino groups (mostly proteins indicated in grey), while lipids still stay diffusible. Commonly 

used permeabilisation techniques (to get probes inside of the cell to label proteins and inner-leaflet lipids) like Triton X100 or 

Methanol unspecifically wash out lipids and therefore alter the lipid composition. Saponin specifically removes cholesterol 

from membranes. Finally, antibodies tend to cluster and relocalise unfixed anitgens, precluding an exact localisation of PIPs. 

(B) Optimised fixation and labelling protocol based on Hammond et al., 2009 adapted to PIP3.349 (C) Comparison of standard 

labelling techniques and the optimised protocol in confocal planes of N1E-115 cells. Note the artefactual clustering of PIP3-

signal using standard techniques. (D) Sensitivity and specificity of PIP3-staining on PI3K stimulated or inhibited N1E-115 cells. 

Small dots indicate fields of view, large dots and color indicate experiments, error bars indicate standard error of the mean. n 

= 3 experiments. Mixed model between experiments, post-hoc comparisons Holm-corrected, *** p < 0.001. Panel D was 

pulished as part of Nieuwenhuis et al, 2020, Embo Mol Med.245 
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7.1.3 PIP3 accumulates differently in GABAergic and glutamatergic neurons 

Due to the easier quantification and interpretability, and the higher sensitivity when compared to the 

overexpression protocols, I applied the immunolabelling protocol to label PIP3 in primary hippocampal 

and cortical neurons. The protocol sensitively and specifically labelled PIP3 also in PTEN-deficient 

neurons stimulated with PI3K-activating growth factor BDNF and failed to do so where neurons were 

pretreated over night with the PI3K-inhibitor GDC-0941 (Figure 27A&B). Interestingly, baseline levels 

for PIP3 appeared low in PTEN-deficient neurons as untreated conditions hardly showed more PIP3-

labelling when compared to PI3K-inhibited neurons. Corroborating this minimal change in PIP3 levels 

in neurons upon PI3K-inhibition, also stimulation of wild-type neurons with BDNF hardly increased PIP3 

levels, while PTEN-deficient neurons showed a time-dependent increase in PIP3 (Figure 27C&D). 

Whether PIP3 is transiently elevated in wild-type neurons only very early (2 min timepoint) after BDNF-

stimulation, requires more repetitions. But these data suggest that the labelling protocol works in 

neurons and that PIP3 levels are more tightly controlled in neurons when compared to cell lines. 

 
Figure 27: Immunolabelling reliably visualises PIP3 in neurons. (A) Specificity test for PIP3-labelling in PTEN-deficient (DIV6) 

neurons treated with BDNF, the PI3K-inhibitor GDC-0941 or the combination. (B) Quantification of PIP3 response to these 

interventions. n=3 experiments. (C) Comparison of BDNF-mediated PIP3 increase over time in wild-type versus PTEN deficient 

neurons. Note the enrichment of PIP3 signal only in individual cells in PTEN-/-.(D) Quantification of the PIP3 intensity shows 

general trend for increased PIP3 levels over time (with large variability) only in PTEN deficient neurons. (E) High-intensity PIP3 

staining after BDNF-stimulation is found in Gad2-enriched cells (closed arrows), non-Gad2 positive cells are low in PIP3 (open 

arrows). Note: due to bleedthrough, the Gad2-channel also includes signal for nuclear localised RFP (the probe reporting 

infection of CRE for PTEN-deletion). Dots and colour indicate individual experiments, error bars represent SEM, gray ribbon in 

D represents the 95% confidence interval. 
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Interestingly, even in PTEN-deficient neurons, PIP3 seemed to accumulate after BDNF-stimulation only 

in a subset of cells. Co-labelling cells for PIP3 and the GABA-synthesising Glutamate decarboxylase 2 

(Gad2), as well as the comparably low percentage of PIP3-accumulating cells in cortical and 

hippocampal cultures suggests that these cells are GABAergic interneurons (Figure 27E).  

This raises interesting questions about the regulation of PI3K-signaling in glutamatergic compared to 

GABAergic cells. Does BDNF only increase PIP3 in GABAergic cells? The expression of the BDNF-

receptor TrkB in adult cortical neurons is higher in GABAergic cells, and especially hippocampal 

glutamatergic neurons seem to express low levels of TrkB.96 Nevertheless, BDNF has been shown to 

affect glutamatergic neurons,350 suggesting a differential downstream signaling of PIP3-dominated 

effects in GABAergic and non-PIP3-dominated signals in glutamatergic neurons. In this respect it is also 

interesting to note, that the expression of Akt1, a major downstream effector of the PIP3-side of TrkB 

correlates well with the expression of TrkB in GABAergic cells, while not so well in glutamatergic cells 

(data again from adult single-cell transcriptomic study as discussed above and in Figure 1).96 

Alternatively, PTEN-deficiency could target GABAergic cells differently to glutamatergic cells. In this 

respect it is interesting to note that PTEN expression appears higher in adult glutamatergic neurons 

compared to GABAergic.96  

Future experiments using different PI3K-stimuli (as an example, Fgf-receptor 1 expresses strongly in 

glutamatergic compared to GABAergic neurons) could test whether this PIP3-increase is BDNF-specific 

or whether PI3K-signaling in general is regulated differently in glutamatergic neurons. In any case, this 

differential PIP3-accumulation in glutamatergic vs. GABAergic neurons opens interesting questions 

regarding the PI3K/PTEN contribution to neurodevelopmental diseases with hypothesised imbalance 

of excitatory and inhibitory signalling such as autism spectrum disorder.123 

Regarding the sensitivity of PIP3-probes in cells, several groups have proposed modifications of the 

overexpression strategy. These improvements mainly facilitate the sensitive quantification of 

membrane versus cytosol recruitment by either employing FRET,348 or microinjecting PH-domains 

tagged with solvatochromic fluorophores that report membrane recruitment by a wavelength shift.285 

While all the PH-membrane recruitment techniques allow for live-monitoring of PIP3-dynamics, they 

have been shown to interfere more with endogenous PIP3-signaling than immunolabelling strategies 

on fixed cells.347 Adaptations of the immunolabelling strategy have focused on immobilising membrane 

lipids while still retaining the possibility to label the internal leaflet of the plasma membrane or 

increasing signal intensity. Strategies include freeze-fracture electron microscopy,351 quantum-dot 

labelled PH-domains281 or feeding cells with chemically modified fixable lipids.352   
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7.2 IMAGE ANALYSIS TOOLS 

To facilitate high throughput screening of PLPPR3-mutants, I developed semi-automated image 

analysis strategies using a combination of ImageJ macros followed by data analysis in R. This section 

will describe the general idea and usage and discuss advantages and caveats of two elaborated analysis 

pipelines. All macros and scripts are publicly accessible under https://github.com/jo-fuchs.  

7.2.1 Filopodia and membrane localisation analysis cultured cells 

All filopodia density and membrane abundance measurements of Plppr3 effects in cultured cells in 

Chapter 2 were performed with the ImageJ macro described below (https://github.com/jo-

fuchs/Filopodia_Membrane_recruitment). It requires confocal images of a cell labelled for the protein 

of interest and an independent membrane marker, and optionally can include information from a 

nuclear staining.  

 
Figure 28: Filopodia and membrane recruitment analysis: (A) Filopodia detection begins by refinement of a cell area selection. 

This area is converted to a 1µm thick line and shifted outside of the cell to then detect peaks of the resulting intensity profile 

as protrusions. Dense protrusive areas are sometimes detected as bulges of the cell surface (red arrow, circumference 

overestimated) but protrusions are nevertheless registered (white arrows). (B) Membrane abundance is quantified by creating 

selection band around the membrane and shrinking the selection 3µm inside for intracellular signal. If nuclei are visualised, 

the macro optionally finds and measures the perinuclear area by shifting a selection band outside of the nuclear selection.  

https://github.com/jo-fuchs
https://github.com/jo-fuchs/Filopodia_Membrane_recruitment
https://github.com/jo-fuchs/Filopodia_Membrane_recruitment


83 
 

The macro sequentially quantifies filopodia density of cells and membrane abundance of a protein of 

interest in a semiautomated technique that only requires selection of the cell of interest. For 

quantification of filopodia density (Figure 28A), the cell selection is refined using the cell membrane 

channel by median filtering followed by a Huang threshold (on a duplicate of image) and removing 

small particles by particle analysis. To reduce details introduced by small protrusions and noise for a 

less overestimated quantification of cell circumference, this selection will be opened (shrinking with 

consecutive dilation of selection) and subsequently converted to a line. To detect membrane 

protrusions, intensity peaks are detected on an intensity profile of this line using the detect peaks 

function of the BAR plugin353 of ImageJ with an adaptive threshold (median intensity on line) and a 

minimal peak distance of 1.5 µm. The filopodia density is calculated as the number of peaks divided by 

cell circumference as measured by the length of this line. Comparison with manually measured 

filopodia density shows generally similar trends but a tendency for more filopodia detections, slightly 

overestimated circumferences and slightly more variability than manual measurements (not shown). 

Filopodia densities measured by this macro should only be interpreted after semiautomatically 

measuring many individual cells (> 15-20 per condition). Furthermore, the macro is more sensitive to 

compare biological treatments within an experiment than for detecting absolute density of filopodia. 

To quantify membrane abundance of a target protein (Figure 28B), the refined selection from above is 

compressed by 1 µm and converted to a selection band of 1 µm thickness to match the plasma 

membrane signal. For highest sensitivity of membrane intensity to internal membrane ratio, the 

intracellular signal is measured close to the plasma membrane (internal membrane signals tend to be 

lowest in peripheral cell areas, as visible in the right panel of Figure 28B). To this end, the membrane 

selection is compressed by 3µm. To secure against fragmentation of the internal selection following 

shrinking, only large enough areas are kept. In case of elongated narrow cells this is sometimes not 

possible, as these elongate thin areas often fragment to many small areas after shrinking. The 

intensities of membrane and intracellular band are subsequently measured in the channel of the 

protein of interest as specified by the user.  

For many ER-based proteins, the signal intensity is strongest around the nucleus (perinuclear). In case 

the comparison of membrane intensity to perinuclear area is more interesting for a biological question, 

a nuclear stain can be used to find a selection for the perinuclear area in this macro: the nucleus is 

detected by median-filtering and Moments-threshold (on a duplicate of the nucleus channel of the 

image) and removing small particles by particle analysis. Subsequently, a selection band around the 

nucleus is created and used to measure the intensity of the protein of interest in its channel. In case 

of multinucleated cells, a convex hull around all nuclei in the cell selection is treated as the ‘relevant 

nucleus’ for perinuclear band generation.  

All membrane abundance quantifications in Chapter 2 were based on the membrane to internal 

membrane intensity ratio. The reliability of the measurements has been validated by manually scoring 

the plasma membrane abundance of the PLPPR3 catalytic-centre mutants (section 2.3.3, Figure 9) 

giving same trends for the quantified mutants when comparing this ratio with the fraction of 

membrane-recruited cells / total cells.  
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7.2.2 Membrane recruitment of PH-domains 

For more localised accumulations, the total plasma membrane vs. cytosol ratio as provided above 

would not be a sensitive or meaningful readout. Therefore, for PH-domain accumulations used to 

report plasma membrane PIP3 (Section 7.1.1), membrane recruitment was determined using a line 

profile across responding parts in a cell followed by an analysis pipeline including ImageJ and R 

(https://github.com/jo-fuchs/PH_domain_membrane_recruitment).  

The manual part of this analysis comprises drawing lines across all cells on a confocal stack in the z-

plane that best describes the membrane recruitment of a protein of interest (PH-domain) and storing 

them in the ImageJ ROI manager. The recommended thickness of this line is above 10 px to reduce the 

influence of noise on subsequent measurements. A macro then exports the intensity profiles of the 

line stored in ROI-manager as individual txt-files.  

 

 

Figure 29: PH-domain membrane recruitment analysis. (A) Line profiles reliably report for membrane recruitment of PH-

domains. Cell surface visualised by F-actin, cell nuclei by Dapi. Line profile comparison shows overlap of F-actin and PH-

membrane peaks, and localisation of PH-domain to nucleus. The analysis allows for automated quantification of membrane 

to cytosol ratio by the cytosol defined as the center area between the actin peaks or as the minimal region of PH-domain 

signal in the cell to avoid confounding by nuclear localisation of probes. (B) Aligning individual line profiles (grey lines) by 

position of the two largest F-actin or membrane marker peaks allows for more precise estimation of membrane recruitment 

variability between cells. (C) Visualising trend lines for membrane enriched (red) versus cytosol enriched (blue) cells captures 

phenotypes of pharmacological treatments and also variability between cells (further described in section 7.1). (D) Ratio of 

PH-BTK membrane intensity and minimal intensity in cytosol reliably and sensitively reports on PIP3 levels. 

https://github.com/jo-fuchs/PH_domain_membrane_recruitment
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Further processing uses R for quantifying the membrane abundance compared to the cytosolic signal 

defined as centre area between the cell membrane peaks – as defined by either a membrane marker 

or cell cortex enriched F-actin. As some PH-probes (e.g., BTK(PH)-GFP) enrich also in the nucleus, 

cytosolic signal is better captured as the ‘minimal signal’ in cells. (Figure 29A).  

For a better visualisation of cell to cell variability, this R-script also allows to overlay line profiles by 

aligning the PH-domain signal to the two largest F-actin peaks (Figure 29B), and normalising to the 

maximal intensity of the PH-domain probe (Figure 29C). Classification of these individual traces by their 

membrane to cytosol ratio (Figure 29D) and plotting the local average (loess) with 95% confidence 

intervals allows for a more realistic visualisation of the variability between cells in various biological 

treatments when compared to traces of individual cells. Indeed, the membrane enrichment of PH-

domains was not dramatic, when comparing multiple cells rather than only the highest responders. 

Nevertheless, it sensitively and specifically reported pharmacological manipulations of PI3K activity 

(Figure 29D, experiment described in Figure 25, section 7.1.1). 
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7.3 FULLY AUTOMATED BRANCH CLASSIFICATION IN DEVELOPING CULTURED NEURONS 

Quantification of the morphology of cultured neurons as performed in Chapter 4 is a powerful tool to 

refine the exact structure of neuron development and their contributing proteins. Unfortunately, 

specifically axon morphology is mainly quantified manually in the field (using tools like NeuronJ354 as 

for the experiments presented in Chapter 4) due to the lack of accurate and time-saving automated 

solutions. To facilitate screening of PLPPR3-mutants and pharmacological treatments in cultured 

neurons, I collaborated with Dr. Amin Zehtabian from the laboratory of Prof. Helge Ewers 

(Biochemistry, Freie Universität Berlin) to develop a fully automated analysis tool capable of providing 

the desired readouts. The strategy was developed in close collaboration and the initial implementation 

of the software in MATLAB was executed by Dr. Amin Zehtabian. I subsequently refined and recoded 

the classification and parts of the segmentation step as well as validated the software on manually 

analysed neurons from section 4.2.2 and 4.3.2 of this thesis. Results and figures from this section are 

currently being prepared for submission. 

The developed tool first detects neuronal processes and the soma of individual neurons on 

epifluorescence images or intensity-projections of confocal images (in steps referred to as 

‘segmentation’ and ‘soma reconstruction’). Subsequently, the exact borders of the soma are detected, 

and processes are classified as axon or dendrite with their respective branches. The final step measures 

individual lengths of each classified process as well as summary statistics per neuron. 

7.3.1 Segmentation of neuronal processes and soma reconstruction 

Neuronal processes are tubular structures of similar diameter. MATLAB’s fibermetric function that 

uses Hessian-based multiscale filtering to detect vessel-like structures on images,355 also enhances 

neuronal processes well on our images (Figure 30A&B) if provided with a reliable estimate of neurite 

diameter. Default thickness is set to 1 µm but can be specified by users according to the exact neuron 

type in question. The tubule-enhanced image is subsequently binarised by thresholding.  

As edges introduced by stitching of images are also often mis-detected as neurites, an artifact-removal 

step deletes all perfectly horizontal or vertical stretches of the image that exceed 300 pixel in length. 

An optional gap-bridging step can be used to repair incomplete segmentations due to low signal to 

noise or varying thickness of processes. It connects the closest endpoints of separate objects on an 

image that are below a maximal allowed gap size by extending an algorithm described in the MATLAB-

user forum (https://de.mathworks.com/matlabcentral/answers/219818-binary-image-edge-

linking#comment_289138). Gap bridging can successfully reconnect low-intensity protrusions but also 

sometimes creates artifacts as visualised in the small insets in Figure 30B. Therefore, the gap size 

should be chosen carefully and optimised to the specific images. 

This enhancement of tubular structures detects neurite morphology well but fails to find the exact 

extent of the cell body. The soma is subsequently reconstructed either by filling enclosed structures in 

the detected neurite skeleton or, if unsuccessful, by subsequent intensity thresholding of the raw 

image (Figure 30C). The filling strategy begins with finding soma candidate regions where filled regions 

in the skeleton overlap most with an intensity thresholded image. The two largest candidate regions 

https://de.mathworks.com/matlabcentral/answers/219818-binary-image-edge-linking#comment_289138
https://de.mathworks.com/matlabcentral/answers/219818-binary-image-edge-linking#comment_289138
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are dilated and used to select the subregion of the skeleton most likely to contain the soma. If filling 

in only this region increases the size of the largest object on the image by over 1%, it is accepted as the 

soma. Otherwise, the soma is found by a thresholding strategy that first finds candidate regions based 

on overlap of intensity threshold and skeleton. The largest candidate region is used to select the soma 

by intensity thresholding. 

 

 

Figure 30: Segmentation strategy for epilfuorescence images of GFP-transfected cultured neurons. (A) Workflow of 

segmentation algorithm with example images for each step in (B). (C) Soma reconstruction via filling of candidate regions 

defined by intensity thresholding or by intensity thresholding of raw image. Figure in preparation to submission. 
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7.3.2 Classification of axon, dendrites, and branches 

The classification step (Figure 31A) begins with a detection of the exact outlines and area of the soma 

using a threshold of area to bounding box. Subsequently, the segmented image is transformed to a 

skeleton of 1px-thick paths and paths coinciding with the soma are removed. On this image, processes 

originating from the soma are detected and classified as axon (the longest path) and dendrites 

(remaining paths). Branches are detected iteratively starting with primary branches of the axon, 

followed by as many higher-order branches as are detected before proceeding with the same sequence 

for dendrite branches. The iterative branch detection has a hard cap of maximal 10 orders of branches, 

however most neurons do not exceed 4 orders of branches. 

At the core of this neuron-classifier is a multifunctional ‘find paths’ algorithm (Figure 31B). From any 

given start point (selection discussed below) it will find the longest connected path based on the 

geodesic distance transform from the start point. The geodesic distance transform pixelwise counts 

the distance of any point on a connected path to its origin.356 Unconnected parts of the skeleton are 

labelled as infinitely distant. If the maximal distance from a start point is reached at an endpoint of the 

analysed skeleton, it is subtracted from the geodesic distance transform from that endpoint. The 

minimum of the difference of both transforms gives the direct connection (Figure 31C). 

If the skeleton contains circular structures, the maximal geodesic distance is often not found on an 

endpoint. In such cases, circular structures are removed by back-tracing from the maximally distant 

point to the branching point that gives rise to the circular structure. Subsequently the connecting pixel 

of one of the two branches is deleted and the path detection for the given start point is restarted. If 

the length of this path surpasses a minimal length threshold, it is stored as a preliminary classified 

path, otherwise both start- and endpoints are deleted, and the detected path is removed from the 

currently analysed skeleton. This ensures following refining steps are repeated only on relevant parts 

of the skeleton. Often, the classified paths in preliminary set overlap with each other. Therefore, in 

case overlap is detected, the longest path is transferred to the classification result and removed from 

the skeleton to avoid detection when reclassifying the other paths. All remaining start points are 

iteratively reclassified until no further overlap is detected. 

Start points on the soma are defined as morphological endpoints of the soma that overlap with the 

refined skeleton lacking the soma parts (Figure 31D). Start points on any given process or set of 

processes for subsequent branch detection are found as the difference of end- and branchpoints 

before and after removing the given process from the skeleton (Figure 31E). 

The general strategy of this classifier is to iteratively remove classified parts from the skeleton. This 

avoids overlap between classified paths and speeds up classification with every iteration. The minimal 

length threshold allows for a detection of branches independently of branch precursor structures. 

Furthermore, in contrast to morphological branch-point detection, the length thresholding is less 

susceptible to noise and tortuous paths of the skeleton that often give rise to minor processes of only 

few pixels in size. In case branch precursor structures are of interest, the minimal length threshold can 

be adjusted and potentially combined with a filter for maximal protrusion length to distinguish 

branches later.  
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Figure 31: Classification strategy of segmented images. (A) General classification workflow. After classification of the soma 

region, one function (‘find paths’) iteratively proceeds to detect axon and dendrites, their primary and subsequently higher-

order branches. (B) Architecture of find paths algorithm. Each start point (as found in D & E), uses the geodesic distance 

transform to find the longest connected path. For robust and accurate detection, circular structures are fixed and overlaps are 

resolved during the classification. (C) The minimum of the difference of gedodesic distance transforms finds the direct 

connection between two points. (D) Detection of start points for path detection on soma. (E) Detection of start points on 

processes. Figure in preparation to submission. 
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7.3.3 Comparison of segmentation and classification strategies 

To evaluate, the tool was tested on the manually analysed neurons described in sections 4.2.2 and 

4.3.2. I compared the reliability, accuracy, and speed of different versions during development: v02 

refers to the original segmentation algorithm by Dr. Amin Zehtabian; v03 refined the soma-

reconstruction and noise removal of stitching artifacts, v05 introduced additional gap-bridging. The 

original classifier was only tested with v02 of the segmentation algorithm on a random subset of the 

data due to the long processing duration discussed below. 

 

Figure 32: Comparison of segmentation and classification strategies on a manually analysed dataset of neurons (section 4.2.2 

and 4.3.2). (A) Fraction of analysable cells, segmentation and classification reliability using different strategies. (B) Comparison 

of quantitative readouts generated from segmentation and classification alogirthms to manual quantification. (C) Duration 

of segmentation algorithms. Bridging gaps by connecting endpoints (v05) adds approximately 8 sec per neuron. (D) Duration 

of classification algorithms. New classification strategy is an order of magnitude faster (median original: 35 min, median new: 

1:40 min). (E) Duration of classification versus total length of neurons. Analysis time scales exponentially with neuron size. 

Measurements in C-E are on logarithmic scales, individual dots indicate individual neurons. Compared strategies: v02 = original 

segmentation algorithm developed by Dr. Amin Zehtabian; v03 = modified artifact removal and soma reconstruction described 

above; v05 = v03 with added gap bridging. Original classifier as developed by Dr. Amin Zehtabian, new classifier uses a 

completely refined classification algorithm as described above. 
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The analysed dataset comprised 883 epifluorescence images of cultured DIV5 hippocampal neurons 

transfected with GFP. As the automated analysis strategy is only length- and connectivity-based, the 

tool is unable to distinguish overlapping cells or staining artifacts connected to the neuron of interest. 

Therefore 204 images were removed (due to low signal-to-noise ratio or due to multiple overlapping 

cells) prior to submitting them to the batch analysis (Figure 32A). Users of the tool are therefore 

advised to adjust labelling and imaging settings accordingly to produce a high ratio of sparsely labelled 

healthy cells that do not overlap. 

Of the remaining 679 neurons, all were segmented and analysed with the new classifier. For the 

original classifier, only a set of 100 neurons was random sampled due to the long duration of the 

classification (Figure 32A top). The original segmentation (v02) reconstructed approximately 80% of 

neurons without obvious artifacts such as missing somata or large stitching artifacts (Figure 32A 

bottom left). The refined segmentation without (v03) or with gap bridging (v05) captured most 

neurons without large defects (98-99%). Classification was scored unsuccessful only if individual 

processes were not classified at all. Both classifiers presented with a very high reliability to produce 

results (Figure 32A bottom right). The refined versions of the segmentation algorithms allowed for the 

automated analysis of more images than the original segmentation.  

The accuracy of segmentation and classification was determined by comparing quantitative 

measurements of the automated and manual datasets between individual neurons (Figure 32B). All 

segmentation and classification versions very closely matched total lengths of the complete skeleton, 

of the axons and the dendrites. Dendrite branch density of original classifier was overestimated due to 

a lacking check for a minimal length for dendrites. Axon branch density very closely matched manually 

measured densities, although all versions slightly overestimate. Gap-bridging (v05) slightly reduced the 

absolute deviation to the manual quantification as visible by a reduced variability in Figure 32B.  

All analyses were performed on a laptop (Intel(R) Core(TM) i7-8565U CPU @ 1.80GHz, 1.99 GHz, 16 GB 

RAM, Windows 10 64bit system) and are therefore likely faster on more powerful desktop 

workstations. Nevertheless, the median time per segmentation was in the range of few seconds per 

image: v02: 9 sec; v03: 10 sec; additional gap-bridging (v05): 18 sec per image (Figure 32C). The original 

classifier, however, took 35 min per neuron (median) with individual neurons classifying for 16 hours. 

The recoded classifier took 1:40 min per neuron (median). For this reason, only a sample of 100 

neurons was analysed with the original classifier and the reliability and accuracy estimates for the 

original classifier in Figure 32A&B are only partially comparable to the results on the full dataset with 

the new classifier.  

The durations of both segmentation and classification scale exponentially with the length of the 

neuron and size of the image (Figure 32E). Therefore, lower resolution images (labelled 20x objective 

instead of the original 40x objective images in Figure 32E) are classified orders of magnitudes faster 

while large images or neurons can easily take over an hour even for the new classifier. The tool is 

mainly suited for early developmental stages when neurons are still small. 
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7.3.4 Evaluation of sensitivity to detect biological phenotypes  

The final evaluation of accuracy and sensitivity of the tool was performed using version 5 of 

segmentation in combination with the new classifier on the neurons manually analysed for sections 

4.2.2 (DIV5 Wt versus Plppr3+/- and Plppr3-/-) and 4.3.2 (DIV5 Wt, Plppr3-/- with or without shPTEN). 

 

Figure 33: Testing automated classification accuracy on a manually analysed dataset of neurons (section 4.2.2 and 4.3.2). (A) 

Description of the dataset. 204 neurons were excluded prior to analysis due to noise or overlapping neurons. (B) Duration of 

the classification and segmentation steps of the software compared to neuron size. Plot shows logarithmically scaled axes.  

(C) Example classification results comparing manual and automated analysis. (D-I) Comparison of manual and automated 

quantifications of most relevant morphometric parameters for individual neurons. Total lengths of neurons (D), axons (E) or 

dendrites (F) and their ratio (I) very closely match manual quantifications. Automatic quantification of axon branch density 

(G) correlates well but slightly overestimates, dendrite branch density (H) is less accurate but largely susceptible to the small 

dendrite size in the dataset. (J-L) Comparison of manually and automated quantification of experimental groups from section 

4.3.2. The correlation of automated to manual quantification is high enough to detect biological differences between 

treatments. Figure in preparation to submission. 
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As described in the previous section, 24% of images were excluded prior analysis due to signal-to-noise 

and overlap of multiple cells (Figure 33A). Of the remaining cells, only 10 were not fully classified. 

Classification is the time-consuming step in the analysis and scales exponentially with neuron size 

(Figure 33B). Even though the new classifier iterates through several images per hour, individual 

neurons can therefore take exceptionally long. Users are advised to start the classification on a batch 

of neurons overnight rather than proceeding image by image.  

Automated classification results closely match manual classification, even though some paths are 

classified differently due to the inability of the software to distinguish crossing from branching (middle 

and bottom panel of Figure 33C). Nevertheless, the measured lengths of all processes, of the axon, the 

dendrites (Figure 33D-F), and the ratio of axon to dendrite length (Figure 33I) correlate quite well with 

manual quantifications. The accuracy of dendrite branch density (Figure 33H) is difficult to interpret, 

due to the developmental stage of the neurons analysed here which is characterised by short dendrites 

but more elaborated axons. Furthermore, the order of classification with axons before dendrites biases 

the software towards accurately detecting developing axons.  

Furthermore, the tool has not been validated on later developmental timepoints when dendrites are 

more mature. Likely, this automated analysis will provide less accurate descriptions of axons and 

dendrites in such cases as the morphological complexity of neurons increases with development and 

especially more mature dendrites tend to overlap with each other and with the axon in neuron 

cultures. As later developmental timepoints are mainly analysed to study dendrite morphology, 

existing tools implementing dendrite-specific Sholl analysis might be better suited.357  

Although absolute values of branch density might be not identical between software and manual, they 

still show a correlation. Axon branches are slightly over-detected (Figure 33G), mainly because the 

current version of the software cannot distinguish crossing processes from branches. Subsequent 

modifications could use information of the individual neurite intensities or their propagation vectors 

to distinguish crossing from branching for more accurate classifications. However, the quantification 

still accurately represents the morphological complexity of neurons and allows for the detection of 

biological phenotypes as apparent when reanalysing the shPTEN wild-type versus Plppr3-/- experiment 

described in section 4.3.2 (Figure 33J-L). 

In summary, this tool allows for the fully automated quantification of neuron morphology of large 

datasets of 2D-cultured neurons and can facilitate screening of effects of treatments on neuron 

morphogenesis. Its architecture biases the results to accurate quantification of early developing axons, 

as analysing larger neurons will take exponentially longer and likely produce less accurate results due 

to more crossing of neurites. 
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8.1 KEY RESOURCES 

 

Table 1: Key resources 

REAGENT or RESOURCE SOURCE IDENTIFIER 

Antibodies (species) 

AKT (rabbit) Cell Signalling 9272 

phospho-S473 AKT (rabbit) Cell Signalling 4060 

Biotin (rabbit) Cell Signalling 5597 

Flag M2 (mouse) Sigma F1804 

GFP (chicken) Abcam Ab13970 

GAD2 (guinea pig) Synaptic systems 198104 

GST (rabbit)   Abcam ab9085 

PI(3,4,5)P3 (mouse) Echelon Biosciences Z-P345b 

PLPPR3 (rabbit), CAESYYRRMQARRYQD custom-made (Eurogentec) N/A 

Tau1 (mouse) Millipore MAB3420 

α-Tubulin (mouse) Sigma T6199 

β3-Tubulin (rabbit) Biozol 802001 

   

Actistain 488 Cytoskeleton PHDG1 

Phalloidin 647 Life Technologies A22287 

Hoechst Sigma 14530 

Dapi   

Anti-mouse IgG – HRP Vector Labs PI-2000 

Anti-rabbit IgG – HRP Vector Labs PI-1000 

   

Chemicals, Peptides, and Recombinant Proteins 

B27 Life Technologies 17504044 

BDNF R&D systems 248-BD 

ECL Western Blotting Substrate Promega W100A 

Amersham ECL Prime GE healthcare 28980926 

GDC-0941 Selleckchem S1065 

GoTaq G2 DNA polymerase  Promega M7841 

GST-PH(Grp1) Echelon G-3901 

Insulin Sigma I9278 

KOD Hot Start DNA polymerase  Merck Millipore 71086 

Laminin (1-2 mg/ml) Sigma L2020 

Lipofectamine 2000 Thermo Scientific 11668030 

Neurobasal-A medium Life Technologies 21103-049 

Poly-DL-ornithine-hydrobromide Sigma P8638 

Protease inhibitor cocktail III Calbiochem 539134 

Saponin Quillaja sp. Sigma S4521 

T4 DNA ligase NEB M0202 
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REAGENT or RESOURCE SOURCE IDENTIFIER 

Critical Commercial Assays 

MEGAshortscript T7-Kit Life technologies AM1354 

mMessage mMachine Kit Life technologies AM1344 

MEGAclear Kit Life technologies AM1908 

PIP-Strip Echelon P-6001 

   

Experimental Models: Cell Lines 

N1E-115 ATCC CRL-2263 

   

Experimental Models: Organisms/Strains 

Mouse: Plppr3-/-: C57 Bl/6NCrl Plppr3-/- N/A N/A 

Mouse: wild-type: C57 Bl/6NCrl FEM N/A 

Mouse: Ptenfl/fl: C57 Bl/6NCrl Ptenfl/fl Trotman et al., 2003 

(ref 358) 

N/A 

   

Software and Algorithms 

FIJI (ImageJ 1.51n-1.53c) Schindelin et al., 2012 

(ref 359) 

https://imagej.net/Fiji 

NeuronJ (version 1.4.3) Meijering et al., 2004 

(ref 354) 

https://imagescience.org/meije

ring/software/neuronj/manual/ 

RStudio (version 1.4.1106) RStudio https://www.rstudio.com/ 

R (version 4.0.4 R Core Team, 2021  

(ref 360) 

https://www.R-project.org/ 

MATLAB (2021a) Mathworks https://mathworks.com/ 

Custom analysis algorithms  This thesis https://github.com/jo-fuchs 

   

Other 

High-precision #1.5 coverslips Carl Roth LH24.1 
   

 

Table 2: Solutions 

SOLUTION INGREDIENTS 

Mowiol Mowiol 4-88 (10 g), PBS (40 mL), Glycerol (Molecular Biology 

grade, 20 mL), DABCO (2 g) 

PBS PBS Tablets pH 7.4 (for 500 mL, Applichem, A9191) 

PHEM 60 mM PIPES, 25 mM HEPES, 10 mM EGTA, 20 mM MgSO4, pH 7.4 

Phosphatase inhibitor cocktail 1 mM Na2MO4,1 mM NaF, 20 mM β-glycerophosphate, 1 mM 

Na3VO4, 500 nM cantharidin 

RIPA 50 mM Tris-HCl, pH 7.4, 150 mM NaCl, 0.5% sodium deoxycholate, 

1% NP40, 0.1% sodium dodecyl sulphate 

TAE TAE buffer, 10x (AppliChem, A4227) 
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8.2 CLONING 

Sections 2 and 3 of this thesis involved the generation of multiple plasmids. The general backbone of 

expression plasmids is pCAX (ampicillin-resistant, CAG promoter), GFP and mRuby2 plasmids are in 

pN1 backbone (kanamycin-resistant, CMV promoter), shRNAs in a lentiviral modified FUGW backbone 

(U6 promoter shRNA, synapsin promoter GFP or NLS-RFP). Plppr3 sequences correspond to the mouse 

Ensembl sequence ENSMUST00000167250.8 (Plppr3-207) and were obtained from obtained from 

ABgene Surrey, UK; clone ID 6808849, GenBank: BC066006. To facilitate exchanging tags or plasmid 

backbones, all Plppr3-plasmids have shared restriction sites for insertion (N-terminal NheI, C-terminal 

NotI, between Plppr3 and tag BamHI). All cloned Plppr3-mutants exist as C-terminally 3xFlag tagged 

versions, additional tags for full-length Plppr3 include eGFP, mRuby2, AU1 and HA. All tags are 

separated from Plppr3 by a flexible GSGGG-linker. 

Mutagenesis and subcloning were performed using standard PCR (for truncation mutants and tags) or 

splice-overhang-extension PCR (for point mutations or internal deletions) followed by digest with the 

corresponding restriction enzymes, gel purification, ligation and transformation into competent E. coli 

(NEB-β, XL-10gold or DH5α). 

Standard PCR protocols used KOD Hot Start DNA polymerase (Merck Millipore) according to 

manufacturer’s protocol for reagents. Template DNA was used at concentrations of 10-90 ng/µl. 

Temperature cycling was adjusted to 3 minutes of 95°C prior cycling, and 3 minutes of 70°C after cycles. 

Cycles (30-35) comprised of 30 seconds of 95°C, 20 seconds of decreasing annealing temperatures 

from 65-55 °C (10 cycles 65, 10 x 60, 10 x 55), and 30 – 90 seconds extension time depending on the 

length of the PCR product. Decreasing annealing temperatures helps with amplifying very specific 

targets (at high annealing temperature) while amplifying to a higher yield (at low annealing 

temperature) once the specific product dominates in the reaction. 

Point mutations or internal deletions were introduced using overlapping primers in a twostep PCR first 

producing fragments from either end of Plppr3 to the mutation and the second PCR merging the two 

fragments to a full product including the mutation. The first PCRs were performed with the protocol 

described above; the second PCR used similar amounts of reagents with gel-purified template PCR-

products from the previous PCR diluted 1 in 10. In contrast to standard PCRs, the first 10 cycles (30 sec 

95°C, 45 sec 56°C, 90 sec 70°C) of this splice-overhang extension PCR are performed without any 

primers in the reaction to facilitate self-annealing and therefore amplification of merged PCR products. 

After this first step, the non-mutagenesis primers (those binding to the ends of the desired full PCR 

product) are added to the same reaction and the merged PCR product is amplified for 30-35 cycles (30 

sec 95°C, 20 sec 63°C, 30-90 sec 70°C).  

PCR-products and plasmid backbones were digested using restriction enzymes of the FastDigest 

system (Thermo Scientific). All reactions were performed for one hour at 37°C in 50 µl total volume 

(filled up with ddH2O) with 1-2 µg of vector or the full purified product from PCRs described above, 

including 5µl FastDigest buffer and 1µl of each respective enzyme. Initial PCR products and digested 

plasmids or digested PCR-products were separated by size electrophoretically on 1-2% agarose gels in 
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TAE-buffer. Correctly sized products were then excised from the gel and purified into 20 µl using the 

NucleoSpin Gel and PCR Clean‑up kit (Macherey-Nagel) according to the manufacturer’s protocol.  

7 µl of digested plasmid and 9 µl insert was ligated for 4-5 hours at room temperature using 2 µl T4 

ligase, 2 µl T4 ligase buffer (both NEB) and subsequently transformed into chemically competent 

bacteria. Transformation was performed by incubating the ligation mix in 100 µl bacteria thawed on 

ice for 10-15 minutes and a 40 second heat-shock at 42°C. After 2 additional minutes on ice and 

addition of 500 µl SOC medium (NEB) without antibiotics, bacteria were shaken at 900 RPM for 30-45 

minutes before plating them on precast agar including the corresponding selection antibiotic and 

growing overnight at 37°C. Individual colonies were picked and amplified in LB-medium including 

antibiotic and plasmid DNA was purified using the NucleoSpin Plasmid Mini kit (Macherey-Nagel) 

according to the manufacturer’s protocol. 

Control digests were performed (if possible) with enzymes harbouring one restriction site in the insert 

and one outside rather than with the cloning enzymes to avoid screening for unintended inserts of 

similar size and orientation. Correctly digested plasmids were sent for sequencing with Eurofins (start 

of thesis) or LGC (second half). Correctly sequenced plasmids were further amplified by transformation 

into chemically competent bacteria as described above. In contrast to plating on agar, the 

transformation mixes were, however, directly added to 300 ml LB with respective antibiotic and 

rotated at 180 RPM overnight at 37°C. High yields of plasmid DNA were purified using the NucleoBond 

Xtra Maxi Plus kit (Macherey-Nagel) according to the manufacturer’s protocol. Concentration and 

purity were determined using a ND-1000 Spectrophotometer (Thermo Fisher Scientific). 

Cloning of shRNAs or short tags was performed via oligonucleotide annealing. For shPTEN and the 

corresponding scrambled control, the vector backbone was digest with AgeI and PacI and gel purified 

as described above. 16 µl of linearised purified plasmid was dephosphorylated using 2µl 

thermosensitive antarctic phosphatase (Promega) and 2 µl of corresponding buffer for 30 min at 37 

°C. The enzyme was inactivated at 75°C for 15 min and the dephosphorylate plasmid entered ligation 

without further purification. Partially overlapping oligonucleotides spanning the full shRNA-insert and 

creating matching AgeI and PacI sticky-ends were annealed by heating to 95°C for 5 minutes and 

stepwise decreasing temperature to room temperature in a course of 40 minutes. Annealed 

oligonucleotides were subsequently phosphorylated using T4 PNK and corresponding buffers. The final 

ligation (4-5 hours at room temperature) includes 1 µl of dephosphorylated vector, 2µl of 

phosphorylated oligonucleotides, and 1µl of T4 ligase and buffer respectively. 
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Table 3: Generated and used plasmids  

PLASMID MUTATION CLONING PRIMERS DESCRIPTION 

pCAX (A) N/A N/A Empty plasmid, 

CAG promoter ( 

pCAX-PLPPR3-

Flag (A) 

N/A PLPPR3-fw (used also for all mutants): 

GCTAGCgtcaccATGCTTGCTATG, 

PLPPR3-rev (used also for all point mutants): 

accagaaccaccaccggatccGTCCTGGTACCTC 

Full-length mouse 

PLPPR3 

pCAX-PLPPR3-

ΔCC-Flag  

(A) 

Δ284-716 PLPPR3-fw + PLPPR3-ΔCC-rev: 

ccaccggatccCTGGAAGTTGCCC 

Deletion of 

intracellular C-

terminal region 

pCAX-PLPPR3-

ΔCA-Flag  

(A) 

Δ408-716 PLPPR3-fw + PLPPR3-ΔCA-rev: 

ccaccggatccACCGATAAGCTGCCTGG 

Deletion of all parts 

not shared 

between splice-

variants 

pCAX-PLPPR3-

ΔpE-Flag  

(A) 

Δ439-458 PLPPR3-fw, PLPPR3-rev + dpE-fw: 

GAGCAGGTAGCAGGGCCTGTTCCACCCTCACTC 

dpE-rev: 

TGGAACAGGCCCTGCTACCTGCTCTGCTGGGG 

Deletion of poly-E-

box 

pCAX-PLPPR3-

C119A-Flag  

(A) 

C119A PLPPR3-fw, PLPPR3-rev + C119A-fw: 

CAACGCTGGTGGCgcCAACTTCAACTCC 

C119A-rev:  

GGAGTTGAAGTTGgcGCCACCAGCGTTG 

Putatively 

palmitoylation-

deficient at C199 

pCAX-PLPPR3-

N167Q-Flag  

(A) 

N167Q PLPPR3-fw, PLPPR3-rev + N167Q-fw: 

GGTCTGCAAACCCcAgTACACCCTGCTGG 

N167Q-rev:  

CCAGCAGGGTGTAcTgGGGTTTGCAGACC 

Putatively 

glycosylation-

deficient at N167 

pCAX-PLPPR3-

R>G-Flag  

(A) 

R126G + 

R127G + 

R130G 

PLPPR3-fw, PLPPR3-rev + R>G-fw: 

CAACTCCTTCCTCgGGgGCACAGTGgGCTTTGTGGGTG 

R>G-rev: 

CACCCACAAAGCcCACTGTGCcCCcGAGGAAGGAGTTG 

Polybasic 

juxtamembrane 

region 

pCAX-PLPPR3-

S203A-Flag  

(A) 

S203A PLPPR3-fw, PLPPR3-rev + S203A-fw: 

GACCTTCCCGgCCCAGCACGCCAC 

S203A-rev:  

GTGGCGTGCTGGGcCGGGAAGGTC 

Mutant of former 

catalytic C2 domain  

pCAX-PLPPR3-

H205A-Flag  

(A) 

H205A PLPPR3-fw, PLPPR3-rev + H205A-fw: 

CTTCCCGTCCCAGgcCGCCACTCTGTC 

H205A-rev:  

GACAGAGTGGCGgcCTGGGACGGGAAG 

Mutant of former 

catalytic C2 domain  

pCAX-PLPPR3-

C2mut-Flag  

(A) 

S203A and 

H205A 

PLPPR3-fw, PLPPR3-rev + C2mut-fw: 

GACCTTCCCGgCCCAGgcCGCCACTCTGTC 

C2mut-rev: 

GACAGAGTGGCGgcCTGGGcCGGGAAGGTC 

Mutant of former 

catalytic C2 domain  

pN1-GFP-F  

(K) 

Farnesylation 

signal from  

K-RAS (ref 205) 

N/A 

 

Membrane 

localised GFP  

A: Ampicillin-resistant, K: Kanamycin-resistant, table continued on next page 
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PLASMID MUTATION CLONING PRIMERS DESCRIPTION 

pX330_sgRNA-28  

(A) 

N/A Targeting sequence: 

GTGGCCTGGTTCCGCGGTGC 

Cas9-Flag and guide RNA-coding 

plasmid (gRNA 28) 

pX330_sgRNA-30  

(A) 

N/A Targeting sequence: 

GCCGCGGGCACGGAAGGCGT 

Cas9-Flag and guide RNA-coding 

plasmid (gRNA 30) 

f(syn)-NLS-

RFP_U6(shPTEN) 

(A) 

N/A Targeting sequence: 

CGACTTAGACTTGACCTATAT 

shRNA against PTEN (sequence 

from ref 246) 

f(syn)-NLS-

RFP_U6(shCTRL) (A) 

N/A Targeting sequence: 

CAACAAGATGAAGAGCACCAA 

Scrambled version of shRNA 

against mouse PTEN 

f(syn)-GFP  

(A) 

N/A N/A GFP under Synapsin-promoter 

f(syn)-GFP-

U6(shPLPPR3/4) (A) 

N/A Targeting sequence:  

GCTGCAACTTCAACTCCTTC 

shRNA against mouse PLPPR3 

and PLPPR4  

f(syn)iCreRFP-P2A-

MSCw (BL-150) 

N/A N/A NLS-RFP-coupled CRE 

recombinase (Viral core facility 

Charité) 

f(syn)-NLS.RFP-P2A-

MSCw (BL-181) 

N/A N/A Same plasmid encoding NLS-RFP 

(Viral core facility Charité) 

pN1-PH(BTK)-EGFP 

(K) 

N/A N/A PH-domain of BTK, kind gift from 

Oliver Rocks (MDC & Charité 

Berlin) 

pN1-PH(Grp1)-

mCitrine (K) 

N/A N/A PH-domain of Grp1, kind gift 

from Oliver Rocks  

pN1-PLPPR3-Flag 

(K) 

N/A  Full-length PLPPR3 under CMV-

promoter 

pN1-PLPPR1-GFP 

(K) 

N/A N/A Mouse PLPPR1-GFP kind gift 

from Antje Bräuer (University 

Oldenburg) 

pN1-PLPPR2-GFP 

(K) 

N/A N/A Mouse PLPPR2-GFP kind gift 

from Antje Bräuer 

pCAX-PLPPR3-GFP 

(K) 

N/A GFP-fw: 

AAGGATggatccggtggtggttctggtATGGT

GagcAAGGG 

GFP-rev:  

cgaggcggccgctTTACTTGTACAGC 

GFP subcloned to pCAX-PLPPR3 

backbone 

pCAX-PLPPR4-GFP 

(A) 

N/A PLPPR4-fw:  

gagCTAGCgtcaccATGCAGCGCGCTGG 

PLPPR4-rev: 

caccggatccATCCTTATAAGCCC 

mouse PLPPR4-GFP kind gift 

from Antje Bräuer, cloned into 

pCAX 

pN1-PLPPR5-GFP 

(K)  
N/A N/A Mouse PLPPR5-GFP kind gift 

from Antje Bräuer 

A: Ampicillin-resistant, K: Kanamycin-resistant 
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8.3 CRISPR/CAS9  

Selection and generation of guide RNAs is described in detail in my master thesis.229 Briefly, 3 guide 

RNAs were chosen for both desired LoxP-insertion sites by their predicted efficiency and low off-target 

activity (using tools by Sanger http://www.sanger.ac.uk/htgt/wge/ and Feng Zhang 

http://crispr.mit.edu/). Guide RNAs were cloned by oligo-annealing, the plasmid donor template by 

Gibson assembly of PCR-amplified regions between both LoxP-sites and the homology arms from 

either LoxP 1kb outwards (as exemplified in Figure 11B, strategy 2). The assembled modified genomic 

region was inserted into a pDTA backbone. The efficiency of the individual guide RNAs for inducing 

homology-directed repair was further tested in a cell culture model as described in Mashiko 2013.361 

The most efficient guide RNAs with least predicted off-target effects were chosen for genome editing 

(sgRNA28: GTGGCCTGGTTCCGCGGTGC and sgRNA30: GCCGCGGGCACGGAAGGCGT in Figure 11).  

To generate guide RNAs and mRNA for Cas9 for zygote injection, I used in vitro transcription and 

purification kits according to the manufacturer’s protocols. Guide RNAs were generated by PCR-

amplification to add a T7 promoter and subsequent in vitro transcription using the MEGAshortscript 

KIT (Life technologies). Cas9 mRNA was transcribed from pT7-Cas9 (Origene) using the mMessage 

mMachine Ultra Kit (Life technologies). Remaining DNA was degraded by TURBO DNase (Thermo 

Fisher) treatment for 15 min at 37°C before purifying RNAs using the MEGAClear Kit (Life technologies). 

The donor template was purified using the NucleoBond Xtra Midi Plus EF (Macherey-Nagel) for 

endotoxin-free plasmids. Injection solutions contained indicated amounts of guide RNAs, Cas9 mRNA 

and donor plasmid as measured by Nanodrop. A centrifugation step (14000 RPM, 4°C, 15 min) and 

transfer of only the top 80% of the supernatant has proven necessary to reduce the viscosity to levels 

required for injections into the pronucleus of zygotes.  

Injection of zygotes and in vitro fertilisation was performed by members of the Transgenic Core facility 

(Laboratory of Prof. Geert Michel) at FEM Charité. Briefly, zygotes were prepared from superovulated 

(PMSG and HCG injection) C57 BL6/NCrl mice by hyaluronidase dissociation of the oviducts. Zygotes 

were injected in KSOM medium at 37°C, 5% CO2 until microinjection to their pronucleus. Healthy 

zygotes were further cultured in SHTF medium enriched with the non-homologous end-joining 

inhibitor SCR7 (50 µM) to facilitate integration of LoxP-sites. Two-cell zygotes were then transferred 

to pseudopregnant foster mothers and their offspring was genotyped to check for modification of the 

Plppr3 locus and putative off-targets. 

8.4 GENOTYPING OF PLPPR3-/- AND PUTATIVE OFF-TARGETS 

Genomic DNA for genotyping from ear biopsies of mice was isolated using the NucleoSpin Tissue kit 

(Macherey Nagel) according to the manufacturer’s protocol. Genomic DNA from blastocysts for 

efficiency tests in the CRISPR/Cas9 experiments was prepared using the HotSHOT preparation 

protocol.362 Briefly, blastocysts were obtained in 1-2 µl culture medium, diluted with 10 µl alkaline lysis 

reagent (25 mM NaOH, 0.2mM EDTA, ph 12) and heated to 95°C for 30 minutes to disrupt cell and 

nuclear membranes. After cooling to room temperature, the solution is neutralised with 10 µl 40 mM 

Tris-HCl, pH 5. This unpurified cell lysate is directly used in the individual genotyping PCRs described in 

section 3.2 with the protocol described below. 

http://www.sanger.ac.uk/htgt/wge/
http://crispr.mit.edu/
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All genotyping PCRs used GoTaq DNA polymerase (Promega). Reagents were diluted in 25 µl total 

volume with 5 µl GoTaq Green buffer, 1 µl of each primer (10 µM), 1 µl DMSO, 2µl purified genomic 

DNA, 0.25 µl GoTaq and 14.75 µl ddH2O. The temperature cycling starts with 3 minutes 95°C before 

cycles and ends with 5 minutes 72°C and a storing step at 8°C. The 35 Cycles include 30 seconds of 

95°C, 30 seconds of 65-55 °C (10 cycles 65°C, 10 cycles 60°C, 15 cycles 55°C) and 70 seconds of 72 °C. 

Sizes of PCR products are compared on a 1% agarose gel (TAE-buffer) as illustrated in Figure 12. Off-

targets were analysed using the same PCR-protocol with primers spanning the predicted off-target 

region. All genotyping primers are listed below. 

 

Table 4: Genotyping primers 

Primer Sequence 

Plppr3 genotyping fw CAGGGACCTCACCATGGAAACG 

Plppr3 genotyping rev TTGCAACTCCTACTCGACCTG 

Plppr3 individual 3’ fw ACGCCGAAGGACAGCATGACACTC 

Plppr3 individual 3’ rev = Plppr3 genotyping rev 

Plppr3 individual 5’ fw = Plppr3 genotyping fw 

Plppr3 individual 5’ rev GTGCCTTCTGTGCGCCTTG 

Lrrc7 fw TACCACCCGCAGCTTTTAGA 

Lrrc7 rev AAGCAGACCTTTTCCTTGGG 

Exd1 fw CTCGTTTCGTGGGTTTGGTT 

Exd1 rev GGAGAGAAACAAGGGGTGGA 

Tbcd fw TGCTGGCAGGATGGTACT 

Tbcd rev TCGTAGGAGGCAGGTTCATC 

Cox7c fw CTCCCACCGAACCTTCCAG 

Cox7c rev ACAGCTCAGGTCCCATTGAA 

Zbtb33 fw CTTCGCAGTCACGGAAAGAG 

Zbtb33 rev CAAAGCGGACGAATGGAGAG 

Icam4 fw GGTCCAGAACTGTGCAATGG 

Icam4 rev CCGGTCTCCCTCACTGTAAG 

 

8.5 ANIMAL PROCEDURES 

All animals were housed and handled under the local ethical guidelines and animal handling protocols 

in the facilities of the Charité Center for Experimental Medicine (FEM) under standard conditions in a 

12 hours light-dark-cycle with unrestricted access to water and food. Experiments were registered and 

performed under the licenses T0347/11 (primary neuron cultures, tissue harvesting for expression and 

localisation analyses) and G0261/12 (in utero electroporation) of the Landesamt for Gesundheit and 

Soziales Berlin (LaGeSo). Plppr3-/- mice were bred in a Bl6/NCrl background, control animals in neuron 

culture experiments were wild-type littermates from heterozygous breeding. No experiments were 

performed stratified by animal sexes.  
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In-utero electroporations were performed by Dr. Julia Ledderose. Briefly, mice were injected 

intraperitoneally with 5 mg/kg of the analgetic Caprofen prior and three days after operation. For in 

utero-electroporations, pregnant mice were anesthetised with Isoflurane on embryonic day 14.5 of 

pregnancy and operated to access their uterus. Individual embryos were injected with a plasmid 

containing either GFP under synapsin promoter or additional shRNA against Plppr3 and Plppr4 into one 

cortical ventricle and electroporated to specifically target neuronal precursor cells that are close to the 

ventricle at this developmental stage. At embryonic day 14 to 15, precursor cells migrate to cortical 

layers II/III, allowing for a specific analysis of branching in a layer-specific manner. After 

electroporation, the abdomen of mice was stiched and the mouse was treated with Metamizole 

through the drinking water until three days prior to delivery. The offspring was sacrificed at postnatal 

day 7 or 14-16 as indicated in Figure 17. In vivo branching experiments comparing Plppr3-/- and wild 

types were performed with homozygous breedings of Plppr3-/- and matched ages of wild-type Bl6/NCrl. 

shPlppr3/4 were compared to shControl both in littermate wild type Bl6/NCrl and separate age-

matched Bl6/NCrl. No experiments were performed stratified by animal sexes. 

8.6 PRIMARY NEURON CULTURE 

Primary hippocampal and cortical neurons were prepared by Kristin Lehmann, Kristin Schlawe or me 

from E16.5 embryos of Bl6/NCrl wild-type mice or breedings of hetereozygous Plppr3+/- parents. 

Briefly, mothers were sacrificed and their uteri including the embryos were stored on ice in HBSS (Life 

Technologies) before isolating hippocampal and cortical region of individual embryos. For Plppr3-

cultures, individual hippocampi and cortices were stored separately until genotyping from tail tips of 

the embryos allowed for pooling of the genotypes. After pooling, extracellular matrix of hippocampi 

or cortices was degraded with 10% Trypsin (Life Technologies) in HBSS for 15 min at 37°C before 

washing with HBSS and inactivating remaining Trypsin with 10% horse serum in HBSS. Brain regions 

were triturated to single cells in Neurobasal A medium containing 2% B27 (Life Technologies), 1 % 

penicillin/streptomycin (Life Technologies), 1% GlutaMax (Life Technologies) and 100 µM β-

mercaptoethanol (Applichem) as well as 0.1 % DNAse using a glass-pipet. After a final wash with the 

Neurobasal medium containing the same supplements without DNAse, neurons were directly plated 

(without storing on ice) at a density of 15,000 cells/cm2 for imaging experiments on laminin (20µg/ml)- 

and poly-D-ornithine (15 µg/ml) coated glass cover slips and cultured at 37°C, 5% CO2. 

For sparse labelling of neurons for morphometric studies or PIP3-quantification using PH-domain 

overexpression, I transfected 4 µg of the respective plasmid DNA per well (12-well plate) using a 

calcium-phosphate transfection protocol. For this, plasmid DNA was diluted in 250 mM CaCl2 and 

slowly mixed with an equal volume of 2xBBS buffer (50 mM BES, 280 mM NaCl, 1.5 mM Na2HPO4, pH 

7.3). After addition of supplemented neurobasal medium without Pen/Strep this mixture was 

incubated for 30 minutes at 37°C before it replaced the culture medium of growing neurons for 45-60 

minutes at 37°C. After this incubation, neurons were washed 3-5 times with prewarmed washing 

buffer (135 mM NaCl, 4 mM KCl, 1 mM Na2HPO4, 2 mM CaCl2, 1 mM MgCl2, 20 mM HEPES,  

20 mM d-Glucose, pH 7.3) before applying a mixture of 50% fresh supplemented neurobasal medium 

and 50% original medium of the cells and growing the neurons for 2-3 more days depending on the 
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experimental question. For the shRNA or CRE treatments of Plppr3-/- or Ptenfl/fl cultures, 25 µl of viral 

particles obtained from the viral core facility of Charité (https://vcf.charite.de/en/) was applied per 

well (12-well plate) two hours after plating (DIV0). Details to plasmids and viruses are described in 

Table 3. Pharmacological manipulation of PI3K-activity was performed by addition of 500 nM GDC-

0941 (Selleckchem) or 10 ng/ml BDNF (R&D systems) for the indicated times prior to fixation.  

8.7 CELL LINE CULTURE 

N1E-115 cells (male murine neuroblastoma, ATCC) were cultured at 37°C, 5% CO2 in DMEM high-

glucose with GlutaMax (Life technologies) with supplemented 10% fetal bovine serum and 1% 

penicillin/streptomycin. For PLPPR3-localisation and protrusion density experiments (section 2.2 and 

2.3), cells were plated at a density of 4,500 cell/cm2, for analysis of PLPPR3 modifications by protein 

biochemistry (section 2.3.2), cells were plated at a density of 130,000 cells/cm2.  

Transfection of plasmid DNA was performed using Lipofectamine 2000 (Life technologies). Briefly, DNA 

and Lipofectamine were mixed at a ratio of 2 volumes per microgram DNA in 50 µl Optimem (Life 

technologies) with 1µg of total DNA per well (24-well), 2µg per well (12-well), or 4 µg per well (6-well 

plate). The transfection mix was incubated for 30 minutes at 37°C before adding it to the growth 

medium of the cells. After 4-6 hours, the medium was completely exchanged with fresh prewarmed 

DMEM with supplements as described above. For studies measuring PI3K-activity (section 0), medium 

was exchanged to serum-free DMEM including 500 nM GDC-0941 in the PI3K-inhibition conditions. To 

stimulate PI3K-activity, 20µg/ml Insulin (Sigma) was added for the indicated times before fixation.  

8.8 PROTEIN BIOCHEMISTRY 

Lysis of N1E-115 cells or whole mouse brains was performed in RIPA buffer (50 mM Tris-HCl, pH 8.0, 

150 mM sodium chloride, 1.0% NP-40, 0.5% sodium deoxycholate and 0.1% sodium dodecyl sulfate), 

with protease inhibitor cocktail III (Calbiochem), lab-made phosphatase inhibitor cocktail (see Table 2) 

by scraping cells or mechanical disruption of tissue and rotating for 20 min at 4°C. Cell debris was 

removed by centrifuging 15min at 4°C and 14000 RPM. 5µl of supernatant was used to determine 

protein concentration against a standard curve of bovine serum albumin in the lysis buffer using the 

Pierce® BCA Protein Assay kit. The supernatant was denatured with addition of one in three 4x 

RotiLoad I (Roth) and boiling at 95°C for 2 minutes before storage at -20°C until further use. 

For separation of proteins by size, 4µg of protein per condition was loaded onto SDS-PAGE gels (4% 

stacking gel, 8% resolving gel) alongside 5µl of size marker PageRuler™ Plus Prestained Protein Ladder, 

10 to 250 kDa (Thermo fisher), separating at 80V for the stacking gel and 120V for the resolving gel. 

Subsequently proteins were blotted onto nitrocellulose membranes (pore size 0.2 µm, Roth) using the 

WET/Tank Blotting System (BioRad) for 2.5 hours at 400 mA or overnight at 20V in transfer buffer 

(Table 2). The quality of blotting was controlled with Ponceau red stain (AppliChem). Washing steps 

were performed with Tris-buffered saline with Tween20 (TBS-T, 5mM Tris-HCl, 15mM NaCl, 0.005% 

Tween20, ph 7.4). Unspecific binding sites were blocked with 5% skim milk (Roth T145.3 Blotting grade) 

in TBS-T for 1 hour at room temperature, primary antibodies (anti-PLPPR3: 1:1000, anti-Flag: 1:1000 

or anti-αTubulin 1:3000) were incubated overnight in fresh 5% milk in TBS-T, rolling in 50ml falcon at 
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4°C. After washing for 30 min at room temperature, rolling in TBS-T (3-4 replacements of solution), 

secondary HRP-coupled antibodies were added at 1:3000 dilution in 5% milk in TBS-T for 2-3h rolling 

at room temperature. The last wash lasted 30-60 min with multiple changes of TBS-T rolling at room 

temperature. Visualisation of HRP was performed using ECL Western Blotting Substrate (Promega) or 

Amersham ECL Prime (GE healthcare) under a Vilber Lourmat Fusion SL 4 system using FusionCapt 

software version 16.05. Quantification of band intensities was performed using ImageJ’s gel analysis 

tool by measuring the integrated intensity of each band of interest. 

To study phosphoinositide interaction, either purified full-length 1D4-tagged PLPPR3 (Fatih Ipek, Fos-

Choline 14 solubilised, 2016), or biotin-labelled peptides synthesised by the in-house peptide-synthesis 

facility was tested with PIP-Strips (Echelon). PIP-strips were initially blocked in 3% BSA (Roth) in TBS-T 

for 1.5 hours at room temperature before incubating 0.5 µg/ml purified PLPPR3 protein (1D4 and flag 

tagged, purified by Fatih Ipek) in blocking solution for 1 hour at room temperature. After washing three 

times in 5 minutes with TBS-T, PLPPR3 was labelled using anti-Flag M2 (Sigma) at 1:1000 for 1h in 

blocking solution. Subsequent washing steps were kept at maximal 15 minutes to retain PLPPR3-

binding to PIPs as much as possible, also the secondary antibody (anti-mouse HRP 1:3000 in blocking 

solution) was incubated only for 1 hour at room temperature. Signals were visualised using the super-

sensitive ECL. 

For peptide overlay experiments in Figure 8, peptides (0.5 mg) were solved in 40% PBS, 60% DMF with 

the wild-type peptide mostly dissolving and the G-mutated with precipitating in part. Nanodrop-

determination of concentration indicated halved concentration in G-mutant peptide, which was 

verified using concentration curves on dot-blots using anti-biotin labelling. Therefore, the wild-type 

peptide was further diluted with 40%PBS, 60% DMF until dot-blots indicated equal amounts of solved 

peptide to the mutant. As this adjustment of concentration is close but not perfect, future studies 

should focus on more accurately determining peptide concentration in solution to reliably compare 

PIP-binding affinities between these peptides. Ideally, however, the PIP-strips would be performed not 

with peptides but with purified full-length protein with or without point mutations.  

PIP-strips with peptides were blocked identically (1.5h, 3% BSA in TBS-T, room temperature), followed 

by an incubation of 0.4 µg/ml wild-type or mutant peptide in blocking solution for 1h at room 

temperature. Subsequent detection of peptide was identical as described before by using rabbit anti-

Biotin (1:1000) and anti-rabbit HRP (1:3000) with Promega ECL. Due to low signal to noise, for 

illustrative purposes the signal of all measured PIP-strips (4x wild-type, 2x mutant) was equalised and 

averaged in ImageJ. For quantifications, the mean intensity values in each PIP-dot were measured in 

ImageJ on the raw images and normalised in each PIP-strip to the signal of the “blank”-dot.  

8.9 IMMUNOFLUORESCENT LABELLING 

All cultured cells were fixed at room temperature using aldehyde solutions in the cytoskeleton-

stabilising PHEM buffer (Table 2) followed by three directly consecutive washing steps in PHEM. For 

labelling endogenous PLPPR3 and morphometric analyses, neurons were fixed with prewarmed 4% 

paraformaldehyde, 4% sucrose in PHEM-buffer for 12 minutes. PLPPR3-overexpressing N1E-115 cells 
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were fixed with prewarmed 4% paraformaldehyde, 0.2% glutaraldehyde, 4% sucrose in PHEM-buffer 

for 12 minutes. 

Immunolabelling for both neurons and overexpressing N1E-115 cells started by blocking and 

permeabilisation for 30 minutes in 4% goat serum in PHEM + 0.2% TritonX100. Antibodies were 

incubated in 4% goat serum in PHEM, with all primary antibodies overnight at 4°C and all fluorophore-

coupled secondary antibodies (or F-actin- and DNA-dyes) for 2-3 hours at room temperature unless 

stated otherwise. Washing steps were performed with PHEM buffer 4 times in 30 min total time. 

Coverslips were finally mounted in Mowiol after rinsing in ddH2O. Plppr3-constructs for section 2 were 

stained with mouse anti-Flag-M2 (1:1000), fGFP signal was amplified with chicken anti-GFP (1:1000) 

and respective secondary fluorophore-coupled antibodies from Dianova and Jackson research (1:500). 

F-actin was visualised with Phalloidin-647 (1:250), nuclei with Dapi (1:1000). Endogenous PLPPR3 in 

neurons was visualised using rabbit anti-PLPPR3 (1:500, custom-made206), co-staining included mouse 

anti-Tau1 (1:1000) as an axon marker and Hoechst 33342 (1:10000, Thermo fisher, 20 mM) as a DNA 

marker. Morphometric analyses of Plppr3-/- at DIV1 was labelled using Actistain-488 (1:250), mouse 

anti-αTubulin (1:1000), rabbit anti-PLPPR3 (1:500) and Hoechst (1:10000). Morphometric analyses of 

Plppr3-/- at DIV5, GFP-signal was amplified by chicken anti-GFP (1:1000), mouse anti-Tau1 (1:1000), 

rabbit anti-PLPPR3 (1:500) and Hoechst (1:10000).  

For structured illumination microscopy, cells were plated on acid-washed, poly-ornithine/laminin-

coated high-precision #1.5 coverslips (Carl Roth LH24.1). Immunolabelling was performed as described 

above except for mounting in ProLong Gold antifade reagent (Invitrogen). Cytoskeleton and over-

expressed PLPPR3 were visualised using Actistain-488 (1:250), mouse anti-Flag M2 (1:1000, detected 

by anti-mouse Cy3) and rabbit anti-β3-Tublin (1:1000, detected by anti-mouse 647). 

The procedure and rationale for the PIP3 staining is illustrated in Figure 26. Fixation was performed 

with prewarmed 4% paraformaldehyde, 0.2% glutaraldehyde, 4% sucrose in PHEM-buffer for 10min at 

room temperature. Subsequently fixative was removed by washing three times with ice-cold PHEM 

and directly transferring the coverslips to a metal plate emerged in an ice box (made hydrophobic with 

tesa-strips on its surface). Permeabilisation and blocking was performed on this ice-cold metal plate 

with 4% goat serum in PHEM including 0.2% Saponin for 30 min. anti-PIP3 (1:150) or GST-PH(Grp1) 

(1:250) was incubated in 4% goat serum, 0.2% Saponin in PHEM on ice for 2h followed by washing 3-4 

times in 30 min with PHEM. The PIP3-probe was fixed with precooled 4% paraformaldehyde in PHEM 

for 10 min on ice, followed by 5 min at room temperature, fixative was removed with three PHEM 

washes. To sensitively visualise the PIP3-probe, cells were permeabilised again using 4% goat serum in 

PHEM with 0.2% TritonX100 for 30 min at room temperature. Subsequent staining for the PIP3-probe 

was performed as described above with either rabbit anti-GST (1:2000, for PH(Grp1)) followed by anti-

Rabbit 488 (1:500) or only anti-mouse 488 (1:500, for anti-PIP3) overnight at 4°C and mounting in 

Mowiol. Neurons were co-labelled with guinea pig anti-Tau (1:1000, Synaptic systems) and Phalloidin-

647 (1:250) or anti-GAD2 (1:500). N1E-115 cells were co-labelled with anti-pS473-AKT (1:500), 

phalloidin 647 (1:250) and Dapi (1:1000).  
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For visualising endogenous PLPPR3 in brain slices, embryonic mouse brains (E16.5) were fixed in 4% 

paraformaldehyde in PBS over night at 4°C, subsequently incubated in 15% sucrose in PBS for 8 hours  

at 4°C before transferring it to 30% sucrose over night at 4°C. Before slicing (20µm from cryostat), 

brains were embedded in OCT slices 20µm. All antibody incubation and blocking steps were performed 

in PBS with 1% BSA, 2% goat serum and 0.2% TritonX100, washes were performed with PBS. Blocking 

and permeabilising lasted for 1 hour, changing blocking solution every 15 minutes. Anti-PLPPR3 

antibody (1:200) and anti-L1 (1:500) were incubated over night at 4°C, secondary antibodies (1:200, 

rabbit-488, rat-633) and Hoechst (1:10000) were incubated for 2 hours at room temperature. Washing 

steps lasted 1 hour with exchanging PBS 4 times. After the last wash, slices were washed two times in 

ddH2O and air dried in the dark for 30min before embedding in glycerol. 

8.10 MICROSCOPY 

Phase contrast live cell imaging (for branching dynamics in section 5) was performed on an inverted 

Nikon Ti with a small stagetop incubator and a full incubator enclosure at 37°C and 5% CO2 and 

humidity using a 20x air objective with phase contrast (Ph2). Illumination was adjusted for optimal 

signal to noise before every experiment via the Köhler procedure. Cells were plated in 4-well glass-

bottom chamber slides (μ-Slide, Ibidi). For comparable movies between groups, I searched for areas of 

similar densities between wells and programmatically imaged 3 fields of view per condition every 10 

min for 24-72 hours. The resulting images are in 12-bit format saved as .nd2 files. Prior to analysis 

movies were converted to .tif and cropped to matching developmental timepoint windows of 24 hours. 

Epifluorescence of GFP-filled neurons for morphology at DIV5 was imaged on the same inverted Nikon 

Ti with 20x or 40x air objectives without adjusting atmosphere. All microscopy slides were re-labelled 

by an independent person before imaging to avoid bias during imaging. Signals of Tau (Cy3) and GFP 

(488) were sequentially acquired. Images of large neurons were automatically stitched using Nikon’s 

large-image scan functionality. Resulting images included two channels at 12-bit.  

PLPPR3-overexpression experiments and PIP3-intensity in N1E-115 cells, in vivo localisation of PLPPR3, 

DIV1 morphology neurons and PIP3-intensity on axons were all acquired using a Leica SP5 confocal 

microscope. N1E-155 cells and neuronal DIV1 morphology were imaged using a 63x objective with 

sequential acquisition of wavelengths (long wavelengths before short) and adjusted filters to minimise 

crosstalk of fluorophores. The Z-distance was kept constant at 0.6 µm while imaging the full extent of 

cells, resulting in stacks of different height depending on size of cells. For PIP-signal on axons, I used 

an additional optical zoom of 3x. For experiments with intensity readouts I kept the gain constant 

between images and imaging sessions (PIP3-analyses, PLPPR3-intensity on developmental timepoints), 

for experiments of morphology (N1E-115 PLPPR3 overexpression or DIV1 filopodia), gain was adjusted 

to optimise signal to noise ratio. In vivo PLPPR3 signal was imaged at 20x magnification sequentially 

without adjusting signal intensities between images (z-step: 2µm). Structured illumination microscopy 

on PLPPR3-overexpressing N1E-115 cells was performed by Niklas Gimber on OMX V4 Blaze system 

(GE Healthcare). Images were acquired as 512 x 512 pixel fields of view with a spacing of 125 nm in Z. 

Reconstruction of SIM images was performed using default protocols of the OMX-software including 
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background-reduction, Wiener-filtering and channel-specific k0-angles. Reconstructed stacks were 

subsequently max-projected and intensity-thresholded to remove low-intensity SIM artifacts.  

8.11 IMAGE ANALYSIS 

All image analysis has been performed in FIJI/ImageJ359 using built in functions or custom macros 

followed by data analysis in R/Rstudio360. The quantification of membrane abundance and filopodia 

density in N1E-115 cells (as performed for section 2) is described in detail in Appendix section 7.2 and 

accessible at https://github.com/jo-fuchs/Filopodia_Membrane_recruitment.  

Morphometric analyses of chapter 4 were performed manually before unblinding images. For the 

analysis of developmental stages, on randomly selected fields of view I scored Tau and F-actin-stained 

neurons as stage 1 (round cell filo/lamellipodia rich), stage 2 (presence of neurites) or stage 3 (presence 

of one tau-enriched process). Survival was assessed by DNA-stain and quantified as the fraction of 

healthy nuclei by total DNA-stained nuclei. 

For the filopodia analysis of DIV1 neurons, confocal stacks were maximum-projected and the F-actin 

channel was used to trace individual cells using the ImageJ plugin NeuronJ.354 Individual processes were 

classified as axon (Tau-positive originating from soma, and longest process), developing dendrite 

(other neurites originating from soma), branch (tubulin-signal in process) or filopodium (only actin 

signal). Summary statistics per neuron were generated using a custom-made R-script 

(https://github.com/jo-fuchs/Filopodia-fixed).  

For the analysis of neuron morphology at DIV5 (wild-type versus Plppr3-genotypes and shPTEN-

experiment), GFP-channel of epifluorescence images was converted to 8-bit before analysing with 

NeuronJ. Axons were classified as tau-positive but mainly as longest processes from soma, dendrites 

as other processes, branches as protrusions longer than 10 µm. Also here, summary statistics per 

neuron were generated using a custom-made R-script (https://github.com/jo-fuchs/Branching_fixed).  

Collateral branching of layer II/III cortical neurons in vivo was analysed on sum-intensity projections of 

similar-sized substacks (representing the consecutive 20 slices with brightest signal of the stack). Layer 

V intensity was measured using a manual rectangular selection excluding migrating cells in the layer. 

Cell number in layer II/III was counted manually in the region directly vertical to the intensity selection 

to estimate only the relevant number of cells. Branch density was then approximated as layer V 

intensity divided by number of cells in layer II/III. 

PIP3-immunolabelling intensity was detected by measuring mean intensity of a maximum projection 

in axons, as defined by a mask generated in the Tau channel (DIV3, DIV5, DIV8) or in the GFP-channel 

(to measure only shRNA-transfected cells). PIP3 intensity in N1E-115 cells or PTEN-/- neurons was 

measured as the mean intensity of the brightest parts of the image (https://github.com/jo-

fuchs/Microscopy_analysis_snippets/blob/master/ImageJ/Intensity_measurements.ijm). PH-domain-

accumulation in axons was measured by detecting local maxima based on the expression level 

(measured as mean intensity) in transfected axons (https://github.com/jo-

fuchs/Microscopy_analysis_snippets/blob/master/ImageJ/Local_accumulations_per_area.ijm),  and 

subsequently normalised to axon area.  

https://github.com/jo-fuchs/Filopodia_Membrane_recruitment
https://github.com/jo-fuchs/Filopodia-fixed
https://github.com/jo-fuchs/Branching_fixed
https://github.com/jo-fuchs/Microscopy_analysis_snippets/blob/master/ImageJ/Intensity_measurements.ijm
https://github.com/jo-fuchs/Microscopy_analysis_snippets/blob/master/ImageJ/Intensity_measurements.ijm
https://github.com/jo-fuchs/Microscopy_analysis_snippets/blob/master/ImageJ/Local_accumulations_per_area.ijm
https://github.com/jo-fuchs/Microscopy_analysis_snippets/blob/master/ImageJ/Local_accumulations_per_area.ijm
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The analysis of live-cell phase contrast imaging for chapter 5 is outlined in Figure 34. After acquisition, 

movies were randomised and blinded using a custom-made R-script (https://github.com/jo-

fuchs/Microscopy_analysis_snippets/blob/master/R/Randomize_folder.R). Subsequently, I manually 

classified branch-forming events by precursor type according to their morphology (as filopodia, 

lamellipodia, splitting or mixed). I furthermore recorded the timepoint of formation (starting to 

elongate) and collapse of a branch (completely retracting or retraction of the ‘mother branch’). To 

normalise for uneven cell densities between groups, I also counted the number of cells on each field 

of view. Further processing steps to unblind, calculate lifetime and accumulation of branches, to 

calculate Cox proportional hazards models and statistical tests, and for generating figures are all 

described in https://github.com/jo-fuchs/Branch-Lifetime-PRG2.  

 

 

Figure 34: Scheme for branching dynamics experiment in chapter 5. Figure part of a manuscript submitted to BioRxiv 

(https://www.biorxiv.org/content/10.1101/2021.04.23.441127v1) and currently under revision 

https://github.com/jo-fuchs/Microscopy_analysis_snippets/blob/master/R/Randomize_folder.R
https://github.com/jo-fuchs/Microscopy_analysis_snippets/blob/master/R/Randomize_folder.R
https://github.com/jo-fuchs/Branch-Lifetime-PRG2
https://www.biorxiv.org/content/10.1101/2021.04.23.441127v1
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8.12 DATA ANALYSIS, STATISTICS AND VISUALISATION 

All data processing steps, calculation of per-cell and subsequent per experiment averages, visualisation 

of variables and model assumptions as well as statistics have been performed in R/RStudio, heavily 

using tidyverse packages.363 All scripts used to generate plots and statistical tests in this thesis are 

stored next to the original data files.  

Visualisation of the single-cell RNA-seq data of the Allen Institute96 in Figure 1 was performed using a 

custom-made R-script and shiny tool. The raw data (csv files of ‘Gene Expression by Cluster, trimmed 

means’ and ‘Table of cell metadata’) was downloaded from https://portal.brain-map.org/atlases-and-

data/rnaseq/mouse-whole-cortex-and-hippocampus-smart-seq (SMART) and https://portal.brain-

map.org/atlases-and-data/rnaseq/mouse-whole-cortex-and-hippocampus-10x (10x-dataset). Filtering 

for individual genes or gene families, merging metadata and expression data, and visualisation of gene 

expressions in cell types, neighbourhoods or individual cell clusters was performed as described in 

https://github.com/jo-fuchs/Gene-expression-AllenBrainAtlas.  

Statistical comparisons were performed using mixed effect models (of the nlme package) with 

treatment conditions as fixed factors and experiments as the random factor to test for between 

experiment variability while still accounting for between-cell variability. For all experiments except the 

shPTEN experiment, there was only one fixed factor to compare. For shPTEN-treament in addition to 

the Plppr3-/- genotype, I used a two-factor mixed effects model (Plppr3-Genotype and shPTEN-

treatment as fixed factors) followed by a model with one fixed effect (Genotype by shTreatment 

interaction) after detecting significant interactions. Between group comparisons were calculated by 

Tukey’s post hoc comparison with Holm-correction. Plppr3-mutant expressions were compared only 

to wild-type PLPPR3 and control-transfected rather than between all groups. Model assumptions were 

tested graphically using qq-plots (normality), residual plots (homogeneity of variance) and Cook’s 

distance (influential individual datapoints).  

Survival analysis was performed as Cox proportional hazards model (using the survminer package) 

including either singular fixed effects (genotype, precursor type or neurite type) or, in the final test 

(Figure 23), a combination of all three. An interaction of any of the effects did not increase the model 

fit as tested using a log-likelihood test and was therefore not included. Assumptions of the Cox 

proportional hazard model were tested via a Schoenfeld test (to test proportional hazards) and 

graphically by plotting deviance residuals (to detect effects of influential datapoints). 

Due to the explorative nature of these experiments and the lack of information on effect sizes, sample 

sizes were not chosen by a priori power analysis but to exceed typical sample sizes of the field, where 

possible. Due to the exploratory nature of this thesis, however, it would be critical to test key 

experiments in independent confirmatory experiments. To facilitate this, I calculated both between 

experiment and between cells effect sizes as Hedges g to correct for differences in group sizes, using 

the R-package effsize.  

All plots were created with in R (R version 4.0.4)/RStudio (Version 1.4.1106) using ggplot, cowplot, 

glue, scico & ggbeeswarm packages. Final styling of figures was performed in Adobe Illustrator. 

https://portal.brain-map.org/atlases-and-data/rnaseq/mouse-whole-cortex-and-hippocampus-smart-seq
https://portal.brain-map.org/atlases-and-data/rnaseq/mouse-whole-cortex-and-hippocampus-smart-seq
https://portal.brain-map.org/atlases-and-data/rnaseq/mouse-whole-cortex-and-hippocampus-10x
https://portal.brain-map.org/atlases-and-data/rnaseq/mouse-whole-cortex-and-hippocampus-10x
https://github.com/jo-fuchs/Gene-expression-AllenBrainAtlas
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8.13 EFFECT SIZES OF KEY EXPERIMENTS  

The following tables summarise the effect sizes of key experiments as Hodge’s g to facilitate the 

estimation of sample sizes for confirmatory experiments. The tables also include the effect sizes 

between individual cells to allow for an estimation of the required number of cells per repetition. 

 

Table 5: Effect sizes of PLPPR3 overexpression experiments in N1E-115 cells (Chapter 2) 

Readout 
Reference 

group 
Treatment group 

Effect size 

(cells) 

Effect size 

(experiments) 

Figure 6B (protrusions 

deletion) 

Empty ctrl PLPPR3 0.84 1.11 

Empty ctrl PLPPR3-ΔpE 0.67 1.21 

Empty ctrl PLPPR3-ΔCa 0.41 0.64 

Empty ctrl PLPPR3-ΔCc 0.47 0.62 

PLPPR3 PLPPR3-ΔpE -0.16 -0.20 

PLPPR3 PLPPR3-ΔCa -0.45 -0.81 

PLPPR3 PLPPR3-ΔCc -0.35 -0.47 

Figure 6C (Membrane 

abundance deletion) 

PLPPR3 PLPPR3-ΔpE 0.75 1.61 

PLPPR3 PLPPR3-ΔCa -0.61 -0.95 

PLPPR3 PLPPR3-ΔCc -0.98 -1.38 

Figure 8C  

(Double-band) 

PLPPR3 PLPPR3-R>G - -1.37 

PLPPR3 PLPPR3-C119A - -0.38 

PLPPR3 PLPPR3-N167Q - -1.17 

PLPPR3 PLPPR3-ΔpE - 0.86 

Figure 8F (Membrane 

abundance PTM) 

PLPPR3 PLPPR3-R>G -0.58 -1.59 

PLPPR3 PLPPR3-C119A 0.18 -0.02 

PLPPR3 PLPPR3-N167Q -0.34 -1.02 

Figure 8G (protrusions 

PTM) 

Empty ctrl PLPPR3 0.80 1.16 

Empty ctrl PLPPR3-R>G 0.30 0.48 

Empty ctrl PLPPR3-C119A 0.33 0.23 

Empty ctrl PLPPR3-N167Q 0.53 0.61 

PLPPR3 PLPPR3-R>G -0.48 -0.54 

PLPPR3 PLPPR3-C119A -0.46 -0.80 

PLPPR3 PLPPR3-N167Q -0.21 -0.20 

Figure 9B (Membrane 

abundance Catalytic) 

PLPPR3 PLPPR3-S203A -0.86 -1.69 

PLPPR3 PLPPR3-H205A -0.87 -1.86 

PLPPR3 PLPPR3-C2mut -1.03 -1.97 

Figure 9C (protrusions 

Catalytic) 

PLPPR3 PLPPR3-S203A 0.16 -0.1 

PLPPR3 PLPPR3-H205A 0.15 0.09 

PLPPR3 PLPPR3-C2mut -0.33 -0.65 
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Table 6: Effect sizes of DIV1 neuron morphology in Plppr3-/- primary hippocampal neurons (corresponding to Figure 15) 

Readout Reference group Treatment group 
Effect size g 

(cells) 

Effect size g 

(experiments) 

B) dendrite 

length 

Wt Plppr3-/- -0.12 -0.37 

Wt Plppr3+/- -0.05 -0.16 

Plppr3+/- Plppr3-/- -0.08 -0.16 

C) dendrite 

number 

Wt Plppr3-/- 0.08 0.17 

Wt Plppr3+/- 0.26 0.88 

Plppr3+/- Plppr3-/- -0.16 -0.61 

D) Axon-dendrite 

ratio 

Wt Plppr3-/- 0.21 0.73 

Wt Plppr3+/- 0.06 0.19 

Plppr3+/- Plppr3-/- 0.15 0.59 

E) dendrite 

filopodia density 

Wt Plppr3-/- -0.23 -0.43 

Wt Plppr3+/- -0.27 -0.72 

Plppr3+/- Plppr3-/- 0.03 0.16 

F) axon length 

Wt Plppr3-/- 0.00 -0.22 

Wt Plppr3+/- 0.10 0.22 

Plppr3+/- Plppr3-/- -0.10 -0.35 

G) axon branch 

density 

Wt Plppr3-/- -0.21 -0.55 

Wt Plppr3+/- -0.21 -0.48 

Plppr3+/- Plppr3-/- -0.01 -0.08 

H) axon filopodia 

density 

WT Plppr3-/- -0.84 -1.28 

WT Plppr3+/- -0.04 0.10 

Plppr3+/- Plppr3-/- -0.78 -1.49 

I) axon filopodia 

length 

WT Plppr3-/- 0.29 0.56 

WT Plppr3+/- 0.23 0.23 

Plppr3+/- Plppr3-/- 0.09 0.22 
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Table 7: Effect sizes of DIV5 neuron morphology in Plppr3-/- primary hippocampal neurons (corresponding to Figure 16) 

Readout Reference group Treatment group Effect size (cells) 
Effect size 

(experiments) 

B) total dendrite 

length 

Wt Plppr3-/- -0.20 -0.42 

Wt Plppr3+/- 0.01 -0.19 

Plppr3+/- Plppr3-/- -0.29 -0.50 

C) dendrite 

number 

Wt Plppr3-/- -0.10 -0.24 

Wt Plppr3+/- 0.28 0.02 

Plppr3+/- Plppr3-/- -0.40 -0.42 

D) mean dendrite 

length 

Wt Plppr3-/- -0.48 -0.11 

Wt Plppr3+/- -0.31 -0.08 

Plppr3+/- Plppr3-/- -0.24 -0.03 

E) dendrite 

branch density 

Wt Plppr3-/- -0.41 -1.26 

Wt Plppr3+/- -0.16 -0.77 

Plppr3+/- Plppr3-/- -0.28 -1.03 

F) total axon 

length 

Wt Plppr3-/- 0.26 0.09 

Wt Plppr3+/- 0.09 0.00 

Plppr3+/- Plppr3-/- 0.19 0.11 

G) primary axon 

length 

Wt Plppr3-/- 0.38 0.51 

Wt Plppr3+/- 0.11 0.12 

Plppr3+/- Plppr3-/- 0.29 0.42 

H) mean axon 

branch length 

Wt Plppr3-/- 1.36 0.53 

Wt Plppr3+/- 0.05 0.08 

Plppr3+/- Plppr3-/- 1.41 0.47 

I) axon branch 

density 

Wt Plppr3-/- -0.69 -2.09 

Wt Plppr3+/- -0.16 -0.49 

Plppr3+/- Plppr3-/- -0.59 -1.76 

 

 

Table 8: Effect sizes of in vivo branching of Plppr3-/- layer II/III neurons in layer V (corresponding to Figure 17Figure 15) 

Timepoint Reference group Treatment group 
Effect size 

(animals) 

P7 Wt Plppr3-/- -0.03 

P15 Wt Plppr3-/- 0.70 

P14-17 shCTRL shPlppr3/4 -0.43 
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Table 9: Results of mixed two-way ANOVA (shPTEN, Plppr3-/-) with random factor experiment (corresponding to Figure 19), 

n(Obs)=562, n(exp)=5  

Readout Fixed effect 

Estimated 

difference [unit of 

measurement] 

t-value p-value 

B) total dendrite 

length [µm] 

Wt vs. Plppr3-/- 2.11 0.13 0.89 

shCTRL vs. shPTEN 49.19 3.20 0.001 

Interaction -24.54 -1.14 0.25 

C) dendrite 

number [#] 

Wt vs. Plppr3-/- -0.38 -1.68 0.09 

shCTRL vs. shPTEN 0.35 1.51 0.13 

Interaction 0.58 1.81 0.07 

D) mean dendrite 

length [µm] 

Wt vs. Plppr3-/- 3.87 1.32 0.18 

shCTRL vs. shPTEN 7.17 2.45 0.01 

Interaction -10.72 -2.62 0.009 

E) dendrite 

branch density 

[#/µm] 

Wt vs. Plppr3-/- 0.0000 0.08 0.93 

shCTRL vs. shPTEN 0.0014 1.91 0.06 

Interaction -0.0015 -1.50 0.13 

F) total axon 

length [µm] 

Wt vs. Plppr3-/- 126.00 1.77 0.08 

shCTRL vs. shPTEN 130.08 1.83 0.07 

Interaction -119.41 -1.20 0.23 

G) primary axon 

length [µm] 

Wt vs. Plppr3-/- 140.44 4.23 0.000 

shCTRL vs. shPTEN 59.18 1.78 0.07 

Interaction -120.66 -2.61 0.009 

H) mean axon 

branch length 

[µm] 

Wt vs. Plppr3-/- 12.49 2.68 0.008 

shCTRL vs. shPTEN 6.40 1.38 0.16 

Interaction -9.55 -1.47 0.14 

I) axon branch 

density [#/µm] 

Wt vs. Plppr3-/- -0.0027 -6.10 0.000 

shCTRL vs. shPTEN -0.0002 -0.57 0.57 

Interaction 0.0020 3.23 0.001 

 

Table 10: Effect sizes of PIP3 quantifications in Plppr3-/- primary hippocampal neurons (corresponding to Figure 18) 

Readout 
Reference 

group 
Treatment group 

Effect size g 

(images/axons) 

Effect size 

(experiments) 

A) PIP3 DIV3 Wt Plppr3-/- -0.15 -0.11 

B) PIP3 DIV5 Wt Plppr3-/- -0-08 -0.07 

C)  PIP3 DIV6 sh shCTRL shPlppr3/4 0.28 0.25 

D) Grp1 DIV8 Wt Plppr3-/- 0.16 0.29 

E) BTK(PH) OE DIV8 Wt Plppr3-/- -0.11 -0.17 

F) Grp1(PH) OE DIV8 Wt Plppr3-/- 0.36 1.00 
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