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Abstract

Although conceptually simple, the air-water interface displays rich behavior. Different
definitions of the electrostatic potential, each relevant for distinct experimental scenarios,
lead to widely varying surface potential magnitudes and even different signs. Based on
quantum-chemical density-functional molecular dynamics simulations, all relevant surface
potentials are evaluated and compared. The spatially averaged surface potential, accessi-
ble to electron holography, is dominated by the trace of the water molecular quadrupole
moment and amounts to more than + 4 V inside the water phase, very different from
results obtained with force-field water models. The surface potential inside a cavity is
much smaller, less than 200 mV in magnitude, and depends specifically on the cavity
radius. This is the electrochemical surface potential relevant for ion transfer reactions
and ion surface adsorption. Charge transfer between water molecules leads to pronounced
surface potentials as well. However, when probing electrophoresis by explicitly applying
a lateral electric field, the zeta potential turns out to be zero. Thus, charge transfer
between water molecules does not translate to a non-zero electrophoretic mobility at the

pristine vapor-liquid water interface.

1 Introduction

At charged surfaces that are in contact with
an aqueous salt solution, an ionic double layer
forms, which determines the electrostatic po-
tential difference between the surface and the
solution surface, called the surface potential.
Even at the nominally uncharged air-water
interface, different ions exhibit different inter-
facial affinities, which gives for most ion com-
binations rise to a pronounced ionic charge
distribution normal to the interface and thus
to a non-vanishing surface potential. Since
even pure water contains ions due to the au-
toprotolysis, this mechanism is operative also
in the absence of added salt.

But a surface potential is also present in
the absence of ions at all, due to the molec-
ular water dipole in conjunction with an
anisotropic water orientation at the interface
and due to the quadrupolar charge distribu-
tion within a water molecule. It follows that
both the dipole and the quadrupole moment
of water contributes to the surface poten-
tial.1'2 The laterally averaged surface poten-
tial of liquid water from density-functional-
theory molecular-dynamics (DFT-MD) simu-
lations was determined to be +3.1 V and +3.6
V%% in good quantitative agreement with
electron holography measurements of vitri-

fied ice.>® Employing a similar experimen-
tal technique, the surface potential of liquid
water has recently been experimentally de-
termined to be +4.48 V.” In contrast, sim-
ple three-point-charge force-field molecular-
dynamics (FF-MD) simulations yield a nega-
tive surface potential in the range of -0.4 V to
-0.6 V, yet the interfacial water structure is
rather similar for DFT-MD and FF-MD sim-
ulations of the air-water interface.® This be-
havior can be shown to be due to the trace of
the water quadrupolar tensor, which is very
different for different water models and dom-
inates the surface potential but does not in-
fluence the water-water interactions and thus
is irrelevant for the interfacial water struc-
ture.>% 10

There are different ways of experimentally
measuring the electrostatic surface potential,
which all give rise to significantly different
values, hence, different experimental mea-
surements in fact define different surface po-
tentials.

In electrochemical experiments, electro-
static potential differences acting on finite
size ions are reported. They fundamen-
tally differ from the above-mentioned elec-
tron holography experiments, since ions do
not probe the interior electrostatic poten-
tials of water molecules, the electrochemical



potential therefore does not reflect the spa-
tially averaged electrostatic potential across
an interface. Moreover, water molecules are
anisotropically oriented around ions, which
gives rise to an additional electrostatic po-
tential contribution. Thus, in the hypotheti-
cal experiment where an ion crosses the air-
water interface, the electrostatic work done
on the ion charge results from the sum of
the air-water surface potential and the po-
tential across the ion hydration shell.!'!3 Tt
follows that the quadrupolar water contribu-
tion to the electrochemical potential cancels
out, which explains why force-field and DFT
simulations give quite comparable results for
electrochemical potential across the air-water
interface.” '3 14

Surface potentials have also been deter-
mined from the kinetic energy loss of high-
energy electrons!® or helium nuclei'® that
cross the air-water interface. Depending
on their kinetic energy, the particles do
also probe the electrostatics inside the wa-
ter molecules. However, it should be noted
that the ionizing radiation has to cross two
interfaces, namely the air-water interface and
the water-substrate interface to the radioac-
tive source or to the detector, depending on
the experimental setup. In any case, what
is measured in these experiments is not the
absolute surface potential of the air-water in-
terface but rather the surface potential dif-
ference between the air-water interface and a
water-solid interface.

In x-ray photoelectron spectroscopy!” and
second harmonic generation'® the situation is
again different: here, the electrostatic poten-
tial is probed at positions inside the water
molecules that reflect the average position of
the electrons that are involved.

Experimentally very easy to measure is the
electrophoretic or electro-osmotic mobility of
a particle or a surface. By using a num-
ber of approximations and assumptions, this
mobility can be converted into the electro-
static potential difference between the bulk
liquid phase and the shear plane at which
the liquids fulfills a no-slip boundary condi-
tion, which defines the so-called { — poten-
tial. It is long known that the pristine vapor-
water interface exhibits a negative ( — poten-
tial,'*22 which in early works was interpreted
in terms of an enhanced interfacial adsorption
of hydroxide ions with respect to hydronium
ions. This interpretation however contradicts
the experimentally fact that the surface ten-
sion of acids decreases and of bases increases
with concentration, which indicates that hy-
dronium has a slight propensity to bind to

the vapor-solution interface, while hydroxide
is slightly repelled from the vapor-solution
interface,®% as confirmed by sum frequency
generation and second harmonic generation
experiments® as well as simulations.®?® Al-
ternative explanations for the negative ¢ —
potential of neat water invoke the adsorp-
tion of negatively charged surface-active im-
purities, which are omnipresent even in pure
lab water,?6:27 although it should be noted
that this interpretation is controversially dis-
cussed.?® It also has been suggested that the
water dipolar orientation at the water-vapor
surface, which gives rise to a dipolar poten-
tial distribution, leads to an electrophoretic
mobility, but in later simulation and ana-
lytic work it was shown that a pure orien-
tation of water molecules cannot lead to sta-
tionary electroosmotic flow.? According to
yet another interpretation, the ( — poten-
tial of the pristine air-water interface is pro-
duced by intermolecular charge transfer due
to an asymmetry of the spatial distribution
of hydrogen-bond donating and accepting wa-
ter molecules close to the vapor-water inter-
face, which causes an inhomogeneous charge
distribution.?*3? This prompts the question
whether intermolecular charge transfer can
principally give rise to electrophoretic mo-
tion.

2 Results

To study the different potentials of the neat
vapor-water interface we conduct DFT-MD
simulations of the system shown in Fig. 1a,
containing 352 water molecules in a simula-
tion box of 2 nm x 2 nm x 6 nm that form
a stable vapor-liquid water slab geometry as
shown by the density profile in Fig. 1b. The
DFT-MD density profile (red line) displays
oscillations on a short spatial scale that re-
flects water layering and is due to the short
sampling time, as demonstrated by compari-
son with FF-MD simulations of the same sys-
tem size but over much longer times (black
line, see SI for an in-depth discussion). If
charge transfer produced mobile charges that
can move in response to an external electric
field, a tangential electric field would per-
form work on these charges and produce a
net shear flow at the interface, correspond-
ing to a finite { - potential. In order to
study the electrophoretic mobility, we apply
an electric field of E = 257 mV /nm paral-
lel to the interface and record the induced
water motion. The same simulation proce-
dure has been used to calculate ¢ — potentials
at lipid bilayers using FF-MD.?* The treat-



ment of finite electric fields as implemented in
the software package CP2K accounts for the
Berry phase®® and has been successfully ap-
plied to the auto-dissociation of liquid water?®
and to Raman spectroscopy.*® We obtain the
mean water velocity profile u(z), based on the
molecular center-of-mass velocities, depicted
in Fig. 1d (red circles, left scale), which is zero
within the numerical error. We now establish
the theoretical basis to convert the water flow
profile to experimentally reported ¢ — poten-
tials.

For a mobile charge density profile pmon(2)
in the water phase and in the presence of a
tangential electric field |, the hydrodynamic
flow at the interface is governed by the Stokes
equation®”

a
dz

{M(Z)d%u(z)} = = Ejpman(2), (1)
where 7 (2) is the water viscosity profile and
u(z) is the velocity profile. Using the defini-
tion of the perpendicular displacement field
dD, (z)/dz = pmon(z), the local approximate
relation between displacement and electric
field epe, (2)E 1 (2) = D,(z), which defines
the dielectric profile £,(z), and the defini-
tion of the electrostatic potential d¢(z)/dz =
—F | (2), Eq. 1 is integrated twice to obtain

[ ) du(®)
qZ5<Z)_/EH€05L(Z’) dz’!

21

dz,

(2)

with the bulk value ¢(z) = 0 and where we
assumed that the viscous stress vanishes in
the interior of the liquid, du(z)/dz[,_, = 0.

In the analysis of experimental elec-
trophoretic data, the permittivity and viscos-
ity profiles of water are assumed constant and
set equal to their bulk values €, (z) = epux
and 1, (2) = Muk, which leads to the stan-
dard expression

Mbulk
o(z) = —
=) gocbulk )

u(z) —u(z)] . ()
Using the experimental values for the bulk
dielectric constant ey = 80°% and shear vis-
cosity npux = 0.85 mPa-s* of water, we ob-
tain the right potential scale in Fig. 1d. The
shear viscosity of BLYP water was recently
analyzed in the high frequency regime and
found to be similar to the Tip4p/2005 force-
field model, which is known to reproduce ex-
perimental values quite well.” We define the
bulk water velocity u(z) as the mean water
velocity in the range z — zgps < —0.63 nm.
On solid surfaces, the ¢ — potential is defined
as the potential at the shear surface, where
the velocities of the solid and the water phase

are identical. At the vapor-liquid interface
the ( — potential corresponds to the velocity
of the vapor phase relative to the bulk liquid,
which corresponds to a subtle extrapolation
since the water density goes to zero in the va-
por phase. If we consider the two data points
around the Gibbs dividing surface (GDS) in
Fig. 1d, where the water density is between
the liquid and vapor values, the ( — potential
is estimated to be at most of the order of -10
mV.

In order to scrutinize the connection be-
tween a possible electrophoretic water mobil-
ity and charge transfer, we calculate DDEC6
atomic charges every 100 frames of our
DFT-simulations.*® By adding up atomic
charges for each water molecule we obtain the
molecular charge density profile pqmol(2) in
Fig. 1f (blue spheres). Indeed, charge transfer
gives rise to a local enrichment of positively
charged water molecules at the vapor-water
interface, accompanied by a broad negatively
charged region in the the water phase, in
agreement with previous approximate treat-
ments.*"??  Using Eq. 1, pgmol(2) is con-
verted into the velocity profile shown as a
blue broken line in Fig. 1d. Indeed, charge
transfer is predicted to produce a very tiny
negative water flow on the liquid side of the
GDS, which was previously associated with
the experimentally measured negative ( — po-
tential of the vapor-water interface.?* How-
ever, close to the GDS, the predicted water
flow becomes positive and corresponds to a
¢ — potential of +5 mV, much smaller than
the experimental reports and in fact of op-
posite sign (note that the actual electrostatic
potential created by the charged transfer pro-
file pgmoi(2) is in fact larger by a factor of
epuik = 80). We conclude that charge transfer
does not produce electrophoresis on any rele-
vant scale. Our calculated DDEC6 molecular
charge profile is calculated from an equilib-
rium trajectory in the absence of an exter-
nally applied electrical field. In the SI we
show that the DDEC6 charge profiles does
not significantly change if an electric field of
257 mV /nm is applied.

The molecular charge density profile
PqMol(2) in Fig. 1f deviates from previous ap-
proximate results,* where the nuclear coor-
dinates were sampled from FF-MD simula-
tions. This is not surprising, since the in-
terfacial structure of water deviates between
DFT-MD and FF-MD simulations, which can
be rationalized by polarization effects which
are present in DFT-MD but missed in FF-
MD simulations, see Fig. 1c. The interfacial
water structure can be characterized by the
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Figure 1: a. DFT-MD simulation snapshot of 352 water molecules that form a liquid slab
in a box of 2 nm x 2 nm x 6 nm. b. Mass density profile from 100 ps DFT-MD (red)
and 20 ns FF-MD (black) simulations, both with 352 water molecules. c. Water molecular
dipole moment profile from DFT-MD (red circles). The bulk value of M = 0.62 eA and the
vacuum value M = 0.38 eA (horizontal broken line) compare well to experimental values of
0.6040.125 €A for liquid water*' and 0.386 eA for vacuum.*?> The black broken line shows
the dipole moment of the SPC/E FF model. d. Water velocity profile from DFT-MD for an
applied tangential field of £ = 257 mV / nm (red points, left scale), the right scale shows the
electrophoretic potential according to Eq. 3. The flow profile due to charge transfer between
water molecules is shown by the blue broken line. e. Water orientational profile, where 0 is
the angle between the interface normal and the water dipoles, from DFT-MD (red circles) and
FF-MD (black line). The green lines is the center-of-mass water density profile p,,,(z) (right
scale). f. Hydrogen bond balance pan,(z) between accepted and donated hydrogen bonds,
binned with respect to the water molecular center of mass from DFT-MD (red circles) and
FF-MD (black line). The blue circles shows the molecular transfer charge density pqol(2)
from a DDEC6 atomic charge analysis of the DFT-MD data. g. Hydrogen/oxygen density
difference py(z) — 2po(2) from DFT-MD (red line) and FF-MD (black line), binned with

respect to individual atom positions.

orientational profile in terms of the mean of
the cosine of the dipolar water angle with re-
spect to the interface normal, (cos#), shown
in Fig. le. Both DFT-MD and FF-MD show
that interfacial water points the H atoms to
the vapor (negative (cosf)), followed by a
layer towards the bulk water phase where the
H atoms point to the liquid phase (positive
(cosf)). We see that DFT water is more
structured than SPC/E FF water and that
the structuring extends further into the va-
por phase. This shift into the vapor phase
is also seen in the hydrogen-oxygen density
difference profile shown in Fig. 1g. The over-
structuring of our DFT simulations might be
due to the BLYP exchange correlation func-
tional we use.** Still, in both DFT and FF
simulations, the hydrogen atoms of the top
water layer are pointing towards the vapor
phase, which produces OH-bonds that dan-
gle into the vapor phase.*’

To further understand the structural dif-
ferences between FF-MD and DFT-MD sim-

ulations, we analyze the interfacial hydrogen
bonding network. Charge transfer is inter-
preted in literature®”3! to be caused by a
broken symmetry between the number of ac-
cepted and donated hydrogen bonds per wa-
ter molecule. We calculate the balance of ac-
cepted and donated hydrogen bonds accord-
ing to

(4)

by binning all water molecules with respect
to their center of mass and adding +1 per
accepted hydrogen bond and -1 per donated
hydrogen bond. The results are shown in
Fig. 1f. We employ the standard geometri-
cal definition according to which a hydrogen
bond exists if oxygen atoms are less than 3.5
A apart and the O-H-O angle is higher than
150°.46 The FF-MD hydrogen bond balance
(black line in Fig. 1f) compares well to pub-
lished data in the literature® and shows three
pronounced extrema, similar to the hydro-
gen/oxygen density difference py(2) — 2po(2)

pAhb(Z) = paw(z) - pdon(z)

Pg,Mol [€/ nmd]
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Figure 2: Comparison of the electrostatic sur-
face potential calculated from FF-MD and
DFT-MD simulations. For FF-MD simula-
tions the contributions of the dipole density
and quadrupole density are shown as dashed
and dotted lines. For DFT-MD simulations
only the dipolar contribution is shown.

in Fig. 1g. For the DFT data the agree-
ment between the hydrogen bond balance
(Fig. 1f red circles) and the hydrogen/oxygen
density difference (Fig. 1g red curve) is less
perfect than for the FF-MD data, but still,
we conclude that the hydrogen-bond balance
can to a large degree be explained by the
profile of the hydrogen-oxygen density differ-
ence and thus by the interfacial water ori-
entation. Note that in order to reduce the
noise, we show in Fig. 1g a fit of the hydro-
gen/oxygen density difference from our DFT
simulations (as explained in the SI). In agree-
ment with our results, earlier ab-initio studies
have predicted a small fraction of acceptor-
only water molecules at the interface,*” which
is consistent with the hydrogen bond balance
in Fig. 1f showing a rather weak maximum
in the gas phase. We conclude that DFT
and FF simulation show similar trends for
the hydrogen-bond balance profile at the air-
water interface, but for a quantitative charge-
transfer analysis the full DFT analysis is
needed. This follows from that rather pro-
nounced deviation between the blue and red
curves in Fig. 1f, which indicates that molec-
ular charge transfer is not proportional to the
hydrogen-bond balance.

We next analyze the laterally averaged
electrostatic potential which results from the
average interfacial polarization and includes
nuclear and electronic effects. It is calculated
by integrating the total charge density, in case
of FF-MD only taking the point charges into
account, in case of DFT-MD taking the dis-
tribution of electronic and core charges into
account, see Methods. The data presented
in Fig. 2 show that there is a large discrep-
ancy between FF-MD and DFT-MD simula-
tion results, as is well known. In agreement

with literature, we find for the potential dif-
ference between vapor and liquid a value of
+4.35 V for DFT-MD simulations and -0.6 V
for FF-MD simulations with the SPC/E wa-
ter model.>% It has been established that the
difference is mostly due to the difference in
the trace of the water quadrupolar moment,
which is irrelevant for the electrostatic inter-
action between water molecules. We there-
fore present in Fig. 2 also the dipolar den-
sity of the FF-MD and DFT-MD simulations,
which are both positive and of roughly simi-
lar magnitude in the liquid phase. This re-
flects well the mean dipolar orientation of
water molecules at the interface shown in
Fig. le, which is rather similar for DFT and
FF simulations. The quadrupolar contribu-
tion on the other hand is dominated by the
molecular quadrupole moments, which dif-
fer strongly between the FF and DFT mod-
els. It is important to point out that our
DFT method employs GTH pseudopoten-
tials to represent the closed-shell electrons.
This methods treats the resulting core charge
within the Ewald construction as a smeared-
out charge density. This treatment includes
an approximation for the quadrupolar contri-
bution of the atomic core. We compare the
quadrupole moment of our DFT model with
all electron calculations and find good agree-
ment, see SI for more information.

Even though the interfacial potentials of
FF and DFT water models are very differ-
ent, these models still show similar inter-
facial structures and intermolecular interac-
tions. The difference in the interface poten-
tials has been rationalized by the fact that
the lateral average of the electrostatic po-
tential includes the atomic cores, which are
highly charged in the DFT model.® It was
shown that when averaging the DFT electro-
static potential only in the space between wa-
ter molecules, a surface potential much closer
to FF' calculations is obtained. Here, we give
a complementary picture. In Fig. 3b we show
the electrostatic potential distribution inside
a water molecule in the bulk liquid phase as
a function of the position z3 along the main
bisector axis, as illustrated in the inset of
Fig. 3¢, from DFT-MD (red line) and FF-MD
simulations (black line). Most notably, the
potential diverges at the oxygen core position
positively in DFT-MD and negatively in FF-
MD, reflecting that the oxygen core charge is
+6 e in DFT and -0.848 e for the SPC/E FF
model.

At a distance to the oxygen core of x3 =
—1.7A and 23 = 1.3A for FF-MD and
r3 = —1.1A and z3 = 22A for DFT-
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Figure 3: Electrostatic potential inside a water molecule. a. Number density of oxygen
atom cores calculated from DFT-MD bulk water simulations as a function of the internal
coordinate system of a water molecule in a water slab of 0.2 A thickness in the H-O-H plane.
b. Electrostatic potential averaged along the main bisector of a water molecule from FF-MD
and DFT-MD simulations. c. Electrostatic potential evaluated at the Wannier centers of
the bonding and lone-pair electrons as a function of the distance to the air-water interface.

MD we find the potential magnitudes to
be minimal. These positions roughly corre-
spond to the boundary between the central
water molecules and the neighboring water
molecules, as follows from the 2D resolved
oxygen distribution function in Fig. 3a. At
these positions the potentials are all posi-
tive and rather similar between DFT and
FF, namely 0.78 V (DFT) and 0.5 V (FF)
for negative x3 and 0.58 V (DFT) to 0.06
V (FF) for positive x3. This reflects that
outside of the water molecule the different
quadrupole moment of the DFT and FF mod-
els is largely irrelevant, the positive poten-
tial values reflect the positive interfacial dipo-
lar contribution (note that the calculation is
done for water molecules in the middle of a
water slab). For larger distances from the
oxygen core, the potential average over the
interior of neighboring water molecules picks
up quadrupolar contributions, which are pos-
itive for DFT-MD and negative for FF-MD,
and asymptotically approaches the values of
+4.35 for DFT-MD and -0.6 V for FF-MD,
identical to the results in Fig. 2. In Fig. 3c
we show the electrostatic potential at the po-
sition of Wannier centers of the bonding elec-
trons (red line) and the lone-pair electrons
(blue line) as a function of the position rela-
tive to the GDS of the vapor-water interface.
As one moves into bulk, the electrostatic po-
tential shifts away from the vacuum values
and reaches a potential difference in bulk of
Obulk — Pvac = 1.94 V for bonding electrons
and ¢puk — Gvac = —18.2 V for lone-pair elec-
trons. These surface potentials are relevant
for experimental techniques that couple to
the water electrons in a surface-resolved man-
ner, such as photo-electron spectroscopy or
SFG. The results in Fig. 3 demonstrate how
important the position relative to the water

molecules is where the electrostatic potential
is evaluated.

None of the electrostatic potentials ana-
lyzed so far reflects the electrostatic contribu-
tion to the work done when an ion approaches
the air-water interface. This is so because
when a finite-size ion is inserted into wa-
ter, an oriented hydration layer forms around
it which produces an electrostatic potential
contribution inside the ion.!% 1348759 In order
to extract the electrostatic potential, which
corresponds to the linear electrostatic work
contribution, it is sufficient to work with neu-
tral cavities. As illustrated in Fig. 4a, we in-
troduce single noble-gas atoms Helium, Neon,
Argon and Krypton into the water-slab sys-
tem at different separations from the inter-
face and calculate the electrostatic potential
excluding contributions from the noble-gas
atom core and electrons (see Methods). In
Fig. 4b we show the electrostatic potential
from FF-MD on a line that passes through
the center of an argon atom, as the air-water
interface is crossed the potential drops to
¢s = —0.6 V, but the interface around the
atom largely compensates this potential and
gives rise to a remaining electrochemical po-
tential in the argon center of only ¢pc = —0.2
V. In Fig. 4e and f we show the potential pro-
file around different atoms in water bulk as a
function of the radial distance from the atom
center, where we put the potential in the
atom center to be zero. For DFT-MD simula-
tions we radially average the Hartree electro-
static potential output on a grid, for FF-MD
simulations we solve the Poisson equation us-
ing the radially averaged water partial-charge
distribution. The FF-MD profiles saturate
for r > 1.2 nm, yielding the cavity-water po-
tential ¢cw . The DFT-MD do not saturate
at half of the used box length L = 1.98 nm, in
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Figure 4: a. Snapshot from a FF-MD simulation of a single Argon atom in an air-water
slab. b. Electrostatic potential profile of the system shown in (a) on a line through the
Argon center, the surface potential ¢g and the electrochemical potential ¢gc are indicated.
c. Electrochemical potential of different noble gas atoms. d. Electrochemical potential of an
Argon atom as a function of the distance from the air-water interface. e. Electrochemical

potential profiles from DFT-MD simulations.

FF-MD simulations.

order to determine ¢cw we average the elec-
trostatic potential for r > L/2, which results
into the dashed lines in Fig. 4e. The electro-
chemical potential ¢gc follows from subtract-
ing the cavity potential from the air-water
surface potential

PEC = s — Pcw (5)

and is shown in Fig. 4c for the different atoms
used. First of all, the values of ¢g¢ are rather
similar for FF and DFT simulations, show-
ing that the huge differences in the air-water
surface potentials indeed largely cancel out.
The electrochemical potentials show a clear
size dependence, which differs between FF-
MD and DFT-MD simulations. For FF-MD
simulations the neutral cavity potential de-
creases with increasing atom size, consistent
with trends found for the neutral cavity po-
tential of small ions,”’ the DFT-MD results
however show a sign change when going from
the smallest atom He to the larger atoms.

We also calculate the electrochemical po-
tential profile by placing an Argon atom at
different positions inside the air-water slab
system. The potential profile from both DFT
and FF simulations shows a smooth crossover
from zero (in the vapor phase) to the value
¢rc in the bulk phase. The width of this
crossover is roughly two times the width of
the neat surface potential profile. From our
DFT-MD data, we find a width of 0.29 nm for
the surface potential profile in Fig. 2 and 0.63
nm for the neutral cavity potential profile

f. Electrochemical potential profiles from

3 Conclusion

To address the different electrostatic poten-
tials at the air-water interface from a uni-
fied perspective, we calculate potentials from
DFT-MD as well as FF-MD simulations. In
particular, we derive the ( — potential from
ab-initio simulations of an air-water interface
by explicitly applying a tangential electric
field. By this we show that although sig-
nificant charge transfer takes place, the ( —
potential of the neat vapor-water interface
is zero within the error bounds, suggesting
that intermolecular charge transfer does not
induce electrophoretic mobility. The laterally
averaged surface potential from our DF'T-MD
simulations is +4.1 V, close to earlier theo-
retical work®* and in good agreement with
experimental electron holography measure-
ments.” We also determine the surface po-
tential within cavities of different size and for
different separations from the air-water inter-
face, which reflects the electrochemical po-
tential acting on different ions. Finally, we
evaluate the electrostatic potential acting on
the lone-pair and the binding electrons within
water molecules as a function of the sepa-
ration from the interface. The picture that
emerges from our simulations is that indeed
different experiments probe vastly different
surface potentials, which however can be all
derived from suitably arranged simulations.
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5 Methods

All FF-MD simulations have been conducted
in Gromacs 2020 using the SPC/E water
model with PME electrostatics and a 0.9 nm
van-der-Waals cut-off. We employed a time
step of 2 fs. DFT-MD simulations have been
carried out using the CP2K 6.1 version®? us-
ing the Born-Oppenheim approximation. We
employed the BLYP functional with Grimme
D3 dispersion correction,”® GTH pseudopo-
tentials and combine it with the DZVP-SR-
MOLOPT basis set using a plane wave cutoff
of 400Ry . All DFT-MD simulations use a
time step of 0.5 fs.

DFT simulations employing the BLYP ex-
change correlation functional underestimate
the density of liquid water quite substan-
tially. Adding the Grimme dispersion cor-
rection usually changes this to an overesti-
mated density.**%4% In general, the density
of ab-initio water depends quite strongly not
only on the exchange correlation functional
but also on the employed dispersion correc-
tion as well as the basis set. The DZVP-SR-
MOLOPT basis set we employ in this work
overestimates the density compared to previ-
ous studies using a TZV2P basis set which
predicts values very close to the experimen-
tal ones, but nevertheless conserves structure
and dynamics well.*57 In particular for the
calculations of ( — potentials long trajectories
are needed, so we opted for the smaller basis
set due to the gain in computational perfor-
mance.

Vapor-Water slab simulations We con-
ducted simulations of 352 water molecules in
a periodic box of 2 nm x 2 nm x 6 nm result-
ing in a stable slab of roughly 3 nm thickness.
We conducted a FF simulation with 1 ns equi-
libration time and subsequent production run
of 20 ns. Using a FF-MD equilibrated config-
uration as input, we conducted 110 ps of DFT
simulation of which we disregarded the first
10 ps for further equilibration purposes. We
calculate molecular dipoles shown in Fig. 1lc
from the charge centers of maximally local-
ized Wannier functions. The vacuum dipole
moment has been calculated from a single wa-
ter molecule in a (1 nm)? cubic box in the
NVT ensemble.

From the density profiles depicted in

Fig. 1b we calculated the position of the GDS
according to

Zv

ZaDs = /pv——p(z)dz

Pv — P (6)
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The electrostatic potential is evaluated
from volumetric data that CP2K writes out.
Directly averaging the potential gives identi-
cal results compared to writing out the full
charge density and integrating according to
Poisson equation. We fit the electrostatic
potential profiles shown in Fig. 3 with tanh
profiles. These fits result in the vapor-bulk
potential differences 4.35V and -0.6V. All
molecular properties, such as the molecular
dipole moments in Fig. 1c, the velocity pro-
file in Fig. 1d, orientational profiles in Fig.le
hydrogen bond balances in Fig. 1f and the
quadrupolar and dipolar contributions shown
in Fig. 2 are binned with respect to molecular
center of masses.

Starting from a fully DFT-equilibrated
system configuration we conducted a 120
ps simulation with an external E-field of
0.5 1072 ~ 257mV. Finite and pe-
riodic electric fields were applied according
to the method introduced by Umari and
Pasquarello.®* We disregarded the first 25 ps
of the simulation for equilibration purposes.
This corresponds to a full relaxation of the
in-field component of the total system polar-
ization (see SI).

We calculate vacuum properties of water
molecules such as the vacuum dipole moment
and the interior potentials of water molecules
under vacuum conditions from NVT single
molecules DFT-MD simulations in a 2 nm x
2nm x 2nm sized box, sampling over 10 ps
statistics.

Neutral cavity potentials We placed sin-
gle argon atoms at different distances from
the interface into a vapor water slab by re-
placing one of the water molecules of the slab
shown in Fig. 1la. We conducted DF'T simu-
lations of these systems for at least 30 ps for
each configuration and disregarded the first
5 ps in the evaluation. We evaluated the
potential difference between the inner of the
cavity and the vapor phase every 50 fs. For
FF results we used a water slab of 648 water
molecules. Since individual water molecules
of the gas phase crossing over the periodic
boundary conditions leads to a minor move-
ment of the center of mass of the slab, we
placed a solid wall at z=0 nm to repel water
molecules. We collected 200 ns of statistics



for every distance and evaluated the neutral
cavity potential with a Ewald - Summation
of all charges in post processing.
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