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Universidad de Huelvafalvarez, matag@uhu.es

J.C. Riquelme and I. Ramos
Dpt. Lenguajes y Sistemas Informáticos
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Abstract: In this paper, we present a strategy to induce knowledge as support decision making in Software Development
Projects (SDP). The motive of this work is to reduce the greatquantity of SDP do not meet the initial cost
requirements, delivery date and the quality of the final product. The main objective of this strategy is to
support the manager in the decision taking to establish the policies from management when beginning a
software project. Thus, we apply a data mining tool, called ELLIPSES, on databases of SDP. The databases
are generated by means of the simulation of a dynamic model for the management of SDP. ELLIPSES tool
is a new method oriented to discover knowledge according to the expert’s needs, by the detection of the
most significant regions. The method essence is found in an evolutionary algorithm that finds these regions
one after another. The expert decides which regions are significant and determines the stop criterion. The
extracted knowledge is offered through two types of rules: quantitative and qualitative models. The tool also
offers a visualization of each rule by parallel coordinate systems. In order to present this strategy, ELLIPSES
is applied to a database which has already been obtained by means of the simulation of a dynamic model on a
project concluded.

1 INTRODUCTION

Currently, many Software Development Projects
(SDP) do not meet the initial cost requirements, de-
livery date and the quality of the final product. The
reason of this situation is the great quantity of at-
tributes that influence on the development process,
whose values should be established by the manager
of the project. These values depend on the different
management policies as well as the maturity level of
the organization of development.

In the traditional method, the manager takes a de-
cision of the values of these attributes according to
his experience, the initial available resources and the
requirements of the project. This decision is a very
difficult task because it is necessary to decide each at-
tribute individually and furthermore to bear in mind
the attributes altogether.

The simulation of dynamic models for the manage-
ment of SDP (Abdel-Hamid and Madnick, 1991) pro-
duces an improvement as opposite to traditional static
models. The dynamic models allow to analyze, be-
fore beginning the development, the result of the man-
ager’s decision. However, if the manager has uncer-

tainty about many attributes then many simulations
will be necessary and he cannot make an exhaustive
analysis of the process.

Data mining method can be used to solve this prob-
lem (Aguilar et al., 2001). Data mining is a machine
learning process that induce patterns from databases
(Chen et al., 1996; Fayyad et al., 1996).

Thus, a database can be generate through the sim-
ulation of a dynamic model of the development pro-
cess. Each instance of the database is composed of the
attributes (parameters) used on the simulation and the
attributes (variables) obtained from the simulation. A
data mining method can be applied to this database.

In this paper, we present an overview of this pro-
cess. Thus, we offer the results after applying our data
mining tool, called ELLIPSES (́Alvarez et al., 2002),
on a database. This database has been generated us-
ing the dynamic model for the management of SDP
described in (Ramos and Riquelme, 1999).

The remaining part of the paper is organized as fol-
lows. In section 2, a brief description of the use of the
dynamic model on SDP is introduced. In section 3,
the strategy to apply data mining methods on SDP is
given. In section 4, the ELLIPSES tool is described.
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The case study and experimental results are described
in section 5 and the paper is conclude in section 6.

2 DYNAMIC MODELS AND
SOFTWARE ENGINEERING

At the beginning of the 90’s a significant event
took place in software engineering field: the use of
the first dynamic model (Abdel-Hamid and Madnick,
1991) applied to SDP. In the last years, new dynamic
models for SDP and powerful simulation environ-
ments (Stella, Vensim, iThink, PowerSim, etc.) have
strongly supported the complex process of decision
making. The potential of the simulation of the dy-
namic models for the formation and training of the
manager of projects has been proved in (Ruiz et al.,
2001; Dhiel, 1991; Graham et al., 1992). These sys-
tems offer to the manager, without risks, the impact
that can have on a project the application of manage-
ment policies.

Thus, the simulation of software projects by dy-
namic models can be used to accomplish:

A priori analysis: the simulation of the project is
made before beginning the development. This anal-
ysis guarantees the live cycle of the project apply-
ing the analyzed policies.

Monitoring analysis: the simulation of the project is
made during the development process. This analy-
sis permits to compare the real state project with
the results of the simulation.

Post-mortem analysis: the simulation is made after
the development process. This analysis helps to im-
prove the results on future projects.

Obviously, the great quantity of situation that the
manager needs to simulate in a project prevents to
make an analytical exhaustive. Thus, the manager
only will be able to accomplish some simulations. In
the next section, a solution for this problem is given.

3 DATA MINING AND
SOFTWARE ENGINEERING

Data Mining methods have been on many fields of-
fering excellent results. However, there are no many
researchers using these methods on the software en-
gineering field. A possible contribution of the data
mining on the software engineering is the improve-
ment of the development process. Thus, data mining
algorithms analyze development process databases to
induce a set of management rules.

This strategy has an inconvenience: there are not
many real databases of development process. This

Figure 1: Process to induce management rules from soft-
ware development projects.

problem can be solved using a simulation environ-
ment with a dynamic model for the management SDP.

Thus, the attributes with certain uncertainty level
are selected by the manager according to his expe-
rience, the requirements of the project and the man-
agement policies. For each one of them, the manager
chooses a range, since he do not know that the value
of a attribute will be 37, but know that will be be-
tween 30 and 40. The simulation environment will
choose a randomly value for these attributes and will
simulate the project generating the results of cost, de-
livery date and quality of the final product. This pro-
cess is repeated until the database has the necessary
instances. Figure 1 shows the sequence of this proce-
dure. Finally, a data mining algorithm is applied on
this database obtaining a set of management rules.

The manager can be use the interesting knowledge
that these rules offer. There are some criteria in order
to choose the rules:� To choose the rules that cover more instances.� To choose the rules with less attributes.� If it is a post-mortem analysis, to choose the rules

for those the range of each attribute contains the
initial value.� If it is a priori analysis, to choose the rules whose
attributes can be controlled easily.� To choose the rules that offer the best results.

3.1 Adjustment of the strategy

The described strategy previously has a problem if
we want to apply our tool. A database generated ac-
cording to the previous procedure is composed by at-
tributes: parameters (input attributes) and variables
(output attributes), whose values are all continuous.
However, ELLISPES tool needs a training set whose
attributes are continuous values, but the class is a cat-
egorical value.

In order to solve this problem, the continuous vari-
ables should be transformed in only one categorical
attribute using the experience of the project manager.
This way, the manager needs to establish the max-
imum values to each output attribute (cost, delivery
date and quality), in such a way that if these values
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Figure 2: Graphical representation of an hiperellipse a) two
b) three dimentional.

are surpassed the project is considered as not accept-
able. In forward, each set of maximum values for the
variables will be denoted ”cutting section”.

Thus, each ”cutting section” produces a different
training set on the generated database, where the in-
stances whose output attributes surpass those values
are considered as ”good”, and the instances whose
output attributes maintain those values are considered
as ”not good”. The ”good” instances are labelled with
”G” and the ”not good” instances are labelled with
”N”. The new training sets are composed of the input
attributes and the new class.

4 ELLIPSES TOOL

ELLIPSES tool is a data mining method to induce
interesting regions in databases. The core of the al-
gorithm is a evolutionary process (Goldberg, 1989;
Holland, 1975; Michalewicz, 1999) whose individu-
als are elliptical surface in the search space.

The results are shown by quantitative and qualita-
tive rules, and a visualization by parallel coordinates
systems is also shown.

In the next sections, the preliminary details, a brief
description of the algorithm and the visualization are
described.

4.1 Preliminaries

Our method uses conical regions to find the most sig-
nificant rules. These regions contain the features of
each class. This section offers the basic definitions of
the models of rules used in our tool.

An hyperellipse (the wrapper) is equal to an el-
lipse or circumference in a two-dimensional spaceR2. An hyperellipsoid (the wrapped volume) is equal
to an ellipsoid or circle in a two-dimensional spaceR2. Figure 2 offers a graphical representation of these
concepts. Figure 2a) represents an ellipse of center(1; 2), greater axisa1 and smaller axisa2 to two
attributesx1 andx2 (two-dimensional spaceR2) and
figure 2b) shows an hyperellipse to three attributesx1,x2 andx3 (three-dimensional spaceR3).

(x1 � 1)2a21 + (x2 � 2)2a22 = 1 (1)(x1 � 1)2a21 + (x2 � 2)2a22 � 1 (2)(x1 � 1)2a21 +(x2 � 2)2a22 +:::+(xd � d)2a2d � 1 (3)

The equation of the ellipse inR2 is shown in 1. The
equation of an ellipsoid is shown in 2. This equation
is obtained changing= by � in the equation of the
associated ellipses. Generalizing, inRd, the equation
of an hyperellipsoid is shown in 3.If x1(1; a1) and ::: and xd(d; ad)) Ci (4)h(xi; ai) = 8>>><>>>: Large if ai > 40%Ax

MLarge if 25%Ax < ai � 40%Ax
Medium if 15%Ax < ai � 25%Ax
MShort if 5%Ax < ai � 15%Ax
Short if ai � 5%Ax

(5)If x1(1; E1) and ::: and xd(d; En)) Ci (6)

The models of the rules (quantitative and qualita-
tive) used in our tool are based on 1, 2 and 3. Thus, the
quantitative model is obtained directly by the equa-
tion of the ellipse. This model is shown in 4 and it
offers the centrali value and the extent (width)ai for
each attribute, and the associated classCi. The quali-
tative model uses five labels to specify the extent. For
each attributexi, aEj label is generated byh(xi; ai)
function, according to 5, whereAx is xiM � xim,xiM is the maximum andxim the minimum forxi
attribute. The qualitative model is shown in 6. The
interpretation of these models of rule is very intuitive
because the rule does not differ from the typical clas-
sification rules. Thus, let bet : (y1; y2; :::; yn), ifyi 2 [xi � ai; xi + ai℄8i then the itemt is associated
with the classCi, according to 4. In the qualitative
model, the label establishes the difference betweenyi
andxi.

TheCi of an hyperellipsoid is assigned as follows.
Let be t : (x1; x2; :::; xd; Ci) item, if i satisfies the
equation 3 then the item is within the volume of the
hyperellipsoid. Thus, the majority class within the
hyperellipse is the associated class to it.

4.2 Evolutionary Process

The main objective of our tool is to induce the re-
gions of the search space with a greater number of
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ELIPSES Algorithm
1. T Read Training set
2. Repeat
3. iter iter + 1
4. Pi  Initialize population on T
5. Repeat
6. EvaluatePi on T
7. Select the best inPi toPi+1
8. Select 10% inPi toPi+1
9. CrossoverPi individuals toPi+1
10. MutatePi+1
11. Pi+1 is Pi
12. Until number generations
13. r Select the best ofPi
14. if alpha(r)>ALPHA THEN add(R, r)
15. Until (iter=ITER or beta(r)>BETA)
16. Show R rules
17. Visualization R by Parallel Coordinates
END.

Figure 3: ELLIPSES Algorithm.

the instances belonging to the same class and to per-
mit the human-expert interaction in order to establish
some criteria for the search process. The final result
shows a reduced and easier interpretable set of rules.
ELLIPSES is based on Evolutionary Algorithm (EA).
EA are a heuristic search technique that has demon-
strated to be robust for a variety of complex search
space.

Figure 3 shows the ELLIPSES algorithm. Itera-
tively, the EA finds the best hyperellipser based on
the number of positive and negative items in the hy-
perellipsoid. Let bealpha(r) the percentage of the
same class items inr, if alpha(r) is greater than
the predefined human-expert percentageALPHA,
then regionr is considered. This process is repeated
until reaching a predefined human-expert number of
rules or predefined human-expert percentageBETA,
wherebeta(r) is the number of covered cases. Fi-
nally, the rules are shown according to 4 and 6 (quan-
titative and qualitative models), and they are shown
by parallel coordinate systems.

4.2.1 Representation

An individual (a feasible solution) is a setI =f1,...,d, a1,...,adg where d is the number
of attributes andi; ai 2 < are, respectively, the
center and extent of thexi attribute and they represent
the equation of an hyperellipsoid according to 3.
Figure 4 shows a graphical representation of the
individuals.

In practice, an individual represents a search space
region. Each region will be associated to a class that
will be deduced by the majority class of the data items

Figure 4: Representation of an individual in the ELLIPSES
evolutionary algorithm.

in the hyperellipsoid.

4.2.2 Fitness function

The fitness (or merit as a solution) of an individual is
obtained by training set item analysis. An item can
be in or out of the hyperellipse. The out items are
ignored. The different classes of the items in the hy-
perellipse are counted and the associated class to the
individual is the majority class. Thus, the items with
the same class are positive cases and the items with
different classes are negative cases.

Furthermore, next iteration must direct the evolu-
tionary process to other regions. Thus, the positive
cases covered by discovered rules are considered cov-
ered cases. Finally, our method needs to obtain the
greatest region. Thus, the amplitude of the hyper-
ellipse is the hyperellipse volume divide by search
spaces volume.f(i) = Pos(i)�Neg(i)�Cover(i)�FC+Ampl(i)

(7)
Our algorithm maximizes the fitness functionf for

each individuali. The fitness function is given in 7,
wherePos(i) andNeg(i) are the positive and nega-
tive cases in the hyperelipsoid that represent the in-
dividual i, Cover(i) are the covered cases by pre-
vious hyperellipses,FC is the coverture factor andAmpl(i) is the hyperellipse amplitude. Coverture
factor (FC) is a value in the interval[0::1℄, and it of-
fers the possibility of relaxing the covered cases, so,
if FC is closed to 1, then the covered cases are con-
sidered negative cases, and ifFC is closed to 0, then
the covered cases are ignored.

4.2.3 Genetic Operators

There are tree genetic operators: selection, crossover
and mutation. To form a new population (the next
generation), the individuals are selected according to
their fitness by the selection operator. Many selection
procedures are currently in use, our algorithm uses
roulette wheel procedure, where individuals are se-
lected with a proportional probability to their relative
fitness. This ensures that an individual is chosen in a
expected number of times approximately proportional
to its relative performance in the population. Thus,
high-fitness (good) individuals stand a better chance
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Figure 5: The middle point crossover operator in the EL-
LIPSES evolutionary algorithm.

Figure 6: The uniform point crossover operator in the EL-
LIPSES evolutionary algorithm.

of selecting, while low-fitness individuals are more
likely to disappear.

Selection cannot introduce any new individuals
into the population. These individuals are generated
through cross-over and mutation operators. Crossover
operator is performed by selecting two individuals
called parents, and generating new individuals called
offspring. In our algorithm, the crossover operator has
two components: the middle point crossover and the
uniform crossover. They are performed with a prob-
ability pross that chooses between the middle point
crossover and the uniform crossover. The middle
point crossover randomly splits the individuals in two
parts. Then the fragments are exchanged generating
two new individuals. Figure 5 graphically shows this
process. The uniform crossover decides , indepen-
dently for each coefficient of an individual, whether it
contribute or not to the new individual. An example
of this procedure is shown in figure 6.vij = vij �Quant � PerMut � vij (8)

Finally, the mutation operator is introduced to pre-
vent premature convergence to local optimum by ran-
domly sampling new points in the search space. Three
variants are implemented: center mutation, ampli-
tude mutation and extreme mutation. Mutation is per-
formed with probabilitypmut on an individual. When
an individual must be mutated, a probability chooses
between the different operators. The center and am-
plitude mutation operators alter the center (1; :::; d)
and the extent (a1; :::; ad) of the hyperellipse, respec-
tively, according to 8, wherevij is the factor to al-
ter,Quant andPerMut take their values from [0..1],Quant is the random quantity thatvij is altered andPerMut is the percentage of mutation that deter-
mines how the mutation influence onvij . The ex-
treme mutation operator alters both center (i) and
extent (ai) of an attribute (xi). Thus, the mutation let
the middle value ofxiM � xim to i and letxiM�xim2
to ai. The objective of this operator is to cover the
attribute.

Figure 7: ELLIPSES Parallel Coordinate Systems.

4.3 Parallel Coordinate Systems

Although our tool offers two models of rules and the
qualitative model is easily interpreted, sometimes it
is necessary to provide the information using another
philosophy. Thus, a visualization of the relationships
among the attributes offers a good support to the ex-
pert. The visualization technique used in our algo-
rithm is shown in this section. This technique offers
the relationships among attributes by parallel coordi-
nates (Inselberg, 1985).

A parallel coordinate system is composed by a set
of parallel axes separated by a fixed distance. Each
axis corresponds with an attribute and they are esca-
lated on the range of the attribute. Thus,d axes are
necessary to representd attributes. In this system, a
line represents each data item. This line intersects
with each axis on the value of the item for that at-
tribute. Figure 7a) shows the traditional parallel coor-
dinate system.

In our method, each region is represented on a par-
allel coordinate system. But, all data items in a re-
gion are not represented on parallel coordinate sys-
tem. Thus, only the minimal value and the maximal
value, for each attribute, are represented on each axis
and these values are joined by filled polygonal. Fig-
ure 7b) offers an example of this method. The internal
lines are eliminated. The objective of this variant is to
offer a clearer and compact vision of the relationships
between the attributes.

5 CASE STUDY

In this case study, we will analyze the influence of
the policies of personnel management on the variables
of a SDP with restrictions in the delivery time.

Thus, the used attributes on this study are: the av-
erage delay of the new technicians’ adaptation that
has incorporated to the project (technicians’ integra-
tion), the average delay of the technicians’ exit of
the project (technicians’ discharge), the average delay
of the new technicians’ incorporation in the project
(technicians’ recruiting) and the maximum delay on
the delivery time. Table 1 shows more information
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Table 1: SDP attributes
Attributes Description unit initial value range

inputs

ASIMDY (A) The average delay of the new technicians’ adaptation that has incorpo-

rated to the project

days 20 [5,15]

HIREDY (H) The average delay of the new technicians’ incorporation in the project days 30 [5,10]

MXSCDX (M) The maximum delay on the delivery time % 1.16 [1, 1.2]

TRNSDY (T) The average delay of the technicians’ exit of the project days 10 [5,10]

outputs

JBSZMD Necessary effort to carry out the project technicians-days 1111 -

SCHCDT Development time days 320 -

ANERPT Final product quality errors/tasks 0 -

Table 2: ”Cutting section” on CRCCRT database
CRCCRT JBSZMD SCHCDT ANERPT

Cutting section 1 - � 352 (10%) � 0:45 (0.45%)

Cutting section 2 - � 352 (10%) � 0:35 (0.35%)

about these attributes. Furthermore, this table shows
the variables that will be analyzed: delivery time, cost
and quality of the final product.

The database, that we will call CRCCRT, has
been generated using a quick recruiting with re-
striction on the delivery time strategy1. Thus,
the attributes related with personnel management
(ASIMDY, HIREDY and TRNSDY) take value inside
the interval considered as quick and the attribute re-
lated with the delivery time management (MXSCDX)
takes values inside the intervals of fixed term and
moderate term.

In this study has been analyzed two ”cutting sec-
tions” of the CRCCRT database. The values of the
variables for each ”cutting section” are shown in ta-
ble 2. The objectives of each ”cutting section” are
different according to the used values. Thus, the ob-
jective of the cutting section 1 is to induce manage-
ment rules where the delivery time cannot overcome
at the estimated (320 days) in more than 10% (352
days) and quality of the project cannot greater than
0.45 errors/tasks. The objective of the cutting section
2 is equal concerning delivery time, but there are re-
strictions stronger concerning quality. That is to say,
the final product quality cannot greater than 0.35 er-
rors/task. This new restriction will reduce the number
of instances and, consequently, the reliability of the
induced knowledge, but, however, the quality of the
final product will be greater than in the previous cut-
ting section.

1A quick recruiting strategy has been analyzed since
some researches (Ramos and Ruiz, 1998) have shown that
the fulfillment of the delivery time is favored by these poli-
cies though the cost could be increased.

Figure 8: Visualization by parallel coordinates of the man-
agement rules induced from cutting section 1.

5.1 Cutting section 1: restrictions of
time and quality

If a data mining method, e.g. ELLIPSES, is applied
to the training set generated by the cutting section
1, then a set of rules for the management of SDP
can be obtained. These rules will offer information
on the policy of personnel management (ASIMDY,
HIREDY, TRNSDY) and the maximum postpone-
ment of the delivery time of the project (MXSCDX)
when the objective is to obtain a final product with
a delivery time (SCHCDT) less than 352 days and a
quality (ANERPT) less than 0.45 error/tasks; regard-
less of the cost or the necessary effort to carry out the
project (table 2, cutting section 1).

The rules induced by ELLIPSES, labelled as
”good”, on this training set are:

R1: A(11.9,3.14) & H(7.9,1.57) & M(1.185,0.015)

R2: A(13.4,1.65) & H(9.3,1.53) & M(1.160,0.018)

R3: A(13.6,1.01) & M(1.178,0.021) & T(8.6,1.17)

The qualitative models of these rules are2:
R1: A(11.9,ML) & H(7.9,ML) & M(1.185,MS)

R2: A(13.4,M) & H(9.3,ML) & M(1.160,MS)

R3: A(13.6,MS) & M(1.178,MS) & T(8.6,M)

The visualization o graphical representation by par-
allel coordinates of these rules are shown in figure 8.

The interpretation of this knowledge would be:

2(L) Large, (ML) Medium Large, (M) Medium, (MS)
Medium Short and (S) Short.
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in Software Development Projects� Figure 8R1): Asimdy, defined in the interval [5,

15], takes middle high values (with center 11.9 and
a margin of� 3.14), Hiredy, defined in [5,10],
takes middle high values, but without reaching the
extreme values (center 7.9 with margin of� 1.57)
and Mxscdx, defined in [1,1.2], takes very high val-
ues (center 1.185 and margin of� 0.015), practi-
cally, to the extreme.� Figure 8R2): Asimdy takes high values (center
13.4 with a margin of� 1.65), Hiredy takes high
values (center 9.3 and margin of� 1.53) and
Mxscdx takes middle high values (center 1.160 and
with a margin of� 0.018).� Figure 8R3): Asimdy takes high values, but with-
out reaching the extreme values (center 13.6 with
margin of� 1.01), Mxscdx takes high values, but
without reaching the extreme values (center 1.178
and margin of� 0.021) and Trnsdy, defined in the
interval [5,10], takes middle and high values, but
without reaching the extreme values (center 8.6 and
with a margin of� 1.17).

5.2 Cutting section 2: restrictions of
time and greater level quality

The set of rules for the management of SDP that can
be obtained from the training set generated by the cut-
ting section 2 offer information on the policy of per-
sonnel management (ASIMDY, HIREDY, TRNSDY)
and the maximum postponement of the delivery time
of the project (MXSCDX) when the objective is to
obtain a final product with a delivery time (SCHCDT)
less than 352 days and the quality of the final product
(ANERPT) is less than 0.35 error/tasks; regardless of
the cost or the necessary effort to carry out the project
(table 2, cutting section 2). Thus, the cutting section
2 establishes a greater level of quality that the cutting
section 1.

The rules induced by ELLIPSES, labelled as
”good”, on the training set obtained by cutting sec-
tion 2 from CRCCRT database are:

R1: A(13.5,1.57) & H(8.7,0.28)

R2: A(12.4,2.04) & M(1.175,0.006) & T(6.9,1.19)

R3: A(14.8,0.74) & H(9.9,1.20) & M(1.095,0.055)

The qualitative models of these rules are2:
R1: A(13.5,M) & H(8.7,S)

R2: A(12.4,M) & M(1.175,S) & T(6.9,M)

R3: A(14.8,MS) & H(9.9,M) & M(1.095,ML)

The visualization of the obtained rules by EL-
LIPSES on this training set is shown in Figure 9.

The interpretation of this knowledge would be:� Figure 9R1): Asimdy takes high values (center
13.5 with a margin of� 1.57) and Hiredy takes
high values, but without reaching the extreme val-
ues (center 8.7 with a margin of� 0.28).

Figure 9: Visualization by parallel coordinates of the man-
agement rules induced from cutting section 2.� Figure 9R2): Asimdy takes high values, but with-

out reaching the extreme values (center 12.4 with a
margin of� 2.04), Mxscdx takes high values, but
without reaching the extreme values (center 1.175
and margin of� 0.006) and Trnsdy takes low and
middle values (center 6.9 with a margin of� 1.19).� Figure 9R3): Asimdy takes very high values (cen-
ter 14.8 with a margin of� 0.74), Hiredy takes
high values (center 9.9 and margin of� 1.20) and
Mxscdx low and middle values, but without reach-
ing the extreme values (center 1.095 with a margin
of � 0.055).

5.3 Analysis of the induced
knowledge

The manager can choose the management rule that
he wants to apply, when the rules have been induced.
This decision must take into consideration others fea-
tures of the project: the initial available resources, the
requirements of the project, the management policies
as well as the maturity level of the organization of de-
velopment. That is to say, all induced rules cannot
apply directly.

Analyzing the obtained results of both cutting sec-
tion, the best rule to apply is R1 of the cutting section
2 according to the criteria in order to choose the rules
established in section 3. The rule R1 is very easy to
apply, because the manager only must supervise two
attributes (ASIMDY and HIREDY) in order to ob-
tained an acceptable level of quality. But this rule has
an inconvenience with regard to other induced rules:
the intervals for ASIMDY and HIREDY are less wide
than in other rules. Thus, the manager does not have
a lot of margin when this rule is applied.

Figure 10 shows the evolution of the project if the
rules R1 and R3 of the cutting section 2 are applied.
Analyzing this figure, we can see that the delivery
time is similar in both rules (350 and 351 days, re-
spectively), but the necessary effort to carry out the
project in R1 (2615 technicians/days) is lower than
the effort in R2 (2769 technicians/days). Summariz-
ing, the two rules obtain similar results of delivery
time and quality, but R1 reduces the cost of the project
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Figure 10: Results of the project simulation with the rules R1 and R3 of the cutting section 2.

diminishing the necessary effort of development.

6 CONCLUSION

In this paper, we present a strategy to induce knowl-
edge in databases of software development projects.
The databases are generated by simulations of dy-
namic models for the management projects. A data
mining tool analyzes these data inducing the new
knowledge.

This strategy can be used to make three analysis: a
priori analysis, monitoring analysis and post-mortem
analysis

We uphold the use of this new strategy as opposed
to traditional static model or simple dynamic models.
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