
Detection of   Non-Technical Losses:

The Project MIDAS

ABSTRACT

The MIDAS project began in 2006 as collaboration between Endesa, Sadiel, and the University of 
Seville. The objective of the MIDAS project is the detection of Non-Technical Losses (NTLs) on power 
utilities. The NTLs represent the non-billed energy due to faults or illegal manipulations in clients’ fa-
cilities. Initially, research lines study the application of techniques of data mining and neural networks. 
After several researches, the studies are expanded to other research fields: expert systems, text mining, 
statistical techniques, pattern recognition, etc. These techniques have provided an automated system 
for detection of NTLs on company databases. This system is in the test phase, and it is applied in real 
cases in company databases.

techniques which are applied to solve these types 
of problems, joined with: rough sets, neural net-
works, time series, support vector machines, etc. 
There are a lot of references about the detection 
of abnormalities or frauds in a set of data.

The increase of storage capacity and the process 
capacity allow one to manage large databases. Data 
mining provides a set of techniques of artificial 
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INTRODUCTION

The main objective of data mining techniques is 
the evaluation of data sets to discover relationships 
in information. These relationships may identify 
anomalous patterns or patterns of frauds. Fraud 
detection is a very important problem in telecom-
munication, financial and utility companies. Cur-
rently data mining is one of the most important 



intelligence which can be used to increase the 
efficiency of data mining methods.

The utility companies have large databases 
which support the management processes. In 
addition, these companies invest their effort in 
maintenance of infrastructure and anomaly de-
tection. These anomalies are frauds in telecom-
munication and financial sectors; breakdown or 
fraud in power, water or gas sectors; etc.

The non-technical losses (NTLs) in power 
utilities are defined as any consumed energy or 
service which is not billed because of measure-
ment equipment failure or ill-intentioned and 
fraudulent manipulation of said equipment. This 
paper describes advances developed for the MI-
DAS project. The paper proposes a framework to 
analyze all information available about customers. 
This framework uses: data mining, text mining, 
expert systems, statistical techniques, regression 
techniques, etc. The proposed framework is actu-
ally in the testing phase. It is the main result of the 
MIDAS Project a collaborative project between 
the Endesa Company, Ayesa and the University 
of Seville.

In this paper, a description of the framework 
is made, following these steps:

• Review of current state about the anomaly
detection and NTLs detection. Additionally,
the Endesa utility company is described.

• The MIDAS project is explained.
• Each module is described.
• Finally, the conclusions are presented.

REVIEW OF THE CURRENT STATE

Bibliographical Review

The Non-Technical Losses (NTLs) were increas-
ingly regarded as a cause of concern in distri-
bution utility companies. There exists several 
causes of NTLs and they can affect quality of 
supply, electrical load on the generating station 

and tariff imposed on electricity consumed by 
genuine customers. (Depuru, Lingfeng Wang, 
Devabhaktuni, & Gudi, 2010) discusses various 
factors those influence the consumer to make 
an attempt to steal electricity. There are a lot of 
methods for detection NTL. The distribution utility 
companies are interested in analysis of NTLs for 
detection, location and classification of NTLs, 
with the objective of reducing them. There are 
many ways to perform these processes, and can 
be taken as reference similar methods used for 
fraud detection in telecommunications, finance, 
etc. (Yufeng Kou, Chang-Tien Lu, Sirwongwat-
tana, & Yo-Ping Huang, 2004) and (Weatherford, 
2002) show different techniques related with data 
mining for fraud detection, including the most 
interesting parameters for using with them.

Financial Sector

In the financial sector there are a lot of references 
with the use of data mining and computational in-
telligence in the fraud detection. Noteworthy is the 
use of these techniques in credit card fraud detec-
tion. In the nineties, (Ghosh & Reilly, 1994), (Fan-
ning, Cogger, & Srivastava, 1995), (Aleskerov, 
Freisleben, & Rao, 1997) and (Dorronsoro, Ginel, 
Sgnchez, & Cruz, 1997) used neural networks 
to detect ones. Some authors publish researches 
with other techniques: intelligent hybrid system 
(Hambaba, 1996), neural networks compared to 
statistical techniques (Richardson, 1997), neural 
data mining (Brause, Langsdorf, & Hepp, 1999), 
distributed data mining (Chan, Fan, Prodromidis, 
& Stolfo, 1999), etc. In addition, other techniques 
are used latter, for example: Genetic Algorithm 
(Özçelik, Işik, Duman, & Çevik, 2010), neural 
networks and logistic regression (Y. Sahin & Du-
man, 2011), time series (Seyedhossein & Hashemi, 
2010), decision trees (Yusuf Sahin, Bulkan, & 
Duman, 2013), etc.

In financial sector, there are other areas of 
interest, for example, based in the theory of Rough 
Sets (Yezheng Liu, Yuanchun Jiang, & Wenlong 



Lin, 2006), (Qian Liu, Tong Li, & Wei Xu, 2009). 
However, the most often used techniques are 
neural networks and data mining (Dianmin Yue, 
Xiaodan Wu, Yunfeng Wang, Yue Li, & Chao-
Hsien Chu, 2007).

Communication Sector

In the communication or telecommunication sec-
tor, there is a growing interest in fraud detection. 
In this sector, several techniques are used, from 
basic data mining techniques, as feature extrac-
tion (Wang Dong, Wang Quan-yu, Zhan Shou-yi, 
Li Feng-xia, & Wang Da-zhen, 2004), or neural 
networks (Mohamed et al., 2009) and probabilistic 
methods (Taniguchi, Haft, Hollmen, & Tresp, 
1998), to fuzzy rough sets (Wei Xu et al., 2008) 
or knowledge-based management (Davis & Goyal, 
1992). In fact, this interest has been extended to 
VoIP (Rebahi, Nassar, Magedanz, & Festor, 2011) 
and (Seo, Lee, & Nuwere, 2013).

Intrusion Detection

In this subject, there are a lot of techniques which 
is used as a part of an Intrusion Detection System. 
Noteworthy is the use of feature analysis (Shuyuan 
Jin, Daniel So Yeung, Xizhao Wang, & Tsang, 
2005), Support Vector Machines or SVM (Liu Wu, 
Ren Ping, Liu Ke, & Duan Hai-xin, 2011), neural 
networks (Raghunath & Mahadeo, 2008) and (Lei 
& Ghorbani, 2012) and several data mining tech-
niques (Ming Xue & Changjun Zhu, 2009) and (Li 
Han, 2010). This new field of research becomes 
important due to the proliferation of computer 
networks and Internet. These facts are important 
in other research fields, for example Smart Grids. 
The security of Smart Grids is a very interesting 
problem and is very related with intrusion detec-
tion, because Smart Grids are based in the mix of 
telecommunication with utility network.

Non-Technical Losses

There are some references about NTLs detection, 
but wide scope of techniques is used. There are 
several references about computational intel-
ligence based solutions, but, sometimes, initially 
the companies start with a strategic plan (Gonzalez 
& Figueroa, 2006) or implant new follow-up and 
control mechanisms (Iglesias, 2006), (Mwaura, 
2012) of NTL reduction. This paper is oriented 
in the use of computational intelligence. In this 
sense, a lot of references can be found, and they 
will be showed below.

(Nizar, Zhao Yang Dong, & Pei Zhang, 2008) 
uses detection rules for non-technical analysis, 
the technique compounds a series of data min-
ing tasks, including feature selection, clustering 
and classification techniques. (Cabral, Pinto, 
Martins, & Pinto, 2008) and (Cabral, Pinto, & 
Pinto, 2009) propose a methodology based on a 
non-supervised artificial neural network called 
SOM (Self-Organizing Maps) which is robust on 
several cases. (Nizar, Dong, Zhao, & Zhang, 2007) 
proposes two popular classification algorithms, 
Naïve Bayesian an Decision Tree, extracting the 
patterns of customers’ consumption behavior from 
historical data and arranging the data in various 
ways by averaging them yearly, monthly, weekly, 
and daily. Both techniques are used and compared. 
Various authors use the Support Vector Machines 
(SVM) method related with non-technical losses 
detection. For example: (Aranha Neto & Coelho, 
2013), (Depuru, Lingfeng Wang, & Devabhaktuni, 
2011), (Nagi, Yap, Sieh Kiong Tiong, Ahmed, & 
Mohamad, 2010) and (Nagi, Mohammad, Yap, 
Tiong, & Ahmed, 2008). Each one proposes dif-
ferent ways to make analysis or detection of non-
technical losses. In addition, this technique can 
be combined with any other computational intel-
ligence, for example, with fuzzy inference system 
(FIS) (Nagi, Keem Siah Yap, Sieh Kiong Tiong, 
Ahmed, & Nagi, 2011) or with genetic algorithm 
(GA) (Nagi, Yap, Tiong, Ahmed, & Mohammad, 



2008). The use of these mixed methods improves 
the efficiency of SVM technique.

(Brun, Pinto, Pinto, Sauer, & Colman, 2009) 
proposes the use of deferential evolution algorithm 
to find the parameters of a data mining system 
used to pre-select electrical energy consumers 
with suspect of fraud, building a pattern recog-
nition system for suspicious behavior detection. 
The parameter of the pattern recognition system 
must be well tuned, and that can be modeled 
as an optimization problem using the available 
training data.

(Markoc, Hlupic, & Basch, 2011) proposes a 
new approach based on neural network trained by 
generated samples.

(Cabral & Gontijo, 2004) describes an ap-
plication of rough sets in the fraud detection 
of electrical energy consumers. Rough set is 
an emergent technique of soft computing that 
have been used in many knowledge discovery 
in database applications. From an information 
system, rough sets concept of reduce was used 
to reduce the number of conditional attributes 
and the minimal decision algorithm was used to 
reduce some values of conditional attributes. The 
reduced information system derives a set of rules 
that reaches consumers behavior, allowing the 
classification rule system to predict many fraud 
consumer profiles.

(Caio C. O Ramos, Papa, Souza, Chiachia, 
& Falcao, 2011) shows the importance of using 
feature selection in non-technical losses detection, 
in fact, there are several authors which use this 
technique (Nizar, Jun Hua Zhao, & Zhao Yang 
Dong, 2006). Also in [44], a characterization of 
customer using evolutionary-based feature selec-
tion method.

(de Oliveira, Boson, & Padilha-Feltrin, 2008) 
proposes a statistical analysis of relationship be-
tween load factor and loss factor using the curves 
of a sampling of consumers in a specific company, 
these curves are summarized in different bands of 
coefficient k. Then, it is possible determine where 
each group of consumer has its major concentra-
tion of points.

Even, there exist computational techniques 
specifically developed for NTL detection, for 
example, (dos Angelos, Saavedra, Cortés, & de 
Souza, 2011) proposes a computational technique 
for the classification of electricity consumption 
profiles based on fuzzy clustering and Euclidean 
distance.

Other references are based on load profiling 
calculation. These are additional point of view, 
they use remote management systems and smart 
metering. These systems provide more information 
about client consumption. (Nizar, Dong, & Zhao, 
2006) and (Nizar, Dong, Jalaluddin, & Raffles, 
2006) propose a study for detection the best load 
profiling methods and data mining techniques to 
classify, detect and predict NTLs in the distribution 
sector, due to faulty metering and billing errors, as 
well as to gather knowledge on customer behavior 
and preferences so as to gain a competitive advan-
tage in the deregulated market. (Nizar & Dong, 
2009) and (Nizar, Dong, & Wang, 2008) propose 
Extreme Learning Machine (ELM) and online 
sequential-ELM (OS-ELM) algorithms which 
are used to achieve an improved classification 
performance and to increase accuracy of results. 
A comparison of this approach with other clas-
sification techniques, such as the SVM algorithm, 
is also showed. (C. C.O Ramos, Souza, Papa, & 
Falcao, 2009) and (C. C.O Ramos, de Sousa, 
Papa, & Falcão, 2011) propose Optimum Path 
Forest (OPF) classifier for a fast non-technical 
losses recognition, they show a comparison with 
neural networks and SVM, getting best results 
with OPF than neural networks and similar results 
than SVM. However, (Depuru, Lingfeng Wang, 
Devabhaktuni, & Nelapati, 2011) proposes a hy-
brid neural network, which implements a neural 
network model and suggests a hierarchical model 
for enhanced estimation of the classification ef-
ficiency. In addition, this paper proposes and 
encoding a new technique that can identify illegal 
consumers. (Yi Zhang, Weiwei Chen, & Black, 
2011) presents a method to accurately identify 
anomalous days for individual premises so that 
they can be removed from the premise data.



The new technologies related with Smart Grids, 
provides more information and control over the 
consumption and demand. Smart Grids provides 
new technologies to improve the reduction of 
NTL (Abaide, Canha, Barin, & Cassel, 2010). 
For example, smart metering (Openshaw, 2008) 
or Hall Effect based electrical energy metering 
devices (Wilks, 1990). In this sense, there are 
some references which are based on increasing of 
metering infrastructure capabilities. (Alves, Casa-
nova, Quirogas, Ravelo, & Gimenez, 2006), (Kerk, 
2005) and (Nagi, Yap, Nagi, et al., 2010) propose 
an Advanced Metering Infrastructure based on 
remote management of equipment, provides more 
information about consumption and events which 
could happen in consumer installation. These new 
information compounds: more information about 
consumption (quarter-hourly), information about 
events (illegal manipulation, inspector operations, 
alarms, etc.), etc. Some references also use this 
information with computational intelligence tech-
niques, for example, (Depuru, Lingfeng Wang, & 
Devabhaktuni, 2011) proposes a SVM which take 
information from smart metering infrastructure.

Normally, works that use more information 
have best results. The references which use load 
profiling or data from smart metering have more 
information about consumer and optimal pattern 
consumption can be established. Currently, the 
companies have a lot of clients. Smart Metering 
provides a new research field, but it is necessary 
to establish the methods and techniques of NTL 
detection in scenarios when limited information 
in consumption are available. For example, there 
exist a lot of clients with monthly measurements, 
because they don’t have smart meters. Although 
there exists smart metering infrastructure, the 
company databases have a lot of additional in-
formation about client, which could be used for 
NTL detection. It is necessary to determine meth-
ods for analysis of present and future situations 
(Gemignani, Tahan, Oliveira, & Zamora, 2009), 
which compounds monthly and quarter-hourly 
periods, taking advantage of the rest of company 
databases information. A complete framework 

for NTL detection is proposed in this paper. This 
framework is based on data mining, statistical 
techniques, text mining, neural network and expert 
system, which gather all information about client 
to get a classification of the client, according to 
the problem which the client’s facility shows. Most 
references specified above are based on consump-
tion, contracted power, tariff, economic sector and 
geographic location. In the corporate databases 
much more information exists, for example, results 
of inspections, inspectors’ feedback information, 
etc. The proposed framework takes advantage 
of all information stored in corporate databases.

Do Companies Fight Against NTLs

The system proposed in this paper is actually oper-
ating in the testing phase in the Endesa Company. 
Endesa is the most important Spanish energy 
distribution company with more than 12 million 
clients in Spain, and more than 73 million clients 
in European and South American markets.

Traditionally, companies identify two differ-
ent types of losses: non-technical losses (NTLs) 
and technical losses. The NTLs are caused by 
breakdown or illegal manipulation in customer 
facilities. These types of losses are very difficult 
to predict. Normally, utility companies use mas-
sive inspection to reduce NTLs. These inspections 
are performed on the customer who carries out a 
series of conditions, as example: customers who 
have measure equipment without transformers 
and it is located in a limited geographic zone. 
These conditions reduce the volume of number of 
customers to inspect. Utility companies are very 
interested in the detection of NTLs.

The Technical Losses represents the rest of the 
losses which is produced by distribution problems 
(Joule effect). The Technical Losses can be fore-
casted because they are approximate constants, but 
the NTLs are very irregular and very difficult to 
forecast. The technical losses are caused by faults 
in distribution lines. These faults are predictable 
with a low rate of error.



When the inspector finds an NTL, the company 
has to be notified. The inspector stores all informa-
tion about the problem when it is detected until it 
is solved. This information is named proceeding.

THE PROJECT MIDAS

The objective of the MIDAS Project is the de-
tection of Non-Technical Losses (NTLs) using 
computational intelligence over Endesa databases. 
This project is the collaboration between Endesa, 
Ayesa Tecnología and Electronic Technology 
Department of University of Seville. This proj-
ect began at 2006 with the study of a little set of 
customers, and getting good results.

In this project a lot of lines are researched: data 
mining, statistical techniques, neural networks, ex-
pert systems, text mining, pattern recognition, etc.

Traditionally, the utility companies used mas-
sive inspections to avoid the NTLs, but this method 
is very expensive both in time and in money. Cur-
rently the utility companies use more advanced 
systems that allow the selection of clients who 
carry out some simple conditions. This type of 
system allows one to reduce the economic and 
time cost, increasing the efficiency. But these 
simple conditions aren’t automatically selected 
and, normally, they only detect some type of NTLs.

As it is said, the prototype developed is in 
test stage and is tested with Endesa databases. 
This system has provided better results than the 
traditional system of inspection.

SYSTEM ARCHITECTURE

The proposed system architecture contains sev-
eral modules. Each module is implemented with 
different techniques. Each module can increase 
their capabilities with each new prototype, using 
the previous results to make better modules. Each 
prototype is tested with real data of Endesa da-
tabases and it is validated with inspections made 
by Endesa staff.

The system architecture is shown in Figure 1. In 
this architecture the different steps of the process 
are applied in an ordered way. In the first place, 
a sample of customers is selected using the data 
stored in utility company databases. In the second 
place, several artificial intelligence and statistical 
techniques are applied. The regression analysis 
techniques and data mining modules provide a 
set of customers whose have some anomalies 
regarding customer’s own consumption or the 
other customers’ consumption. Mainly, these 
modules work with some parameters: consump-
tion, contracted power, economic activity. In the 
last place, the integrated expert system analyzes 
the rest of information about the customer. The 
integrated expert system provides the results on 
databases and reports that they can be both used by 
inspectors as an additional source of information. 
In the following sections each of these modules 
is described.

SELECT SAMPLE

The sample selection uses several data sources. 
Each data source provides information about dif-
ferent aspects about the customers:

• Period of time of recorded invoices: We
use monthly and bimonthly invoices be-
longing to the sample of customers. Hourly
or daily data are not available.

• Geographic localization
• Economic Activity: Some economic sec-

tors historically present a high rate of
NTLs.

• Consumption range: Sometimes, the con-
sumption range can be used to restrict the
quantity of customers.

• Electricity charges

These parameters allow restricting the quantity
of customers to analyze. The information of each 
customer compounds information about: contract, 



installed equipment, results of inspections realized 
over the facilities, etc.

The information about consumption is analyzed 
in different ways by each module. Additionally 
the rest of information is analyzed by integrated 
expert system.

DATA MINING

First of all, and as previous step to the data min-
ing, two processes from which taken the data all 
the detection methods was carried out:

• Data Selection: In this step, a set of the
sample to process was selected by the pro-
posed data mining techniques.

• Data Preprocessing: A pre-processing of
the data, during which data was carried out
sets were prepared (generating new tables,
filtering wrong data, etc) for the mining
process.

Mainly, the objective of these processes was to 
normalize and to discrete the sample set for the set 
of data mining models developed in the project.

Initially, the first techniques developed for the 
data mining process were the outliers’ analysis 

Figure 1. System architecture



and inherent data variability. These techniques 
are described in (Biscarri et al., 2008). For this 
process a sample of homogeneous data which 
have utility customers with similar characteris-
tics were selected. The temporary and the local 
components of the individual consumption of 
customer were removed by means of normaliza-
tion. After this step, the probability distribution of 
the transformed sample, for the normal operating 
condition, as Gaussian is considered. The threshold 
of the sample variance is calculated and adjusted. 
Finally, the detected outliers are used to guide the 
inspections. This process would be fired in the 
first step in the framework of data mining. The 
resulting customers (not detected by this process) 
would be those processed by the other data min-
ing techniques.

Thus, after the development of these methods, 
the inclusion of other techniques of data mining 
was carried out. In this way, the framework of 
MIDAS integrates several methods related to 
different data mining techniques. These methods 
were classified in different modules depending 
on the type of technique used for detection, in 
purely statistical or evolved models (referring to 
association and segmentation). All of them allow 
increasing the efficiency of detection process by 
means of complementary detections using the 
same information.

Statistical Methods Based on 
Comparison with Similar Customers

These three statistical techniques are used in this 
module: one based on the variability of customer 
consumption, another based on the consumption 
trend and a third one that summarizes other feature 
contributions of NTL detection. This module was 
described in (Biscarri, Monedero, León, Guerrero, 
& Biscarri, 2009).

The variability analysis provides an algorithm 
that emphasizes customers with a high variability 
of monthly consumption in comparison to other 
customers of similar characteristics. The classic 

approach to the study of variability classifies 
data in ‘normal data’ and outliers. The proposed 
variability analysis uses the standard deviation 
estimation (STD) to associate to each customer 
a new feature that will be used as an input for 
a supervised detection method, showed in the 
Predictive data mining section.

The consumption trend uses a streak-based 
algorithm. Streaks of past outcomes (or measure-
ments) are one source of information for a deci-
sion maker trying to predict the next outcome (or 
measurement) in the series.

This set of techniques is strongly dependent 
of the cluster of customers considered and highly 
changeable amongst different clusters. The study 
of the individual trend consumption and also the 
comparative among trends of customer with simi-
lar characteristics is very interesting and it con-
tributed to detect NTLs relative to customers with 
a different behavior to their similar environment.

Statistical Methods Based on an 
Individual Analysis of the Customers

This method is used to identify the customers 
with pattern of drastic drop of consumption. It is 
because according to the Endesa inspectors and 
the studies of consumption, the main symptom of 
a NTL is a drop in billed energy of the customers. 
The detection methods referring to this module 
are described in (Hutchison et al., 2010).

This method compounds several algorithms: 
based on regression analysis, based on the Pearson 
correlation coefficient and based on a windowed 
linear regression analysis. These algorithms are 
based on a regression analysis on the evolution 
of the consumption of the customer. The aim is 
to search for a strong correlation between the 
time (in monthly periods) and the consumption 
of the customer. The regression analysis makes it 
possible to adjust the consumption pattern of the 
customer by means of a line with a slope. This 
slope must be indicative of the speed of the drop 
of the consumption and, therefore, the degree of 



correlation. These algorithms identify with a high 
grade of accuracy two types of suspicious (and 
typically corresponding to NTL) drops.

Thus, this module provided a set of effective 
and robust techniques to detect cases with a par-
ticular manifestation of the NTLs (consumption 
drops).

Evolved Models Based on 
Clustering and Decision Trees

In this type of detections, as well as those ones 
with association rules, the objective was to find 
new NTLs searching for customers with similar 
behavior to those NTL detected in the past. For 
it, first of all, we featured the type of contract 
and consumption pattern of the customer. After 
featuring the customers, the different techniques 
search for similar customers in the sample set. The 
feature vector included the following patterns:

• Number of hours of maximum power
consumption.

• Standard deviation of the monthly or bi-
monthly consumption.

• Maximum and minimum value of the
monthly or bimonthly consumptions.

• Reactive/Active energy coefficient.
• The number of valid consumption lectures.

Usually, when there is not a valid lecture
value and the company is sure that con-
sumption existed, the consumption is esti-
mated and billed.

In addition, two parameters are added to this 
set. These parameters were those ones based on 
the concept of streak (and generated in the work 
described in [63]).

Concretely, the use of these two techniques 
(clustering and decision trees) is described in 
(Monedero et al., 2009). Thus, this work included 
a process of generation of clusters by means of the 
K-Means algorithm and, in parallel, an algorithm
that generates decision trees.

Both algorithms carry out a clustering of the 
customers (one by clusters and other by branches) 
and those clusters with a higher rate of NTLs 
identified by Endesa Company in the past were 
studied. Two techniques with the objective of 
that both ones searched the same thing by two 
complementary ways were used.

Evolved Models Based on 
Association Rules

The module uses an inference of a rule set to 
characterize each of two following classes: ‘nor-
mal’ or ‘anomalous’ customer (depending if there 
was been detected as NTL in the past by Endesa 
Company in its inspections). Each customer is 
characterized by means of the attributes previ-
ously described. The association uses supervised 
learning that by means of a set of input attributes 
search of NTLs. This module is described in 
(Biscarri et al., 2009).

In particular, the algorithm uses the Generalize 
Rule Induction (GRI) model. It discovers associa-
tion rules in the data.

The test of the set of rules generated four 
values, according to the following classifications 
(Cabral et al., 2008):

• True positives (TP): Quantity of test reg-
isters correctly classified as fraudulent.

• False positives (FP): Quantity of test reg-
isters falsely classified as fraudulent.

• True negatives (TN): Quantity of test reg-
isters correctly classified as non-fraudulent.

• False negatives (FN): Quantity of test reg-
isters falsely classified as correct.

A decision tree algorithm GRI extracts rules 
with the highest information content based on 
an index that takes both the generality (support) 
and accuracy (confidence) of rules into account. 
GRI can handle numeric and categorical inputs, 
but the target must be categorical.



INTEGRATED EXPERT SYSTEM

The Integrated Expert System has a core based on 
a Rule Based Expert System (RBES). Although 
this RBES was described in (León et al., 2011), 
this paper presents new advances in some modules 
and it is used as part of a complete framework. 
This system uses the information extracted from 
Endesa staff and inspectors. The RBES has sev-
eral additional modules which provide dynamic 
knowledge using rules. The expert system has ad-
ditional modules which uses different techniques: 
data warehousing (it is used as a preprocessing 
step), text mining, statistical techniques and neural 
networks.

In the proposed framework, the RBES may 
be used as additional methods to analyze the rest 
of information about the customer. The company 

The objective that we searched with association 
rules was the same one that with clustering and 
decision trees: Detecting new NTLs identifying a 
similar pattern to those ones detected in the past. 
In contrast, the advantage is that the association 
rule algorithm over the more standard decision tree 
algorithms is that associations can exist between 
any of the attributes. This made it possible to detect 
different customers to those ones detected with 
the methods of previous sections and therefore, 
to do new complementary detections.

The detections carried out by each of these 
modules were later analyzed by the Integrated 
Expert System (it is described in C section) in order 
to perform a deeper study (with other parameters 
not only related to consumption pattern).

Summarizing the overall data mining process, 
Figure 2 shows the framework of this process.

Figure 2. Flow chart of the data mining process



databases store a lot of information, including: 
contract, customers’ facilities, inspectors’ com-
mentaries, customers, etc. All of them are ana-
lyzed by RBES using the rules extracted from 
Endesa staff, inspectors and rules from the sta-
tistical techniques and text mining modules. This  
information is not analyzed by the previously 
described modules. The system provides the point 
of view of the Endesa staff and inspectors.

Integrated Expert System 
Architecture and Application

The integrated expert system is compounds of 
several modules; each module has an information 
type as objective:

• Statistical techniques module. This mod-
ule is used to make patterns of correct
range and trend of consumption. This mod-
ule generates a series of values which they
are used in dynamic rules of a dynamic
knowledge base.

• Text mining and neural network mod-
ule. This module is used to treat the infor-
mation provided by inspectors’ commen-
taries. This module generates a series of
dictionaries with characterized concepts
which they are used in dynamic rules of a
dynamic knowledge base.

• Integrated expert system. This module
uses the rules (extracted from inspectors
and staff of Endesa, generated by statistical
techniques module and generated by text
mining and neural network module) for
analyzing the clients.

The integrated expert system is applied in two 
steps. The first step or learning step the modules 
of statistical techniques and text mining and neural 
network are applied in a database of clients as large 
as possible. This fact allows make a reference for 
dynamic knowledge base. In Figure 3, this step is 
shown. This step is performed only once per month 
in case of statistical module or once per year in 
case of text mining and neural network module.

Figure 3. First step or learning step of application process of integrated expert system



Statistical Technique Module

The statistical techniques are based in basic con-
sumption indicators such as: maximum, minimum, 
average and standard deviation of consumption. 
These indicators are used as patterns to detect 
correct consumption. Additionally, the slope 
of regression line is used to detect the regular 
consumption trend. Each of these techniques is 
made for different sets of characteristics. These 
characteristics are: time, contracted power, mea-
sure frequency, geographical location, postal 
code, economic activity and time discrimination 
band. Using these characteristics it is possible to 
determine the patterns of correct consumption 
of a customer with a certain contracted power, 
geographic location and economic activity. These 
groups are described in Table 1.

It is necessary a learning step in which a lot 
of clients are used to apply all statistical calcula-
tions. In this study all customers are not used 
because the anomalous consumption of the cus-
tomers with an NTL is filtered. This idea allows 
the elimination the anomalous consumption get-
ting better results. This step is made before the 
client analysis, because this process provides the 
correct reference of consumption which it is stored 
in dynamic knowledge base.

Several tables of data are generated as a result 
of this study. These data are used to create rules 
which implement the detected patterns. If a cus-
tomer carries out the pattern, this means that the 
customer is correct. But if a customer does not 
carry out the pattern, this does not mean that the 
customer could be correct.

In Figure 5 only contracted power, zone and 
measurement frequency are used, this case there 
are several intervals, in 23 and 24 ranges, in which 
the correct consumption limits are defined. Each 
of these ranges represents identifiers of intervals, 
for example, the24 range represents the customers 
with the interval of contracted power between 
366 kW to 455 kW. These intervals can be ob-
tained for others contracted power ranges if more 

In the second step or analysis step, the inte-
grated expert system uses the results of the first 
step or learning step to make the analysis of the 
information about the clients. In Figure 4 this step 
is shown. The analysis is applied over sample 
selection; this sample may compound the clients 
selected by other type of analysis methods that 
they showed in previous sections.

The statistical techniques and text mining and 
neural network modules are described in the fol-
lowing sections.

Figure 4. Second step or analysis step of applica-
tion process of integrated expert system



Table 1. Groups of consumption characteristics 

Figure 5. Ranges of correct consumption for a group without time parameter (Group A according to 
Table 1)



characteristics are added, for example, in Figure 
6, the intervals are more specific and provide 
patterns for correct consumption. Additionally, 
in Figure 7, the intervals are more specific if the 
year characteristic is added.

This module is applied in samples as large as 
possible, because it is necessary to get a better 
statistical reference. This learning process only 
is made monthly or bimonthly.

The information generated by statistical tech-
niques module is stored in a database and it is 
automatically translated to dynamic knowledge 
base of the integrated expert system, using several 
classes according to the group of consumption 
characteristics.

Text Mining and Neural 
Network Module

The text mining method is based on Natural 
Language Processing (NLP). The neural network 
is based on a multi-layer neural network. This 
method is used to provide a method to analyze 
the inspectors’ commentaries. When an inspection 
in customer’s location is made, the inspector has 
to register their observations and commentaries. 
This data is stored in company databases.

This information is not commonly analyzed, 
because the traditional models are based on 
consumption study. This module uses the rest of 
important information, because the inspectors’ 
commentaries provide real information about the 
client facilities, which may be different from the 
stored in database.

The process begins with the application of 
text mining method. This technique uses NLP 
and fuzzy algorithms to extract concepts from 
inspectors’ commentaries. Concept is a word or 
group of words which has own meaning. In ad-
dition, the fuzzy algorithms and the utilization of 
synonyms’ dictionaries allow the interpretation of 
different language and dialects. These concepts 
are classified initially according to their frequency 
of appearance. The more frequent concepts are 

classified manually according to their meaning. 
Additionally, consumption indicators, date of com-
mentary, number of measures (estimated and real), 
number of proceedings, source of commentary, 
frequency of appearance, time discrimination band 
and some others are associated to each concept. 
This data is used in a neural network, which is 
trained with data of the more frequent concepts 
and is tested with the concepts which were not 
classified manually. In the test process, the correct 
classification of concepts was verified manually. 
This neural network can be used to classify the 
new concepts which could appear.

The neural network is trained by means of a 
multiple method. This method creates several 
neural networks of different topologies. At the end 
of training, the model with the lowest Root Mean 
Square or RMS error is presented as the final neural 
network. The trained neural network assigns an 
importance value to each feature. SoftMax transfer 
function was used as a punctuation method. The 
trained neural network has two hidden layers and 
its structure is 22-28-26-4, due to the quantity of 
inputs. The first and last layers are the input and 
output layers, respectively.

Initially, the utilization of neural networks 
in non-structured language learning could seem 
very complex, not only the synonyms’ dictionar-
ies and the concepts’ characterization make easy 
the process, but the inspectors have to make a lot 
of inspections in a day, and they must to store all 
information and commentaries in the company 
database. Due to this they use a very brief and 
concrete language.

This process generates dictionaries with char-
acterized concepts. These dictionaries are stored 
in a database and it is automatically translated to 
dynamic knowledge base of the integrated expert 
system, using a class which allows to analysis the 
commentaries.

The first version of text proposed text mining 
and neural network module is described in (Guer-
rero et al., 2010).



Figure 6. Ranges of correct consumption for zone 2, several contracted power range, measurement fre-
quency (monthly) and service sector. The grasfts show the limits of consumption for different contracted 
power ranges without the influence of time parameter (Group C according to Table 1)

Figure 7. Ranges of correct consumption for zone 2, several contracted power range, measurement fre-
quency (monthly) and service sector. The grasfts show the limits of consumption for different contracted 
power ranges with the influence of time parameter (Group C according to Table 1)



EXPERIMENTAL RESULTS

Several studies are made over several real cases, 
testing the efficiency and accuracy of the proposed 
framework. In this paper, only the last study is 
showed, because is the only one in which the 
framework is completely tested.

The sample compounds clients which carried 
out the following conditions:

• Contracted Power greater than 15 kW.
• Clients of north of Spain.

Although, the study compounds consumers
with several economic sectors, the inspectors’ 
experience and the results of other studies showed 
that the service sector is the one which have greater 
number of NTL cases.

The experimental results are described using 
architecture described in Figure 1. The first step 
of the process was Select Sample. In this step 540 
consumers was selected, using different consum-
ers’ characteristics. In this step, only two possible 
groups are considered, the customers getting by 
data mining and regression analysis techniques. 
119 customers were selected by the system and 
were inspected. Henceforth this group was referred 
as Group S1. Really, in these methods is possible 
to add some factors which determine probability 
of NTL. The quantity of selected customers was 
defined by utility company according to this factor.

The Expert System module can be used alone 
or joined with other methods. In case of the use 
of Expert System alone, the select sample step 
can include more customers, in this case, 81385 
customers were selected for analysis in expert 
system. After analysis of customers, the number 
of selected customers with any detected problem 
was 3215. Henceforth, this group was referred as 
Group S2. At the same time, the Expert System 
determined that 63411 customers were not pre-
sented any NTL. The rest of customers, 14759, 
did not have enough information, because:

• They did not have enough information.
• They had few measurements.
• They were recently inspected.

The Group S1 is included in Group S2. Finally,
Group S1 was selected by company and was send 
to inspectors. There are cases in which the expert 
system rule selected customers by the methods of 
data mining and regression analysis techniques, 
in this case, it is discarded if the customer is  
classified as correct by the text mining rules of 
the Integrated Expert System.

After inspections, the following results are 
obtained:

• Inspections could not be performed: 28
customers. These inspections could not be
performed for various reasons, usually be-
cause it is indoors or with customers whose
refuse, therefore, cannot ensure the exis-
tence of an NTL.

• Without NTL: 54 customers.
• With NTL: 37 customers.

In this way, the correctness was 40,66%. This
result is better than massive inspections campaigns 
carried out by companies. Furthermore, the time 
spent in the analysis is 90% lower than traditional 
techniques.

The framework provided reports about analy-
sis about each customer, in which it is possible 
to check:

• Problems or incidents found in the facili-
ties or consumption of customer. These
problems can mask an NTL.

• The method and rules used in analysis of
each client.

• The conclusions of analysis.
• Statistical information about analysis

process.



Highlight Cases

The proposed framework has been more efficient 
in analysis. There are some cases which tradition-
ally were very difficult to detect. Concretely, two 
cases are treated in this section.

The first case is a client with an irriga-
tion activity. The consumption of this type of 
client is strongly influenced by climate. The 
consumption of this client is very irregular, and 
difficult to analyze. These clients decrease their  
consumption when rainfalls increase. In this 
system, data about climate are not available, and 
only use the information about client. Sometimes, 
variations of climate conditions make that the data 
mining or regression analysis techniques select this 
type of clients. This client is analyzed by expert 
system, and normally it is dismissed according to 
the elapsed time since the last inspection.

The second case is the client with seasonal 
consumption. This type of clients is very dif-
ficult to detect with traditionally methods. The 
consumption of these clients shows one or two 
great peaks, which can be classified as a fraud. 
This type of clients can be hotels in coast line, 
which only has consumption in month with a 
good climate or in holiday periods. The using of 
descriptive data mining and expert system allows 
detecting these cases.

FUTURE RESEARCH DIRECTIONS

Future research fields are addressed to improve the 
knowledge about non-technical losses and extract 
knowledge from companies’ databases. These 
objectives are translated in different research areas:

• Researching on the knowledge of other in-
spectors, and trying to extend the possibili-
ties of detection.

• Application of the techniques and models
developed in other utility companies, not

only power distribution but also gas and 
water distribution.

• Adaptation to new technologies, such
as smart metering or smart grids
environments.

• Researching on the optimization of inspec-
tion routes.

• Improving these results with other tech-
niques of data mining, computational intel-
ligence and statistical inference.

• Testing with larger sample size and greater
number of supplies to inspect.

• Researching on clients of medium and low
voltage. This area is very similar to the
fraud detection with smart metering facili-
ties, because these clients used to have ad-
vanced measurement equipment.

CONCLUSION

The MIDAS project proposes an integrated frame-
work which provides several methods to obtain 
better results in NTL detection. This framework 
is being used in Endesa company to make cam-
paigns of massive inspections which includes 
computational intelligence in the analysis process. 
The process includes computational intelligence 
based on statistical techniques and data mining. 
Additionally, it includes an expert system based 
on knowledge of the inspectors of the company. 
This variety of modules provides different detec-
tion spectrum, i.e. regression analysis and data 
mining modules, provide NTL detection methods 
which are traditionally not detected, enriched 
by the knowledge of inspectors. Moreover, the 
expert system provides an automated method for 
traditional NTL detection.

The developed framework shows better results 
than traditional techniques of massive inspection 
campaigns. These methods provide additional 
intelligence to customer selection for inspection. 
These ones take advantage of all the stored infor-
mation to make a decision about the customer. By 



automating this framework is achieved by making 
available to inexperienced staff of Endesa, with 
the possibility of their use in training.

Additionally, the contribution of this work with 
respect to previous work is the integration into a 
single framework of the knowledge of inspectors 
with knowledge extracted from information. Thus, 
this framework is able to detect non-technical 
losses obtained by supervised learning techniques 
and provides new information about non-technical 
losses previously not easy to detect. This frame-
work not only classifies the different types of 
consumers suspected of having a non-technical 
loss but also classifies consumers without non-
technical losses.

This framework is used by Endesa and it is in 
the testing process. Furthermore, it is researching 
the use of this framework in other utilities.
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KEY TERMS AND DEFINITIONS

Data Mining: Data mining is the discovery 
of interesting, unexpected or valuable structures 
in large datasets.

Neural Network: Neural networks imitate 
the brain’s ability to sort out patterns and learn 
from trial and error, discerning and extracting the 
relationships that underlie the data with which it 
is presented.

Non-Technical Losses: The non-technical 
losses (NTLs) in power utilities are defined as 
any consumed energy or service which is not 
billed because of measurement equipment failure 
or ill-intentioned and fraudulent manipulation of 
said equipment.

Power Utility: Industry dedicated to the power 
distribution.

Rule-Based Expert Systems: An expert sys-
tem based on a set of rules that a human expert 
would follow in diagnosing or analysis problems.

Statistical Inference: Statistical inference is 
the process of drawing conclusions from data that 
is subject to random variation.

Text Mining: Text mining deals with the ma-
chine supported analysis of text, it uses techniques 
from information retrieval, information extraction 
as well as natural language processing (NLP) and 
connects them with the algorithms and methods of 
Knowledge Discovery in Databases (KDD), data 
mining, machine learning and statistics.
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