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The aim of this chapter is to introduce the reader to the dynamics of the 
software process, the ways to represent and formalize it, and how it can 
be integrated with other techniques to facilitate, among other things, 
process improvement. In order to achieve this goal, different 
approaches of software process modeling and simulation will be 
introduced, analyzing their pros and cons. Then, continuous modeling 
will be used as the modeling approach to build software process models 
that work in the qualitative and quantitative fields, assessing the 
decision-making process and the software process improvement arena. 
The integration of this approach with current process assessment 
models (such as CMM), static and algorithmic models (such as 
traditional models used in the estimation process) and the design of a 
metrics collection program which is triggered by the actual process of 
model building will also be described in the chapter.  

1. Introduction 

Worldwide, the demand for highly complex software has significantly 
increased in such a way that software has replaced hardware as having 
the principal responsibility for much of the functionality provided by 
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current systems. The rapid pace at which this software is required, the 
problems related to cost and schedule overruns and customer perception 
of low product quality have changed the focus of attention towards the 
maturity of software development practices. Over the last few decades, 
the software industry has received significant help from CASE tools, 
new programming languages and approaches, and more advanced and 
complex machines.  

However, it is widely accepted that the potential benefits of better 
technology cannot be translated into more successful projects if the 
processes are not well defined, established, and executed. Proper 
processes are essential for an organization to consistently deliver high 
quality products with high productivity.  

Dynamic modeling and simulation have been intensively used as 
process improvement tools in the manufacturing area. Currently, interest 
in software process modeling and simulation as an approach for 
analyzing complex businesses and solving policy questions is increasing 
among researchers and practitioners. However, simulation is only 
effective if both the model and the data used to drive it accurately reflect 
the real world. As a consequence, it can be said that the construction of a 
dynamic model for the actual software process provides clear guidelines 
on what to collect. 

Many frameworks are now available for software processes, the 
Capability Maturity Model (CMM)1 and ISO 90012 being among the 
most influential and widely used.  Although ISO 9001 is a standard, and 
has been interpreted for a software organization in ISO 9000-33, it has 
been written from the customer and external auditor’s perspective. On 
the other hand, CMM is not a binary certification process, but a 
framework that categorizes the software process at five levels of maturity 
and provides roadmaps to evaluate the software process of an 
organization, as well as planning software process improvements. One of 
the common features that all these frameworks possess is that they 
strongly recommend the application of statistical control and measure 
guides to define, implement and evaluate the effects of different process 
improvements. Within these frameworks, the availability of data is 
considered of special importance for building the knowledge required to 
define and improve the software process.  
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The aim of this paper is to present a combination of traditional 
techniques with software process modeling and simulation to build a 
framework for supporting a qualitative and quantitative assessment for 
software process improvement and decision making. The purpose of this 
dynamic framework is to help organizations to achieve a higher software 
development process capability according to CMM. The dynamic models 
built within this framework provide the capability of gaining insight over 
the whole life cycle at different levels of abstraction. 

The level of abstraction used in a particular organization will depend 
on its maturity level. For instance, in a level 1 organization the simulator 
can establish a baseline according to traditional estimation models from 
an initial estimate of the size of the project. With this baseline, the 
software manager can analyze the results obtained by simulating 
different process improvements and study the outcomes of an over- or 
underestimate of cost or schedule. During the simulation metric data is 
saved. This data conforms to the SEI core measures4 recommendation 
and is mainly related to cost, schedule and quality.  

The structure of the chapter is as follows. Section 2 describes in 
detail the software process modeling and simulation approach. It includes 
the benefits derived from this application, the formalisms used to build 
software process models and a process model building methodology. In 
section 3, a combination of hierarchical dynamic modeling and some 
traditional techniques of the software engineering is proposed. The 
conceptual ideas underlying this combination with the aim of building an 
integrated dynamic framework for software process improvement are 
presented. Sections 4, 5 and 6 describe the details concerning the 
structure of the framework, the modular architecture and some aspects of 
the implementation. An example of usage is presented in section 7. 
Finally, section 8 summarizes the chapter and describes the most recent 
applications of the software process dynamic modeling and simulation 
approach. 

2. Software process simulation 

Simulation can be applied in many critical areas in support of software 
engineering. It enables one to address issues before these issues become 
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problems. Simulation is more than just a technique, as it forces one to 
think in global terms about system behavior and about the fact that 
systems are more than the sum of their components5. A simulation model 
is a computational model that represents an abstraction or a simplified 
representation of a complex dynamic system. The main benefit of 
simulation models is the possibility of experimenting with different 
management decisions. Thus, it becomes possible to analyze the effect of 
those decisions on systems where the cost or risks of experimentation 
make it unfeasible. 

Another important factor is that simulation provides insights into 
complex process behavior that cannot be analyzed by means of stochastic 
models. Like many processes, software processes can contain multiple 
feedback loops, such as those associated with the correction of defects. 
Delays resulting from these defects may range from minutes to years. 
The resulting complexity makes it almost impossible for mental analysis 
to predict the consequences. According to Kellner, Madachy and Raffo6, 
the most frequent sources of complexity in real software processes are: 

 
- Uncertainty. Some real processes are characterized by a high degree 

of uncertainty. Simulation models make it possible to deal with this 
uncertainty as they can represent it flexibly by means of parameters 
and functions. 

- Dynamic behavior. Some processes may have a time-dependent 
behavior. There is no doubt that the behavior of some software 
process variables varies as the time cycle progresses. With a 
simulation model it is possible to represent and formalize the 
structures and causal relationships that dictate the dynamic behavior 
of the system. 

- Feedback. In some systems, the result of a decision made at a given 
time can affect their behavior. In software projects, for example, the 
decision to reduce the effort assigned to quality assurance activities 
has different effects on the progress of these projects. 

 
Thus, the common objectives of simulation models are to supply 

mechanisms to experiment, predict, learn and answer questions, such as, 
“What if …?” 
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A software process simulation model can be focused on certain 
aspects of the software process or the organization. It is important to bear 
in mind that a simulation model constitutes an abstraction of the real 
system, and so it represents only the parts of the system that were 
intended to be modeled. Furthermore, currently available modeling tools, 
such as ithink7, POWER-SIM8, and Vensim9, help to represent the 
software development process as a system of differential equations. This 
is a remarkable characteristic as it makes it possible to formalize and 
develop a scientific basis for software process modeling and 
improvement.  

During the last decade, software process simulation has been used to 
address a wide variety of management problems. Some of these 
problems are related to strategic management, technology adoption, 
understanding, training and learning, and risk management, among 
others. Noticeable applications of this approach to software process 
modeling can be found in Kellner, Madachy and Raffo6, Prosim 200410 
and Prosim 200511. 

2.1.  Software process modeling for simulation 

There are different approaches for building simulation models of the 
software process. In practice, the modeling approach inevitably has some 
influence on what it should be modeling. Hence, there is no preferred 
approach for modeling the software process in every situation, but the 
best approach is always the one that is considered to be the most suitable 
for a particular case. 

There are two broad types of simulation modeling: continuous 
simulation and discrete-event simulation. The distinction is based on 
whether the state can change continuously or at discrete points in time. 
However, even though events are discrete, time and state domains may 
be continuous. There are three main paradigms that can be used for 
discrete-event simulation modeling: event-scheduling, activity-scanning 
and process-interaction. Although state-transition diagrams (e.g., finite-
state automata or Markov chains) can be used for software process 
simulation modeling, they are less common because the state spaces 
involved are typically very large. Examples of discrete-event simulation 
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applied to model and simulate the software process can be found in 
Raffo12, Kellner13 and Hansen14. 

A continuous simulation model represents the interactions between 
key process factors, as a set of differential equations, where time is 
increased step by step. Frequently, the metaphor of a system of 
interconnected tanks filled with fluid is used to exemplify the ideas 
underlying this kind of modeling approach. 

On the other hand, discrete modeling is based on the metaphor of a 
queuing network where time advances when a discrete event occurs. 
When this happens, an associated action takes place, which, mostly, 
implies placing a new event in the queue. Time is always advanced to the 
next event, so it can be difficult to integrate continually changing 
variables. 

Since the purpose of this study is to model and visualize process 
mechanisms, continuous modeling has been used.  This technique also 
allows systems thinking and it is considered to be better than the 
discrete-event model at showing qualitative relationships15. Examples of 
continuous simulation applied to model and simulate the software 
process can be found in Abdel-Hamid16, Pfhal and Lebsant17, Burke18, 
and Wernick and Hall19.  

2.2.  Continuous modeling and simulation of the software process 

System dynamics is a methodology for studying and analyzing complex 
feedback systems such as software organizations. Feedback is the key 
differentiating factor of dynamic systems. It refers to the situation in 
which A affects B and B affects A, through a chain of causes and effects. 
It is not possible to study the link between A and B and, independently, 
the link between B and A to predict the behavior of the system. There are 
a significant number of software process features that follow this 
feedback pattern. For instance, known patterns, such as Brook’s Law20 
(“Adding manpower to a late project makes it later”) or Parkinson’s 
Law21 (“Work expands to fit the time available”), can be described by 
continuous modeling.  
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System dynamics links structure (feedback loops) to behavior over 
time and helps to explain why what is happening is happening. The field 
was initially developed from the work of Jay W. Forrester22.  

To better understand and represent the system structures that cause 
the patterns of behavior observed in the software process, two kinds of 
diagrams are used: causal-loop diagrams and stock-and-flow diagrams. 

 
2.2.1.  Causal-Loop Diagrams 

 
Causal-loop diagrams present relationships that are difficult to describe 
verbally because natural language presents interrelations in linear cause-
and-effect chains, whereas a diagram shows that there are circular chains 
of cause-and-effect in the actual system23. Figure 1 shows an example of 
a causal-loop diagram for a very simplified model of software process 
dynamics. In this diagram, the short descriptive phrases represent the 
elements that make up the system described, and the arrows represent the 
causal influences between these elements. This diagram includes 
elements and arrows or links that help to connect these elements, but also 
includes a sign (either + or -) on each link. These signs have the 
following meaning23: 

 
- A causal link from one element A to another element B is positive if 

either (a) A adds to B or (b) a change in A produces a change in B in 
the same direction.  

- A causal link from one element A to another element B is negative if 
either (a) A subtracts from B or (b) a change in A produces a change 
in B in the opposite direction.  
 
In addition to the signs of each link, a complete loop is also given a 

sign. The sign of a particular loop is determined by counting the number 
of minus signs on all the links that make up the loop. Specifically, 

 
- A feedback loop is called positive, indicated by (+), if it contains an 

even number of negative causal links. 
- A feedback is called negative, indicated by (-), if it contains an odd 

number of negative causal links.  
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Thus, the sign of a loop is the algebraic product of the signs of its 
links. The diagram shown in Figure 1 is composed of four feedback 
loops: two positive and two negative. A brief description of the pattern 
modeled follows. 

First feedback loop. Estimations of cost and time for the project can 
be derived from the initial estimations. With these estimations the 
required manpower is acquired by performing hiring activities. As the 
project runs, information about the real progress is obtained. 
Comparisons of the values obtained with those originally estimated may 
lead to a change in some of the estimations and, possibly, a modification 
of the hiring policy. 

Second feedback loop. This loop illustrates the effects caused by the 
schedule pressure on the quality of the software product. If the perceived 
completion time is greater than the planned time to complete, the project 
has schedule pressure. To combat this, the project manager may decide 
either to hire more personnel or have overtime worked. However, 
permanent overtime may further exhaust personnel, contributing to an 
increase in the number of errors in the project. This rise in the number of 
committed errors requires a bigger effort in terms of error detection and 
rework activities, which holds back progress. 

Third feedback loop. The growth in the level of human resources 
appears to contribute to a growth of productivity. However, it is also 
important to note that the productivity of the new personnel is 
significantly less than that of the expert personnel. Hence, some effort of 
the expert personnel is commonly invested in the training of the newly-
hired personnel. These training activities, together with the 
communication overheads derived from the Book’s Law, contribute to a 
decrease in the net productivity of the working team. 

Fourth feedback loop. This loop illustrates the effect of creative 
pressure. When the personnel know that the project is behind schedule, 
they tend to be more efficient. This is normally reflected in a reduction of 
idle time. 
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Fig. 1. Simple causal-loop diagram of the software process dynamics. 
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2.2.2.  Stock-and-Flow Diagrams 
 
Figure 2 illustrates the main components of stock-and-flow diagrams. 
This notation consists of three different types of elements: stock, flows 
and information. These three elements provide a general way of 
graphically representing any process. Furthermore, this graphical 
notation can be used as a basis for developing a quantitative model that 
can be used to study the characteristics of the process. As with a causal-
loop diagram, the stock-and-flow diagram shows relationships among 
variables that have the potential to change over time. To understand and 
build stock-and-flow diagrams, it is necessary to understand the 
difference between stocks and flows. Distinguishing between stocks and 
flows is sometimes difficult. As a starting point, stocks can be thought of 
as physical entities that can accumulate and move around. The term stock 
also has an identical meaning to the term state variable from the systems 
engineering analysis. The term flow refers to the movement of something 
from one stock to another.  

Fig. 2.  Main elements of stock-and-flow diagrams. 
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Figure 3 shows a stock-and-flow diagram for the first feedback loop of 
the causal diagram shown in Figure 1. The variables are Pending tasks, 
Accomplished tasks, Personnel, hiring rate and development rate. The 
first three are stock or level variables, whereas the last two are flow 
variables. The number of tasks to be developed is determined from an 
initial estimate of the size of the project. These pending tasks become 
accomplished tasks depending on the development rate that is 
determined by the productivity of the personnel allocated to the 
development of the tasks under simulation.  

 The stock-and-flow diagram has a precise mathematical meaning. 
Stocks accumulate (integrate) their inflows less their outflows. The rate 
of change of a stock is the total inflow minus the total outflow. Thus a 
stock and flow map corresponds to a system of integral or differential 
equations that formalize the model. Mathematical description of a system 
requires only the stocks and their rates of change. However, it is often 
helpful to define intermediate or auxiliary variables. Auxiliaries consist 
of functions of stocks and constants. The set of equations must then be 
solved applying mechanisms for solving differential equations or by 
simulation. Simulation packages are often used to solve these sets of 
equations, since it soon becomes unfeasible to solve such equations by 
hand as the number of stocks and flows or the complexity of the 
equations increases. 

 
Fig. 3. Simple stock-and-flow diagram. 
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The equations derived from the stock-and-flow diagram follow: 
 

 t
0 dt rate(t)t developmen - ESTIMATES SIZE INITIAL   tasks(t)Pending  (1) 


t
o dt rate(t)t developmen   tasks(t)edAccomplish  (2) 


t
0 dt rate(t) hiring  t)Personnel(   (3) 



 


otherwise 0,

ESTIMATES SIZE INITIAL   tasks(t)edAccomplish if  ty(t),Productivi t)Personnel(
  rate(t)t developmen  (4) 

  DELAYHIRING t)Personnel( - t)personnel( required  rate(t) hiring   (5) 
 

 
 
 
Figure 4 shows the time evolution of the main variables of this 
illustrative model after solving the equations by simulation.  
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Fig. 4. Time evolution of the main variables of the stock-and-flow diagram. 
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Fig. 5. Steps of process model building methodology. 
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formulating in big chunks and is not concerned about continuously 
having running prototypes. 

Model testing and evaluation consists of three main activities that 
determine the correctness of the model26. These activities are divided into 
two categories: activities focused on verifying the model structure and 
activities that verify the model behavior. Table 127 summarizes these 
activities. 

Finally, understandings of the model is centered on the knowledge 
that can be gained from use of the model. 

3. Dynamic Integrated Framework for Software Process 
       Improvement: Conceptual approach 

Using simulation for process improvement in conjunction with CMM is 
not a new idea. As a matter of fact, Christie5 suggests that CMM is an 
excellent incremental framework to gain experience through process 
simulation. Nevertheless, there are no dynamic frameworks capable of 
helping to achieve higher process maturity. One of the main features of 
the Dynamic Integrated Framework for Software Process Improvement 
(DIFSPI) is that this help is provided throughout the development of the 
whole dynamic framework and not only by using the associated final 
tool. The reason for this is that the benefits that can be gained from the 
utilization of dynamic models within an organization are directly related 
to the knowledge and the empirical information that the organization has 
about its processes. Figure 6 illustrates this idea. It shows the existing 
causal relationships between the maturity level of the organization, the 
utilization of dynamic models and the benefits obtained. 

The positive feedback loop comes to illustrate the causal relationship 
that reinforces the collection of metrics within the organization. The 
metrics collected will be used to calibrate and initialize the dynamic 
models. 

 Lower maturity organizations are characterized by the absence of 
metrics programs and historical databases. In this case, it is necessary to 
begin by identifying the general processes and what information has to 
be collected about them. The questions of what to collect, how often and 
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how accurately have to be answered at this time. The design process of 
dynamic models helps to find an answer to these questions. 

Table 1. Main model testing and evaluation activities27. 

Verification 

Structure 

Dimensional consistency 

Behavior with extreme values 

Problem adequacy 

Behavior 
Parameter sensitivity 

Structure sensitivity 

Validation 

Structure 
Reality check 

Parameter correctness 

Behavior 

Scenario replication 

Extreme condition simulations 

Non-conventional input 

simulations 

Statistical tests 

Evaluation 

Structure 

Size 

Complexity 

Granularity 

Behavior 
Intuitive behavior generation 

Knowledge generation 

 
When developing a dynamic model, one needs to know: a) what it is 
intended to model, b) the scope of the model, and c) what behaviors need 
to be analyzed. 

Once the model has been developed, it needs to be initialized with a 
set of initial conditions in order to execute the runs and obtain the 
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simulated behaviors. These initial conditions customize the model to the 
project and to the organization to be simulated and they are effectively 
implemented by a set of initial parameters. 

It is precisely these parameters that govern the evolution of the model 
runs that answer the above question of what data to collect: the data 
required to initialize and validate the model will be the main components 
of the metrics collection program. Once the components of the metrics 
collection program have been derived, it can be implemented within the 
organization. This process will lead to the formation of a historical 
database. The data gathered can then be used to simulate and empirically 
validate the dynamic model. When the dynamic model has been 
validated, the results of its runs can be used to generate a database. This 
database can be used to perform process improvement analyses. An 
increase in the complexity of the actions for analysis will lead directly to 
an increase in the complexity of the dynamic model required and, 
therefore, to a new metrics collection program for the new simulation 
modules. 

The bottom half of Figure 6 illustrates the effects derived from the 
utilization of dynamic models in the context of process improvement. 
Using dynamic models that have been designed and calibrated according 
to an organization’s data has three important benefits. Firstly, the data 
from the simulation runs can be used to predict the evolution of the 
project. The graphical representations of these data show the evolution of 
the project from a set of initial conditions that have been established by 
the initialization parameters. By analyzing these graphs, organizations 
with a low level of maturity can obtain useful qualitative knowledge 
about the evolution of the project. As the maturity level of the 
organization increases, the knowledge about its processes is also higher 
and the simulation runs can be used as real quantitative estimates. These 
estimates help to predict the future evolution of the project with an 
accuracy that is closely related to the uncertainty of the initial 
parameters. Secondly, it becomes possible to define and experiment with 
different process improvements by analyzing the different simulation 
runs. This capability helps in the decision-making process, as only the 
improvements that yielded the best results will be implemented. 
Moreover, it is noteworthy that these experiments are performed at no 
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cost or risk to the organization, as they use the simulation of scenarios. 
Thirdly, the simulation model can also be used to predict the cost of the 
project; this cost can be referred to the overall cost, or to a hierarchical 
decomposition of the total cost, like, for instance, the cost of quality or 
rework activities. These three benefits are the main factors that lead to 
the achievement of a higher maturity level within an organization 
according to CMM. 

 

Fig. 6. Causal relationships concerning the utilization of dynamic models. 
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requirements to be implemented in a version of the product with the aim 
of meeting the cost estimates or time deadlines. 

Dynamic models are an aid for understanding the integrated nature of 
project management, as they describe it by means of different processes, 
structures, and key interrelationships. 

In the framework proposed here, project management is considered as 
a set of dynamic interrelated processes. Projects are composed of 
processes. Each process is composed of a series of activities designed to 
achieve an objective1. From a general point of view, it could be said that 
projects are composed of processes that fall into one of the following 
categories: 

 
- Management process. This category includes all processes related to 

the description, organization, and control of the project. 
- Engineering process. All processes related to the software product 

specification and development activities fall into this category. 
 
Engineering processes begin to be executed from an initial plan 

performed by the project management processes. Using the information 
gathered about the progress of this second group of processes, project 
management processes determine the modifications that need to be made 
to the plan in order to achieve the project objectives. The proposed 
DIFSPI follows this same classification and is structured to account for 
project management and engineering processes. At both levels, the 
utilization of dynamic models to simulate real processes and to define 
and develop a historical database will be the main feature. 

4.1.   Engineering processes in the DIFSPI  

At this level the dynamic models simulate the life cycle of the software 
product. In low maturity organizations, the amount of information 
required to begin running simulations is relatively small and mainly 
focused on the initial estimations, that is, the estimated size of the project 
and the initial size of the working team. The best dynamic model is 
simulated depending on the paradigm followed to develop the software 
product and the maturity level of the organization. The main paradigms 



M. Ruiz, I. Ramos, M. Toro 

 
40

that can be currently simulated within the framework are the traditional 
waterfall and COTS paradigms. Depending on the chosen paradigm, 
different dynamic modules will be joined in order to create a final and 
fully operational dynamic model. Once the simulation has been run, it 
provides data that are saved in a database. This initial data contains the 
results of the simulation together with a set of initial estimations 
resulting from the computation of the static models. These initial 
estimations establish the baseline for the project, and the simulated data 
obtained represent the dynamic evolution of the project variables 
throughout the whole life cycle. Apart from storing the initial baseline 
and the simulated data, the database contains a third component. This 
third component contains the results of applying some other techniques 
during the simulation of the project, which are oriented towards gaining 
insight into the process under simulation. These techniques, which have 
been integrated with the dynamic modules, are described in section 5. 

As mentioned before, the process of modeling the software process 
requires a good knowledge of the software process itself, and triggers a 
metrics collection program that can then be used to initialize the 
parameters of the model and increment the level of visibility the model 
has of the process. All that has been simulated so far must be put into 
practice. 

After determining the initial estimates and running the simulations to 
establish the initial baseline, it is possible to run different scenarios in 
order to find out what effects different initial values have on the project 
estimates. This reflects, of course, the level of uncertainty that low 
maturity organizations have at the initial stages of a project. When the 
real project begins, the metrics collection program may be applied to 
gather real information about the process. This real data is also saved in 
the database, enabling the development of a historical database. As this 
data becomes available, it is possible to perform analysis and calibrate 
the functions and parameters of the dynamic modules so that their 
accuracy can be improved. Improving the accuracy of the dynamic 
modules may require an improvement in the knowledge we have of the 
software process and, this way, the loop is closed. 

The dynamic models of this level of DIFSPI should follow the levels 
of visibility and knowledge of the engineering processes that 
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organizations have at each maturity level. Obviously the dynamic model 
used in level 1 organizations will not be as complex as the models 
capable of simulating the engineering processes of, for instance, level 4 
organizations. 

4.2.   Management processes in the DIFSPI 

The control modules model and simulate all the activities that determine 
the progress of the project, and make the corrective decisions that are 
required to meet the project objectives. These modules are highly 
important in the design of the process improvements. 

Within the framework, management processes are divided into two 
main categories: 

 
- Planning.  It groups the processes devoted to the design of the initial 

plan and the required modifications when the progress reports 
indicate the appearance of problems. The models of this group 
integrate traditional together with dynamic estimation and planning 
techniques. 

- Control. This group includes all the models designed for monitoring 
and tracking activities. These models will also have the 
responsibility of determining the corrective actions to the project 
plan. Therefore, the simulation of process improvements will be of 
enormous importance. 
 
Figure 7 shows the utilization of DIFSPI at this level. As mentioned 

earlier, the initial baseline for the project is established using the static 
models built within the framework. The dynamic modules that model the 
planning activities performed in the organization not only have 
differential equations to model these activities, but also the equations of 
the traditional static estimation models. To gain useful information from 
these static models, the very same knowledge about the software process 
is needed at this point as is required to use these models.  
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4.3.   Module Architecture 

The approach followed to construct the dynamic models is based on two 
fundamental principles: 

The principle of extensibility of dynamic models. According to this 
principle, different dynamic modules are joined to an initial and basic 
dynamic model. This initial model models the fundamental behavior of a 
software project. Each one of the dynamic modules models each one of 
the key process areas that conforms the step to the next level of maturity. 
These modules can be either “enabled” or “disabled” according to the 
objectives of the project manager or the members of the Software 
Engineering Improvement Group (SEIG).  

The principle of aggregation/decomposition of tasks according to the 
level of abstraction required for the model.  Two levels of 
aggregation/decomposition are used: 

 
▪ Horizontal aggregation/decomposition according to which 

different sequential tasks are aggregated into a unique task with a 
unique schedule. 

▪ Vertical aggregation/decomposition according to which different 
and individual, but interrelated and parallel tasks are considered 
as a unique task with a unique schedule too. 

 
The definition of the right level of aggregation and/or decomposition 

for the tasks mainly affects the modeling of the engineering activities and 
principally depends on the maturity level of the process to be simulated. 

To define the initial dynamic model, the common feedback loops 
among the software projects must be taken into account. The objective of 
this approach is to achieve a generic model avoiding the modeling of 
specific behaviors of concrete organizations, which could limit the 
flexibility of DIFSPI. Data from historical databases described in the 
available literature can be used to initialize the functions and parameters 
of the initial model28.  Figure 7 shows the main structure of the initial 
model. Four dynamic modules are joined together to develop an 
operational model that provides the set of final differential equations to 
generically simulate the software process in low maturity organizations.  
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By replicating some of the equations of the initial model it is possible 
to model the progress to higher maturity levels. The initial model can be 
used to simulate software projects developed in organizations 
progressing to level 2.  

Generally speaking, the software product development process can 
be considered as follows. The number of tasks to be developed is 
determined from an initial estimate of the size of the project. These 
pending tasks become accomplished tasks according to the development 
rate. During this process, errors can be committed. Thus, in accordance 
with the desired quality objective for the project, the quality rate and the 
rework rate are determined. These two rates govern the number of tasks 
that are revised.  

 

 
Fig. 7. Submodules architecture of the initial model. 
 

To model the progress to level 3, the model will make use of a horizontal 
decomposition, creating as many substructures as phases or activities are 
present in the task breakdown structure of the project (analysis, design, 
code and test, in the waterfall paradigm). According to this approach, 
each time a complete model or some part of it is replicated, it will be 
necessary to define the new fixing mechanisms (dynamic modules) for 
the new structures. These mechanisms effectively implement the above-
mentioned principle of aggregation/decomposition. The replication of 
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structures also provides the possibility of replicating the modules related 
to the project management processes. This replication is especially useful 
for high maturity level organizations, which will be able to establish 
process improvement practices for each particular activity of the life 
cycle. 

Having described the approach to the elaboration of the dynamic 
models, this section gives a description of the hierarchical structure of 
the framework presented in this paper. 

Figure 8 illustrates this hierarchy. The dynamic model for level 1 
organizations progressing to level 2 is composed of four main dynamic 
modules, each of them devoted to modeling and simulating each of the 
four main subsystems of the software process: planning, human resource 
management, control, and development activities. These four subsystems 
form an initial dynamic model. This initial model is intended to be used 
in level 1 organizations progressing to level 2.  
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To get a dynamic model to model and simulate the software process of 
level 2 organizations, new dynamic modules are added to the initial 
model. 

Outsourcing management. With this module, it is possible to analyze 
the influence of outsourcing over the life cycle of the project. 

Personnel experience. Although this is not a key process area of 
CMM level 2, the human resource management module of the initial 
model has been enhanced so that it can reflect the influence of the 
experience factor on the progress and the cost of the project.  

Quality assurance. The necessary structures to model and analyze 
the cost and state of the quality assurance activities are implemented in 
this module.  

CMM 2 - 3 
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Fig. 8. Hierarchical structure of the dynamic integrated framework. 
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Requirement management. This module helps to determine the 
impact of requirements variability on software development projects. 

The next step towards the following level of maturity does imply an 
important structural change. This change is determined by the special 
emphasis on the engineering activities that the CMM suggests as of level 
3. While the CMM recommends the development of good planning and 
management practices in the initial levels of maturity, the engineering 
process acquires key importance at level 3. The principle of model 
replication is used to reflect this idea. Thus, to model level 3 
organizations progressing to level 4, the model developed for the 
previous level is replicated as many times as the number of generic 
phases there are in the work breakdown structure of the project. For the 
purpose of this study, the four main characteristic phases of a traditional 
life cycle were considered (analysis, design, code and test). To simulate 
each phase, a complete dynamic model is used. Each of these dynamic 
models can be used, separately, to simulate the whole project in 
organizations with the previous level of maturity. To get all these models 
working together to simulate a higher maturity organization, coupling 
structures need to be defined. These coupling structures must allow inter-
module communication as well as serving as support structures for the 
sharing of information. 

The last model of the hierarchy is made from the model developed 
for the previous level, plus the modules required to model and simulate 
the new key process areas. In this case, the new modules are focused on 
the specific aspects of the key processes of quantitative management and 
software quality management. 

5.   Integrated Techniques 

As mentioned before, our aim was to develop a working environment 
where the simulation of different scenarios can be used to generate the 
simulated database where managers can experiment with different 
process improvements and activities focused on the implementation of 
metrics programs and value analysis. The following techniques and 
methods are currently successfully implemented in DIFSPI: 
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Traditional estimation techniques. Traditional algorithmic estimation 
models have been implemented within this framework with the aim of 
providing an initial baseline for software projects carried out in low 
maturity level organizations 29, 30. 

SEI Core Measures.  Recent studies and experiences highlight the 
benefits of the application of these four core measures to the software life 
cycle. The main aspects of the product and process (quality, time, size 
and cost) are monitored and tracked to facilitate project success and 
higher maturity achievement. Within this framework these four measures 
constitute the basics for both the dynamic models and the graphical 
representation of process performance4. 

Metrel Rules. Given the dynamical nature of the proposed DIFSPI, 
we consider it could be useful to integrate a taxonomy of software 
metrics derived from the needs of users, developers, and management. 
Of all the potential advantages of using this system of metrics, we would 
like to point out the dynamic performance of these metrics, that is, how 
their accuracy, precision, and utility changes throughout a project, the 
life of a product or the strategic plan of an organization. In DIFSPI 
Metrel rules have been used as an efficient method for depicting on one 
graph the information needed for management, staff, and customers to 
view or predict process performance results. We consider that Metrel 
rules are particularly important in the field of software process modeling 
as their application provides a formal procedure for the expansion and 
transformation of models. By employing simple mechanisms like 
derivatives or integration (over time, phases or even projects), a 
mathematical model for one level can be transformed into another for 
another level, providing a simple but powerful extension for the analysis 
processes31. 

CoSQ. The basis for the Cost of Software Quality (CoSQ) is the 
accounting of two kinds of costs: costs that are due to a lack of quality 
and costs that are due to the achievement of quality. We think that CoSQ 
can help not only to justify quality initiatives, but also have a number of 
other benefits. Of these benefits, we would like to point out that CoSQ  
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provides the basics for measuring and comparing the cost effectiveness 
of the quality improvements undertaken by an organization32, 33. 

Earned value analysis. Earned value analysis has been chosen as the 
method for performance measurement as it integrates scope, cost, and 
schedule measures to help managers assess process performance. The 
three main values and the derived efficiency indexes are used in 
combination to provide measures of whether or not work is being 
accomplished as planned. Furthermore, the earned value analysis is used 
to evaluate the performance of different software process improvements 
within DIFSPI34 . 

Statistical process control. Current software process models (CMM, 
SPICE, etc.) strongly recommend the application of statistical control. In 
the framework, Statistical Process Control (SPC) is used to obtain run 
charts and control charts with the aim of helping software managers to 
find an answer to questions such as “How do I know if my software 
development process is under control?” SPC is also used to test the 
capability of the process.  For this purpose, SPC and earned value 
techniques can be merged as Lipke and Jennin35 suggest. 

Data mining. Data mining processes can be used to get useful 
information from the volume of data generated by model simulation. 
Genetic algorithms are fed with the databases resulting from simulations, 
and then executed to obtain management rules to guide the process of 
maturity improvement36.  Machine learning algorithms based on decision 
trees such as C4.537, decision lists such as COGITO38, and association 
rules39 have been used in combination with other algorithms that 
transform the simulation outputs into a labeled database. In this labeled 
database, each record stores information about one simulated scenario 
(parameters and outputs) and a label that helps to classify the success of 
the simulated project in terms of time, cost, and quality. After running 
the machine learning algorithms, a set of management rules is obtained. 
These rules can be expressed graphically or using natural language. The 
information they offer is what the best range for the parameters that the 
algorithm has determined to be the most influential on the success of the 
project should be to meet the objectives of the project. These objectives, 
regarding the three key factors of time, cost, and quality together with the 
labeled databases, constitute the input of the algorithm. 
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6.   Implementation of the Framework 

The conceptual ideas presented above were firstly implemented using 
VemSim® which was used to develop and analyze the different dynamic 
models. However, there are some drawbacks to using this tool. This 
simulation environment provides a crude way of modularization, there is 
no easy way to both overlay objects for abstraction and generate a 
generic sub-model so that it can be instantiated multiple times without 
duplicating effort, and hence there is no scoping mechanism, all the 
elements are global to each other. Like traditional programming 
languages, a mechanism to allow data encapsulation and modularity is 
essential for handling complexity in large and complex models. 
Therefore, the complete framework has been re-engineered using UML 
and JavaTM technology. The purpose of this process was to develop a 
library of classes, each of which represents a simple dynamic module. 
When using this tool, a suitable dynamic model is built from the required 
objects. This way, the abstraction aspect and standardization of the 
interface of these defined modules may be taken to the point that project 
managers could transparently “plug-in” the modules regarding the 
software process improvement they would like to analyze. This approach 
involves putting special effort into the interfacing mechanism of these 
different modules when they are plugged together. 

7.   Example of Usage 

This section contains an example of how the use of this framework can 
help organizations in the field of software process improvement. More 
precisely, the following example studies one of the key process areas of 
CMM level 2: influence of the outsourcing activities on software 
projects. Table 2 shows the initial data for the project. 

 
Table 2: Initial estimates for the project. 
 

Size 20 KLDC 

Number of newly hired engineers 3 engineers 

Number of expert engineers 5 engineers 
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Estimated time 35 months 

Number of outsourced tasks 150 tasks 

Loss of effort due to outsourcing (%) 15% 

Project reduction (%) 5% 

 
Given this initial situation, two different scenarios are simulated. Both of 
them have the same initial data except for outsourcing activities: one of 
the projects does not have any outsourcing activities, while the other one 
does and is driven by the data shown in Table 2. The results obtained 
from the simulation runs are shown in the following subsections. 

 
7.1.1 . Accomplished tasks  
 
Figure 9 shows the evolution of tasks accomplishment in the project. 
First of all, it can be observed that the development rates in both projects 
are of a similar shape. Secondly, the project with outsourcing ends before 
the project without outsourcing. This may be due to the fact that the 
organization with outsourcing is carrying out a project that is smaller in 
size than the project of the organization that is not outsourcing. The 
vertical dotted line shows when the project with outsourcing is 
completed. 
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Fig. 9.  Evolution of the variable Accomplished tasks. 

 
7.1.2 Effort 
 
Figure 10 shows the evolution of the daily effort consumed in the project 
activities. Notice that the effort values, and therefore cost, for the project 
with outsourcing are greater than the values for the project without 
outsourcing.  

These higher costs are justified by the effort that needs to be 
allocated to some activities that are not present in the second project. 
When a project has outsourcing, some effort has to be allocated to 
mainly formal communication activities with the members of the 
outsourced team. This effort allocation leads to the growth of the final 
costs, a feature that has been illustrated by the simulation outputs. 
 

Accomplished tasks 

400

300

200

100

0

0   7  14  21  28  35  42  49 
Time (Months)

Accomplished tasks – Without Outsourcing Tasks
Accomplished tasks – With Outsourcing Tasks



M. Ruiz, I. Ramos, M. Toro 

 
52

Fig. 10. Evolution of the variable Daily effort. 
 

7.1.3.  Quality  
 
Finally, Figures 11 and 12 illustrate the aspects concerning the quality of 
the product under development. The initial quality objective for both 
projects is set as the number of tasks that need to be demonstrated, tested 
and corrected. This percentage is 90% for both projects. Figure 11 shows 
that this percentage is maintained for most of the duration of the 
lifecycle. However, when the final phase of each project is close, the 
percentage of tested tasks diminishes considerably. Nevertheless, the 
project with outsourcing achieves a higher level of final quality. The 
explanation for this result can be found in Figure 12. Figure 12 shows the 
evolution of the error detection rate. It can be observed that the project 
with outsourcing has a much higher error detection rate than the project 
without outsourcing. This behavior may be due to the fact that in the 
project with outsourcing, part of the quality assurance activities is 
performed by the outsourced team. Hence, the volume of 
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tasks that need to be tested, demonstrated and corrected within the 
organization is significantly lower, and this makes it possible to achieve 
higher values in the error detection and correction rates. The increment in 
these rates translates into a higher quality of the final product. 
 

Fig. 11. Evolution of the variable Quality. 

8.  Conclusions and Outlook 

This chapter has focused on software process modeling and simulation 
together with other traditional techniques to help organizations improve 
their maturity level according to CMM. There is an important factor that 
plays a decisive role in the achievement of this improvement. This factor 
is the knowledge that the organization has of its processes. It is in this 
field where the modeling and simulation approach can offer important 
advantages. The first one lies in the actual model building process. A 
model is a mathematical abstraction of a real system. To effectively build 
a simulation model, it is necessary to define what it is intended to model, 
define its scope and identify the rules that govern its behavior. These 
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three activities share a common requirement: knowledge about the real 
system.  Without knowledge, there is no information and, therefore, 
models. According to CMM, without knowledge, it is not possible to 
define the software process and therefore, to improve the maturity level. 
Therefore, as far as process maturity level is concerned, knowledge and 
process improvement go hand in hand.  
 

Fig. 12. Evolution of the variable Error detection rate. 

 
On the other hand, simulation has always been considered as a 

powerful tool in the decision-making area. In this chapter, simulation has 
been proposed not only as a tool to help in the decision-making process, 
but as a factor that helps to design and evaluate process improvements. It 
also promotes simulation modeling and modular model building as an 
approach to automatically trigger the set of metrics that need to be 
collected, since each new dynamic module developed requires its own 
set of initial parameters. These initial parameters required to initialize 
each dynamic module should form part of the metrics collection program 
carried out within the organization. In addition, this new data is not only 
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used in the simulation runs, but also to increase the level of knowledge 
that the organization has of its processes.  

As an example of how to integrate traditional software engineering 
methods with software process simulation modeling, a dynamic 
integrated framework for software process improvement has been 
introduced. This framework can build dynamic software process models 
by means of model abstraction, module construction and reuse. These 
models can then be used to design and evaluate software process 
improvements such as analyzing the impact of the size of the technical 
staff on the main four variables (time, cost, quality, and overall 
workforce) at a level 1 organization40 or evaluating the impact of 
carrying out formal inspection activities in level 3 organizations41. 

Currently, the software process modeling and simulation community 
is working on the application of this technique to the latest aspects of the 
software engineering field, such as updating the framework to work 
according to the CMMi42.  Some remarkable applications are: web-based 
open software development43, open source software evolution44, extreme 
programming45 and COTS-based development46.  
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