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ABSTRACT

Feeding decision support systems with Web information typically 
requires sifting through an unwieldy amount of information that is 
available in human-friendly formats only. Our focus is on a scalable 
proposal to extract information from semi-structured documents 
in a structured format, with an emphasis on it being scalable and 
open. By semi-structured we mean that it must focus on informa-
tion that is rendered using regular formats, not free text; by scal-
able, we mean that the system must require a minimum amount of 
human intervention and it must not be targeted to extracting in-
formation from a particular domain or web site; by open, we mean 
that it must extract as much useful information as possible and not 
be subject to any pre-defined data model. In the literature, there is 
only one open but not scalable proposal, since it requires human 
supervision on a per-domain basis. In this paper, we present a new 
proposal that relies on a number of heuristics to identify patterns 
that are typically used to represent the information in a web docu-
ment. Our experimental results confirm that our proposal is very 
competitive in terms of effectiveness and efficiency.
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1 INTRODUCTION

In the Web, there are many semi-structured documents that pro-
vide information that might help humans make decisions. Infor-
mation extraction techniques are required to analyse those docu-
ments and transform them into structured records that can be fed 
into typical information systems [4, 15, 20]. Nowadays, the web 
information extraction field is evolving towards developing pro-
posals at web scale. A proposal is considered to work at web scale,

when it requires as little user intervention as possible and can ex-
tract information from as many sites as possible.

Typical information extractors are machine-learnt from a set of 
web documents, known as learning set. Many proposals require the 
learning set to be gathered from a single web site and can work 
on documents from that site only; many also require the user to 
annotate the learning set with labels that endow the information 
to be extracted with semantics, known as supervised approaches. 
These supervised approaches are not scalable to the Web because 
they require too much user intervention to annotate the learning 
set. There are some unsupervised proposals that do not require 
the user to annotate the learning set [2, 5, 11, 18]; furthermore, 
they can be applied to a variety of sites and are not bound with 
a pre-defined data model. This makes them quite appealing to ex-
tract information at web scale, but they have an important draw-
back: they focus on extracting the information that varies from a 
document to the rest, but do not take their structure into account. 
In other words, they can extract attributes and group them into 
records without any semantics, but do not attempt to analyse the 
actual structure of the information so that the resulting records 
make sense. For instance, think of a typical item-description ta-
ble in which the first column has labels that endow the values in 
the second column with semantics. The previous proposals discard 
the first column and extract the list of values in the second column 
without a hint label on whether they correspond to different at-
tributes or a single multi-valued attribute; more than that: if an 
attribute is optional and makes the first column of a document dif-
ferent from the rest, they commonly mistake the labels for data 
that is typically returned as a list of values. Simply put: they focus 
on data and forget about their structure and the labels that endow 
them with semantics. The proposals in the field of Open Informa-
tion Extraction attempt to solve the previous problems [7]. Unfor-
tunately, few authors in this field have dealt with the problem in 
the context of semi-structured web documents.

Open Information Extraction is a research field that addresses 
the previous problems. An immense majority of proposals in this 
field focus on web documents in which the information to be ex-
tracted is rendered in natural language passages [1, 6, 21]; they 
typically require the text to be POS tagged in order to identify pat-
terns from which the information of interest can be extracted.

To the best of our knowledge, there has been only one attempt 
to devise an open information extractor for semi-structured doc-
uments [3]. Unfortunately, this proposal requires human effort in 
order to generate an extractor for a new domain or language. It 
is not clear whether it is general enough to be applied to a whole 
domain, instead of a subset of sites from that domain. That is, the 
technique seems to be domain- or site-dependent, which prevents 
it from working at web-scale. Furthermore, it cannot be applied
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to documents with multiple records because it is only intended to 
extract attributes without a structure. It has trouble dealing with 
optional attributes, cannot deal with multi-valued ones and it re-
quires attributes to be fully-contained within the context of a DOM 
node. Nodes that do not appear in at least 50% of the documents 
are discarded, which is a strong assumption, since there are cases 
in which relevant attributes appear in less than a half of the doc-
uments. Last, but not least, it is unclear whether the proposal is 
resilient to changes.

We bet on heuristic-based proposals because they are the closest 
to a truly web scalable proposal since they do not require any learn-
ing phases, data models or schemas, and labelling the information 
that they extract is getting easier thanks to automatic semantic 
typers [19]. In this paper, we present an unsupervised heuristic-
based technique that extracts information building on common 
web representation patterns, which is a term that we use to re-
fer to the typical regular templates used to render information in 
web documents, e.g., an attribute-value table, a variable list, HTML 
meta-information, and so on. Since the heuristics are used to ex-
tract the information instead of using a rule, a learning step is not 
required. Our technique does not require any human intervention 
since it extracts the information as it processes the web documents, 
which makes it appropriate to perform open information extrac-
tion from semi-structured documents at web scale. Furthermore, it 
can make a difference between data themselves and the labels used 
to endow them with semantics.

The rest of this paper is organised as follows: Section 2 describes 
the details of our proposal; Section 3 reports on the results of our 
experiments; finally, Section 4 concludes our work.

2 OUR PROPOSAL
Our proposal works on sets of structurally-similar documents within 
a web site. It applies a number of heuristics that we have com-
piled building on our previous experience at developing several 
web information extractors [8–10, 12, 14, 16–18]. Each heuristic is 
intended to identify a representation pattern. Our heuristics have 
proven to be general enough so as to be applicable to a variety of 
different web sites since they focus on identifying representation 
patterns.

In this section, we first present some preliminary concepts and 
the heuristics themselves; we use the sample book store in Figure 1 
to illustrate our description. We use the JSON format to represent 
the information that is extracted.

2.1 Preliminaries
Definition 2 .1. (Documents and nodes) Documents are character 

strings that adhere to the HTML syntax and can be represented as 
nodes. Given a node n, we denote its number of children as |n |, its 
tag as taд(n), its HTML attributes as attr (n), and its own text as 
ownText(n). The tag path of a node is a path from the root of the 
document to that node.

For instance, Figure 2 depicts a simplified DOM tree from a web 
document. Given node n3, it has |n3 | = 2, taд(n3) = “body”, and 
attr (n3) = {onload 7→ “RunTicker()′′}. The text of n3 is “SQL

Figure 1: A sample document.

<a>

href: /auth-03523.aspx

title: Author details

ownText: Jonathan Gennick

<div>

class: author-details

ownText: by

<h1>

id: book-title

class: fancy-title

ownText: SQL Pocket Guide

<html>

<head>
<body>

onload: RunTicker()

...

n1

n2 n3

n4 n5

n6

Figure 2: A simplified document DOM tree.

Pocket Guide by Jonathan Gennick”, which is obtained by transvers-
ing its children and concatenating their ownText attributes. The
tag path of n6 is html/body/div/a.

Definition 2.2. (Representation pattern) A representation pattern
is the way in which the information to be shown in a document is
formatted and rendered so that it is appealing for users. People
are familiar with these patterns, which provide structural and be-
havioural common features across different sites. In our descrip-
tions, terms “first” and “second” or “left” and “right” must be inter-
preted relative to the direction of writing that is specified in the
corresponding document, i.e., left-to-right or right-to-left.

For instance, one of the most recurrent patterns is the key-value
table. This pattern shows some properties of an item in a table. In
Figure 3, the first column represents the names of the properties
and the second one their values. Each row corresponds to a differ-
ent property of the corresponding item.



Figure 3: A sample key-value table.

Definition 2.3. (Heuristic) A heuristic is a method that helps
identify and/or extract a representation pattern from a document.

For instance, to identify key-value tables one can fetch the tables
with the same tag path and check whether the values in the first
column are quite stable (the keys) and the values in the second
column are not (the values).

Definition 2.4. (Records and attributes) A record instance is a
piece of text that encapsulates the information regarding an entire
item. Record instances might rely on sub-pieces of text with an
atomic structure, namely, attribute instances.

For instance, when extracting information from the document
shown in Figure 1, there is only one record instance, the book,
which is identified as a set of attribute instances such as “Media”,
“Publisher”, or “Language”.

2.2 Extraction heuristics
Information nodes: We align nodes that have the same tag paths

to identify the ones that are likely to carry some useful information,
that is, those that contain information that varies from one docu-
ment to another. These nodes are marked as information nodes, and
their ancestors are marked as child-information nodes.

For instance, let us focus on node n4 from our running example.
We first align this node with the nodes that have the same tag path
in other input documents. Since these nodes render the title of a
book, it is very unlikely that they all are the same; so, this heuristic
labels them all as information; this, in turn, results in the ancestor
nodes being labelled as child-information.

Key-value tables: These tables present some properties of one or
more items. The first column presents the names of the properties,
the second column presents the values of the properties for the first
item, the third column presents the second item, and so on (deal-
ing with the transposed case is trivial). Since the input documents
are structurally similar, we can collect every child-information table
with the same tag path across different documents. Then, we can
compute the variability ratio of the nodes of each column of the
tables as n/k , where n denotes the total number of unique values,
and k denotes the number of values. The interval of the variability
ratio ranges from (0.00− 1.00], so that a value close to 0.00 means
that the information does not vary from one node to another, and
a value close to 1.00 means that the information of the nodes is
highly variable. In a key-value table, the variability ratio of the
first column must be smaller than the variability ratio of the other
columns.

For instance, the key-value table in our running example has
two columns. The variability ratio of the nodes of the first column
of every table with the same tag path must be notably smaller than

the second column, whose values change on every book. The table 
in our example is extracted as {“Media:”: “Paperback Book, 196 pages”, 
“Publisher:”: “O’Reilly Media”, “Language:”: “English”, “Edition:”: “3”}. Note 
that it is very easy to remove the trailing colons to produce more 
natural field names.

Description lists: This structure is modelled using HTML descrip-
tion lists. This heuristic is similar to the previous one since a de-
scription list can be seen as a two-column table in which the terms 
constitute the first column and the descriptions the second column. 
So, it also relies on computing and checking variability ratios. The 
name of a property is identified using dt tags, and their values are 
identified using dd tags.

For instance, the description list in our running example is <dl> 
<dt> Price: </dt> <dd> $ 14.60 </dd> <dt> Ships to: </dt> <dd> United States 
</dd> <dd> Canada </dd> </dl>. It is extracted as {“Price:”: “$ 14.60”, 
“Ships to:”: [“United States”, “Canada”]}, identifying the second prop-
erty as multivalued. Again, the trailing colons can be very easily 
removed.

Global information: There are some nodes that are used to pro-
vide global information of the document, such as title, h1, and meta 
nodes. They typically contain information about more than one 
property, so they are aligned across the documents and split ac-
cording to the set of tokens that does not vary from document to 
document.

For instance, if we extract the title “SQL Pocket Guide by Jonathan 
Gennick - Abebooks.com” from our sample document and “The Call of 
Cthulhu by H. P. Lovecraft -  Abebooks.com” from another document, 
the resulting extraction is [“SQL Pocket Guide”, “Jonathan Gennick”] 
and “[“The Call of Cthulhu”, “H. P. Lovecraft”]” by splitting by the com-
mon tokens and removing them latter. In these case, the tag path 
is used as attribute name.

Breadcrumbs: A breadcrumb is a hint that helps users to keep 
track of their location within a site. The path consists of a sequence 
of hyperlinked words or short phrases that are separated by a glyph, 
plus a final word or short sentence that is not hyperlinked but is 
separated by the same glyph. We identify breadcrumbs by search-
ing for such sequences and requiring the degree of variability of 
the components of the path to increase monotonically from left to 
right.

For instance, in the document shown in Figure 1, the bread-
crumb is extracted as “breadcrumbs”: [“Home”, “Computer Books”, “Pro-
gramming Languages”, “SQL”, “SQL Pocket Guide”]. If we analyse more 
documents of the same site, we find that Home never changes, but 
the remaining components change more often as we move right 
wards.

Multi-valued lists: This structure is used to represent multiple 
values of a property, using HTML tags ol or ul, with values that 
varies across documents.

For instance, the list of prices of the example <ul> <li>$9.95</li> 
<li>$8.96 </li> <li>$8.60</li> </ul> is extracted as [$9.95, $8.96, $8.60].
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Table 1: Effectiveness results.
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Table 2: Statistical analysis.

Remaining information nodes: After the previous heuristics are
applied, some information nodesmay remain. Although this remain-
ing information is not structured according to a representation pat-
tern, it might still be relevant for further analysis. They are ex-
tracted using their CSS selector as their field name and their own
text as their values.

For instance, considering that span nodes were marked as in-
formation nodes after, then <div id=“seller22"> <span>$14.60 </span>
<div><div>Currency:</div> <span>Euro</span></div> is extracted as “gen-
eral”: {“#seller22 span1”: “$14.60”, “#seller22 div span2”: “Euro”}.

3 EXPERIMENTAL RESULTS
Our experiments were performed on an computer with an Intel
Core i7 3.50 GHz processor, 4GiB of RAM, Windows 7 Pro 64 bits,
Java 1.8, and JSoup 1.8.3.

To evaluate our results, we compared our proposal with some
unsupervised information extraction proposals that have beenwidely
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Figure 4: Performance results.

used in the literature for empirical comparison purposes [5, 11, 18].
We ran the information extractors on a validation dataset with 20
sites from the following domains: jobs, cars, real estate, doctors,
conferences,movies, books, and sports.We randomly collected sets
of 30 documents from each site.

Table 1 reports on the effectiveness of the proposals that we
have analysed. To compute precision, recall, and the F1 score, we
applied the proposals to the datasets, which were annotated for
evaluation purposes only. The precision and recall of each site was
computed as the average of the precision and recall of each value
of an attribute that was extracted in each document from a site.
The mean and standard deviation were also computed and they
are shown at the top two rows.

Our first conclusion is that the precision of our proposal is bet-
ter the other proposals. Despite the recall falls in some sites, the F1
score stands out over the results of the other proposals. Since our
proposal is based on a catalogue of heuristics, at the time of per-
forming the experimentation, some representation patterns were
not identified. We are currently working on devising additional
heuristics to identify them so as to expand our catalogue and sup-
port other representation patterns.

To support that the differences that we found are statistically
significant, we performed a statistical analysis [13]. We conducted
a Shapiro-Wilk test on precision, recall, and the F1 score at the
standard significance level α = 0.05 and we found that none of
them behaves normally. As a conclusion, We then have to resort to
non-parametric analysis techniques, namely: a) compute the rank
of each proposal from the evaluation results; b) determine whether
the differences in ranks are significant or not using the well known
Iman-Davenport’s test; c) if the differences are significant, com-
pute the statistical ranking using Bergmann-Hommel’s test on ev-
ery pair of techniques. The results are shown in Table 2. Note that
there are significant differences between precision and F1 score,
since the p-value does not exceed α so we can claim that we have
not found any evidences to refute the hypothesis that our proposal
ranks the first one regarding these measures. Despite our recall is
smaller than the ones of the surveyed proposals, there is not a sta-
tistically significant difference regarding it, so there is no evidence
that contradicts the hypothesis that our proposal is comparable to
the others in terms of recall.



To measure the efficiency of  ou r proposal, we  applied it  to  a 
collection of 500 documents from the book domain. Starting with 
50 documents, we increased the number of documents by 100 up 
to 500. The performance results are shown in Figure 4. Note that 
it performs linearly in the number of documents to be analysed.

In practice, our results suggest that our proposal can be used to 
extract information from semi-structured documents at web scale 
with good precision and recall, since it scales in a linear manner.

4 CONCLUSIONS
In this paper, we have presented an information extractor that is 
based on web representation patterns, which are used to display 
contents in a semi-structured manner in typical web documents. 
This proposal is unsupervised, web scalable and open, since it does 
not require any human supervision, it is not bound with any web 
site or domain, and it does not require a data model to extract the 
information in a structured way. Our experimental results confirm 
that our proposal is very promising regarding both effectiveness 
and efficiency.

During our experimentation, we found a number of additional 
web representation patterns for which we have to develop new 
heuristics in future, namely: improving the quality of the extrac-
tions by using pre-processing heuristics to polish, and homogenise 
the input documents, removing ads by using ad blocker filters and 
identifying structures which are not tables but are rendered as so.
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