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ABSTRACT The modeling and management of business processes often leads to the definition of several
variants of the same process. This variability can be reflected in different process perspectives such as
control-flow, data, resources or performance. The management of process variants can be a laborious,
time-consuming and error-prone task since they require a high coordination in the management of each
variant and in most cases this management is done manually. For this reason, many proposals have been
developed to deal with the variability of business processes. However, none of them covers in detail
the variability in the performance perspective, which is concerned with the definition of performance
requirements usually specified as a set of Process Performance Indicators (PPIs). This variability can be
reflected in the form of repetitive and redundant PPI definitions, and can lead to errors and inconsistencies
in PPI definitions. To address this problem, in this article we propose a detailed PPI variability classification
and a formalization of how PPIs can be modeled together with the variability of other process perspectives.
To this end, we considered variability management approaches, called by restriction and by extension, and
we illustrated our proposal by integrating it with existing variability modeling languages. An evaluation
conducted in two scenarios shows the feasibility and usefulness of our proposal.

INDEX TERMS Business process, performance indicators, performance management, PPIs, process per-
formance, variability management and modeling.

I. INTRODUCTION
The definition and modeling of business processes may vary
slightly from one context to another within an organization,
for example, to adapt to new requirements [1] and busi-
ness strategies [2], by regulations in different countries or
regions [3] and/or to reflect new resource allocations and
responsibilities [2].

In general, variability has been defined as the ability to
change or customize a system to make a set of changes
easier [4] and as the ability of software and artifacts ‘‘to be
extended, changed, customized or configured in a specific
context’’ [5]. Variability modeling techniques help under-
stand and define the commonalities and variations between
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software product lines [6]. In the context of business pro-
cesses, each variation of a given process is called a business
process variant, hereinafter, variant for short. Process models
can exist as collections of different variants [7]–[9] that share
a common base structure and some strategic and business
goals. This variability has an impact on the time and cost
spent for the modeling and maintenance of business pro-
cesses, promotes the reuse of portion of process models, and
it also has an impact on process management quality, because
it helps manage redundancies and inconsistencies [10]. The
set of variants of the same process is known as a business
process family, hereinafter process family [1], [11].

Often variability is not modeled and managed in a specific
way, but each variant is modeled either as a separate pro-
cess, or as a set of conditional branches [12]. Both modeling
alternatives result in process models that are more complex

VOLUME 9, 2021 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 111683

https://orcid.org/0000-0001-7943-276X
https://orcid.org/0000-0003-3089-4431
https://orcid.org/0000-0003-1575-406X
https://orcid.org/0000-0001-9827-1834
https://orcid.org/0000-0002-2507-5776


B. Estrada-Torres et al.: Modeling Variability in Performance Perspective of Business Processes

to manage, require more resources for their management,
and are more prone to errors. Those process models some-
times contain a high level of redundancy, inconsistency or
outdated information [12], [13]. To address this problem,
several techniques to model business process variability have
been proposed in the last decade [9]. They are aimed at
avoiding duplication and redundancy of information through
the reuse of some parts of the process model, by identifying
its common parts and modeling a business process block
only once, thus reducing design time and model maintenance
time [14]. The idea, then, is to define a single model, from
which each variant can be derived using certain transfor-
mations. This can be carried out in two ways: by extension
or by restriction, depending on whether the behavior of a
unified process model is extended or restricted to suit the
requirements of each particular variant [9]. These propos-
als cover different perspectives of business process variabil-
ity [9]. One of the most studied perspectives is the one related
to control-flow, where a number of works exist that address
how to model process families that present variability in this
perspective [12], [15]–[19]. Other approaches related to vari-
ability in resources and data (objects) perspectives have also
been proposed [9], [19]–[21].

The performance perspective of business processes, how-
ever, has been disregarded up to date and, as far as we know,
there are not solid proposals that address variability in it. This
perspective is concerned with the definition of performance
requirements addressing different performance dimensions
such as time, cost and quality [22], and it is usually expressed
as a set of Process Performance Indicators (PPIs). PPIs are
quantifiable metrics that allow the evaluation of efficiency
and effectiveness of business processes and can be measured
using data generated within the process [23]. They also allow
the analysis of whether the objectives of an organization
are met and help the decision making within the organi-
zation. The modeling of PPIs seeks to provide structures
and notations that allow the user to define, in a complete,
understandable, verifiable and unambiguous way, how the
performance of the processes will be measured [24]. Like
other perspectives of business processes, the performance
perspective is also susceptible to variability [25]. The lack
of a mechanism to manage the variability of the performance
perspective means that, for instance, if a PPI is defined on all
or some variants, the PPI has to be modeled and managed
individually for each variant in which it is defined, although
for all those variants the PPI might share their attributes or
characteristics. Therefore, as it happens with the other per-
spectives, the management of such PPIs become a repetitive,
laborious and error-prone task.

The goal of this article is to provide mechanisms to manage
the variability of PPIs together with the other perspectives of
business processes. To help guide our research, we formu-
lated the following three research questions:

RQ1 What types of variability should be taken into
account in the performance measurement of a busi-
ness process?

RQ2 How can the variability of the business process
performance perspective be modeled?

RQ3 How can the existing techniques for modeling PPIs
be integrated with current alternatives for variabil-
ity management?

To answer these research questions, we followed the prin-
ciples of the design science research methodology described
in [26]. Specific actions taken are described in Section IV.

This article extends a previous work [25]. In it, we intro-
duced (i) the classification of the different types of vari-
ability identified in the performance perspective, which we
called dimensions of change. We (ii) provided a preliminary
extension of a metamodel used for PPIs modeling, called
PPINOT [23]. Based on this extension, we proposed the
first approach to the definition of variability from a perfor-
mance perspective. However, that extension was limited to
variability by restriction and could not be used together with
any existing variability management approach. In our current
proposal, we extended this previous approach in the following
ways:
i We redefined and expanded a formalization to reflect in
more detail how PPI variability can be modeled taking
into account the relationship between PPI variability and
other process perspectives such as control-flow.

ii We reformulated the variability modeling using the two
existing approaches to variability management, variabil-
ity by restriction and by extension. This is performed by
means of the extension and integration of the PPINOT
metamodel together with two well-known proposals for
each of the two aforementioned approaches for the vari-
ability management: C-iEPC [21] (by restriction) and
PROVOP [3] (by extension). Furthermore, for each of
the approaches, we formalized how variants are derived
from the variability model and define the conditions that
the variability model must meet to obtain syntactically
correct variants.

iii We expanded andmodified the evaluation of the proposal.
This article reports on an evaluation that involves two
scenarios: a set of measures and PPIs defined in the
SCOR model and the IT incident management process
of a public organization in Spain. In both cases, we ana-
lyze the feasibility and applicability of the dimensions
of change and show how our approach can be success-
fully used to model the variability that is present in the
PPIs defined in those scenarios.

The remainder of this paper is structured as follows.
Section II describes the main concepts related to variabil-
ity in business processes and PPIs, and the related work
in those areas. Section III introduces our motivating sce-
nario. Section IV presents the research method followed.
Section V describes the kinds of variability identified and
the dimensions of change proposed. Section VI formally
defines PPINOT as the basis for variability extensions.
Section VII describes the PPINOT extension considering two
types of variabilitymanagement: variability by restriction and
by extension. The evaluation of the proposal based on
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two variability scenarios is described in Section VIII. A brief
discussion is presented in Section IX. Finally, Section X
outlines conclusions and discusses future work.

II. BACKGROUND AND RELATED WORK
This section introduces the main concepts and related work
regarding variability in business processes and PPIs.

A. VARIABILITY IN BUSINESS PROCESSES
The cause of variability can be linked to organizational
questions such as [7]: How is each variant imple-
mented? (Operational variation); When do organizations
produce/offer several products if its execution depends on the
product to be provided? (Product/service variation);Where is
the process applied? (Market variation);Who is the company
dealing with? (Customer and stakeholders variability); and
When is the process executed and if is it influenced by
external factors? (Time variation). Regardless of the causes of
variability, when it is not explicitly managed, each variation
in the process is represented as an independent process
model; thus ensuring the representation of all information, but
generating a large amount of models, redundant information
and making future adaptations difficult. When repositories
have hundreds or thousands of process models, similarity
measures, such as those discussed and proposed in [27], [28],
can be useful to measure conformance between reference and
actual models, to identify similar models in a repository or to
locate those models that conform to a given specification.

The lack of control over multiple variants usually causes
an increase of the time required to design, configure and
modify each variant, and may introduce errors from their
definitions to the evaluation of its performance [12], [13].
To deal with these issues, many approaches have been pro-
posed to manage variability in business processes. Most
of them focus on the design and analysis phase of the
business process lifecycle [29]. They are aimed at avoid-
ing duplication and redundancy of information through the
reuse of some parts of the process control flow, by iden-
tifying the common parts of the flow and modeling them
only once, thus reducing design time and model maintenance
time [14].

There are two ways of approaching the modeling of the
variability of business processes [9]. In the first one, each
variant is modeled separately from another, which can lead
to redundancies and inconsistencies due to the information
shared by the variants. The second way is the definition
of a single model, from which each variant can be derived
using certain transformations; this generates fewer models,
but they are often more complex and more difficult to under-
stand. Within the second option, variability management can
be carried out in two ways: by extension or by restriction,
depending on whether the behavior of a unified process
model is extended or restricted to meet the requirements of
each particular variant [9].

For managing variability by extension, a customizable
process model represents the most common behavior or the

behavior that is shared by most variants and then its behav-
ior is expanded to meet the requirements of each variant.
Examples of modeling languages to manage variability by
extension are PROVOP [3], [15] and Business Process Fam-
ily Model (BPFM) [8], [16]; the former can be used with
any business process modeling language, while the latter is
specific for UML Activity Diagrams. Those proposals, like
most of the approaches in this category, also allow restric-
tions on the behavior of the model. For managing variabil-
ity by restriction, a customizable process model is called
configurable process model and contains the behavior of
all variants. The customization and derivation of a variant
is made by restricting the behavior of the customizable pro-
cess model. C-EPC [18], C-iEPC [9], [21], PESOA [19]
or Feature Model Composition [20] are examples of busi-
ness process modeling languages for managing variability by
restriction.Many of these variabilitymanagement approaches
can be used in conjunction with different business process
modeling languages. For example, PESOA can be applied
over UMLADs or with BPMN; ADOM [30] can be used with
UML ADs, EPCs or with BPMN [31]; and BPMN* [32] and
BPMNext [33], which are considered extensions of BPMN
formodeling variability. Along the same lines, the proposal of
CommonVariability Language (CVL) [34] allows expressing
variability in a language independently of the base modeling
language. Although CVL was not intended exclusively for
process variability, approaches such as those described in [35]
and [36] combine BPMN with CVL.

Despite the wide variety of approaches to manage process
variability from a control-flow [12], [15]–[19], data [9], [20],
[21] or resource perspective [9], [19]–[21], the performance
perspective remains disregarded. However, we consider that
the benefits derived from these approaches, such as reuse in
the definition of process models and coordinated variabil-
ity management, could also be applied to the performance
perspective.

B. PROCESS PERFORMANCE INDICATORS AND THEIR
VARIABILITY MANAGEMENT
Although a business process may change from one context of
implementation to another, the way in which its performance
is measured can be standardized [37]. Several frameworks
and notations have addressed the definition and management
of PPIs and performance measures [23], [24], [38]–[43].

PPIs are defined by means of a set of attributes that specify
relevant information to establish what and how tomeasure the
process performance [23], [41]. The most relevant and recur-
rent attributes that represent a PPI are the generic attributes
required to identify the PPI, a set of attributes to relate the PPI
to the process and its objectives, and other attributes focused
on defining how the PPI is calculated. There is a wide variety
of approaches, techniques and tools for measuring process
performance, but no solid proposal has been found to address
variability from the performance perspective.

The proposal presented in [44] describes an industrial case
study on the variability of the calculation of performance
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FIGURE 1. Example of a PPI definition modeled using Visual PPINOT.

indicators in the business process families of a public water
distribution agency. The authors propose to extend the BPFM
notation [8] to model and support variations in KPIs. That
proposal was extended in [45], where a tree model of PPIs
variability is proposed as an extension of the BPFM model.
The tree is defined using a PPI reference model and defining
a series of variants related associated with certain constraints.
In this approach, ‘‘a family of PPIs refers to the calculation
variability of a set of PPIs sharing a certain number of oper-
ators’’, however, it does not specify what is the relationship
between values of the indicator attributes and the PPI variabil-
ity. Our proposal, besides taking into account the variability
of PPIs and reflecting its traceability with the process or
process family where it is defined, it also provides a detailed
structure that allows the variability modeling considering the
different PPI attributes. Another advantage of our proposal is
that it is not tied to a single modeling approach, but rather
we provide a formal structure that can be used and integrated
along with a wide variety of existing process variability mod-
eling approaches and allows for variability management by
both restriction and extension.

Two other proposals, [46] and [47], also discuss concepts
related to variability and indicators, however, in those sce-
narios variability is not addressed from the point of view
of business processes. In both proposals the indicators are
defined taking into account some PPI attributes such as the
goals or the measure to calculate the PPI. However, both
proposals lack a solid and detailed structure on which to build
the indicators in a clear and unambiguous way.

C. INTRODUCTION TO PPINOT
PPINOT is a metamodel that allows the definition of perfor-
mance models composed of a set of PPIs [23]. In PPINOT,
a PPI is defined by means of a set of attributes namely,
an identifier, a descriptive name, a process in which the
PPI is defined, a set of goals indicating the relevance of
the PPI, a measure definition that specifies how to calculate
the PPI, a target value to be reached indicating the fulfillment
of the previously defined goals, the scope that is used to

define the subset of instances to be considered to calculate
the PPI value, a human resource responsible for the PPI, and
human resources to be informed about the PPI.

Figure 1 shows a PPI definition example using the graph-
ical notation of Visual PPINOT [42]. The PPI RS.3.51 is
defined over the SCOR process Deliver Stock Product. This
PPI is calculated as the average of the cycle time between the
start and the end of the execution of the task D1.11 - Load
Vehicle and Generate Shipping Documents. The expected
value for the PPI must be lower than or equals to 4 hours,
calculated monthly over all instances (scope).

PPINOT provides a wide variety of measures, namely:
(i) Base Measures represent a single-instance measure that
can be instantiated as one of four types: Time Measures
calculate the duration of time between two time instants;
Count Measures indicate the number of times something
happens; State Condition Measures evaluate the fulfillment
of certain condition in a process instance; andData Measures
measure the value of a certain attribute of a data object.
(ii) Aggregated Measures is the second type, which are
defined by aggregating one of the base measures applied to
several process instances; and (iii) Derived Measures rep-
resent either a single-instance or a multi-instance measure
whose value is obtained by calculating a mathematical func-
tion over other measures. The traceability between mea-
sures and business process elements (i.e., tasks, events, data
objects) is kept by means of Conditions that indicate how
and when to take values from the process, and Data Content
Selections to obtain an attribute of a data object. More specif-
ically, a Time measure requires two conditions to indicate
the start (from) and end (to) points of the measurement; a
Count measure needs a when condition that indicates the
point when something happens and should be measured; a
State condition measure uses a meets condition to indicate
the condition whose fulfillment is beingmeasured; and a Data
measure uses ameasuresData condition to select the attribute
of the data object that is being measured.

Figure 2 shows the PPINOT metamodel [23], which repre-
sents the concepts described above. In this article, we decided
to use PPINOT for illustrating and modeling variability in
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FIGURE 2. The PPINOT metamodel. Image based on [23].

the modeling of PPIs because, as described in the analysis
presented in [23], PPINOT is highly expressive, allows
PPI definitions in an unambiguous and complete way and
facilitates traceability between business process elements
and PPIs. In addition, PPINOT provides two notations for
modeling PPIs. One is a template based notation and lin-
guistic patterns [48] that provide pre-written sentences and
placeholders to be filled in, to facilitate the definition of PPIs.
The second notation is Visual PPINOT [42], a graphical
notation that provides icons for the definition of PPIs and its
measures, as well as its connections with the process model.
In addition to the above, PPINOT also facilitates the auto-
matic calculation of PPIs and their subsequent management.
This proposal is not limited to the use of PPINOT, but can be
applied to other performance indicator modeling proposals.

III. MOTIVATING SCENARIO
The definition of business processes is usually derived from
the strategic lines and goals of each company. However,
some organizations have taken initiatives to propose general
recommendations that can be used or adapted to different
scenarios.

The Supply ChainOperation Referencemodel (SCOR) [49]
is a reference model for evaluating and comparing supply
chain activities and performance that enables users to address,
improve, and communicate supply chain management

practices within and between all company stakeholders [50].
We focused on two elements of its structure: processes
and measure definitions (called metrics, in SCOR). SCOR
processes identify a set of unique activities within a sup-
ply chain. These activities are described at a high level of
abstraction since the implementation of processes requires
internal and specific definitions of the activities of each
organization, which are out of the scope of SCOR. SCOR
measure definitions are defined as a standard for measuring
the process performance. These measures are classified into
5 categories: Reliability (RL), Responsiveness (RS), Agility
(AG), Costs (CO) and Asset Management (AM). In this arti-
cle, we provide examples of RS, but the concepts presented
could be applied to any type of SCOR measure.

Due to its structure and the definition of its compo-
nents, SCOR processes have intrinsic variability. Deliver
process (D), for instance, is defined as the processes associ-
ated with performing customer-facing order management and
order fulfillment activities. It can be implemented in four dif-
ferent ways depending on the selected strategy: D1-Stocked
Product (variant PV-1), D2-Make to Order Product (variant
PV-2), D3-Engineering to Order Product (variant PV-3) and
D4-Retail Product (variant PV-4). Although they pursue the
same goal, the way to achieve it differs from strategy to
strategy. PV-2 varies in 13% with respect to activities defined
for PV-1; PV-3 differs in 33% and PV-4 differs in its entirety
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FIGURE 3. Three variants of the Deliver SCOR process. The shaded activities are common to all variants. The dashed lines indicate the number of
measures (process values) required to calculate the PPIs.

from PV-1. For simplicity, we only focus on the three first
variants, which are shown in Fig. 3, because D-4 is totally
different from the other variants.
Variability is also reflected in SCOR through its measure

definitions, (i) due to their dependence on the process
control-flow in which they are defined or (ii) by specific
requirements of the measures defined for each variant. Mea-
sures like RS.3.120 Schedule Installation Cycle Time1 reflect
the first case. The measure is defined only in one vari-
ant, because it is connected to the task D3.4 - Schedule
Installation that only appears in PV-3. The second case is
shown in measures that vary regarding the required compo-
nents to calculate its value. For example, measure RS.2.3,
named Deliver Cycle Time, is calculated differently in each
variant where it is defined. The measure requires 9 time
values in PV-1, 10 time values in PV-2 and 12 time values
in PV-3.

1In this article we use the same measures indicators used in the SCOR
model

Managing this variability could have a significant impact
in the effort of modeling and maintaining the PPIs of a SCOR
process. In SCOR, for example, process Deliver defines
100 measures for PV-1, 96 measures for PV-2, and 96 mea-
sures for PV-3. Almost half of them are repeated for all or
several variants. To model them, it would be necessary to
independently model the PPIs of each variant, making it a
endeavouring task. Furthermore, if a PPI definition changes,
it would require the modification of each and any vari-
ant involved, which threatens the PPI integrity through all
variants, because some PPIs might be disregarded and not
consequently updated, becoming obsolete or inconsistent.
If these errors go undetected, they may be carried over the
entire process lifecycle. This can lead to new trouble spots,
such as poor monitoring of PPIs and inaccurate information
collection that could eventually lead to a misguided decision
making.

In summary, modeling variability of PPIs could bring simi-
lar advantages than modeling variability in the other business
process perspectives. Consequently, new techniques and tools
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for the definition of PPIs that allow the management of
variability in the performance perspective need to be devised.
Furthermore, since the variability of PPIs is closely related
to the variability of the activities and control-flow of the
process, it is convenient that the techniques developed for
variability management of PPIs can be integrated to those
designed to manage the variability of the other perspectives
of the business process.

IV. METHOD
Given the scenario described above and the potential pitfalls
identified, and with the aim of answering the research ques-
tions introduced Section I, we followed the principles of the
design science researchmethodology described in [26]. In our
research, the different phases consisted of:
• Problem identification andmotivation phase. This phase
consists of two parts. First, in conducting the litera-
ture review, we found that there is a wide variety of
approaches that highlight the need to manage business
process variability. They mostly address the variability
management of control-flow, resources, or data, but we
identified that the performance perspective has been dis-
regarded to date. Based on the literature analyzed, it was
identified that there is variability in the performance
perspective but also a lack of techniques to facilitate
its management. In addition to the literature review,
we also identified actual scenarios in which variability
is present in both control-flow and performance perspec-
tive. In these cases, variability is not treated in a special
way, so it may suffer from problems of redundancy and
inconsistencies mentioned above.

• The objective of the solution is to provide a mechanism
that allows the modeling of several cases of variability
related to PPIs together with the variability of the other
perspectives of a business process.

• The design and development phase includes the design
and development of an artifact that contains the con-
cepts and restrictions required to model PPIs, taking into
account the different types of variability, the notations
that facilitate its modeling, and techniques to integrate
it to other proposals. This is an iterative phase in which
the resulting artifact is a metamodel for the definition
of PPIs and the variability associated with them. The
metamodel is not built from scratch, but is based on
an existing PPI modeling approach, PPINOT. A for-
mal definition reflecting the elements and constraints
described by the metamodel is defined and provided.
Furthermore, we detail how variants are derived from
a PPI variability model and define the conditions that
the variability model must meet to obtain syntactically
correct variants.

• In the demonstration phase, the proposal for modeling
PPIs was integrated with two business process mod-
eling languages capable of managing business process
control-flow variability: one that manages variability by
extension and the other one by restriction. To select

the modeling languages to be integrated, we relied on
the study presented in [9], which describes a large set
of variability management approaches. We selected the
two approaches most cited in that study, one for the
management by restriction, C-iEPC, and the other for
the management by extension, PROVOP. To demon-
strate the applicability of our proposal, we extended the
graphical notation of PPINOT with the variability con-
cepts identified and we used it in conjunction with the
extended graphical notations of PROVOP and C-iEPC
in examples of modeling variability in the control-flow
and the performance perspective of business processes.
In this way, it is shown the flexibility of the proposal to
be adapted and integrated with other modeling proposals
and its independence from the modeling language used.

• Finally, in the evaluation phase, an exploratory case
study was conducted. Two scenarios were analyzed
addressing the modeling of SCOR processes and mea-
sures, and PPIs of the IT incident management process
in a Spanish public organization. The case study sought
to assess the feasibility and usefulness of the proposal to
model PPIs on process families.

V. DEFINING VARIABILITY IN PPIs
Despite the studies related to variability in PPIs, we did not
find a definition of when one PPI is a variant of another
and when it is considered a new PPI. To clarify this concept,
we based on the literature related to variability modeling in
business process in general, and in PPI definitions in particu-
lar, to identify and define the different characteristics that can
make a PPI vary. As a result of this analysis, in our approach,
given a process family and a set of PPIs that have the same
business goals, we consider a PPI is a variant of another PPI
when:
i. the PPI is defined in the same way for some of the
variants of the process family, that is, the values of its
attributes are the same for all variants to which it applies,
but the PPI is not defined for all variants (DimC-1).

ii. at least one of the values of its attributes changes from
one variant to another regardless of whether the PPI is
defined for all or just several variants (DimC-2).

We call these two characteristics dimensions of change in
PPI definitions. As shown in Fig. 4, four subdimensions are
derived from DimC-2, one associated with each attribute that
can vary in a PPI definition. In addition, other two subdi-
mensions are derived fromDimC-2.M (Measure) (see Fig. 4).
We provide further details on this in the following.

Let us suppose a process family that consists of two ormore
variants. If a PPI is defined for all those variants and all its
attributes are set with the same values for all variants, there
is no variability. Instead, if a PPI is defined in some of the
variants of the business process, but not for all of them, we are
representing the variability expressed by DimC-1, regardless
of whether their attributes change or not. In the example
shown in Fig. 3, if we assume a process family consisting
of PV-1, PV-2, and PV-3, the PPI RS.3.51 has no variability
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FIGURE 4. Dimensions of change related to PPI definitions.

according to DimC-1 because it appears in all variants of the
process family. The PPI RS.3.120, however, has variability
according to DimC-1.

In addition, a PPI may also vary depending on the changes
applied to the value of one or more of its attributes, which
is related to the definition of the DimC-2. In Section II-B,
we mentioned the attributes of a PPI. Here we list the
cases where PPI variability can happen, considering that
a PPI varies if at least one of the following attributes changes:
• Target (T) changes when the target value to be reached
changes. PPIRS.3.51 of our scenario calculates the cycle
time of the task where it is defined. The target value for
PPI RS.3.51 could be defined as<= 3,5 hours for PV-1,
<= 4, 2 hours for PV-2 and <= 4, 5 hours for PV-3.

• Scope (S) changes when the set of instances to be eval-
uated changes. For example, if we have one variant that
applies during weekdays and another one that applies in
weekends (e.g., due to limited availability of resources
during weekends), we might define two variants of the
same PPI, one that evaluates instances that occur on
weekdays, and another one that evaluates those that
occur on weekends.

• Human resources (HR) may change by two attributes:
responsible and informed. For example, depending on
the variant where the PPI is defined, the person respon-
sible for the PPI or the persons informed about it might
change.

• Measure definition (M) is a complex attribute through
which a PPI is calculated. In this case, there are two
subdimensions of change, one related to the measure
definition itself and another one related to the relation-
ship with the business process.

• DimC-2.M1: A measure definition is calculated in the
same way, but its definition may vary depending only
on the business process element to which it is connected.
For example, those that provide the information required
to compute the PPI value.

• DimC-2.M2: A measure definition changes the way in
which it is calculated.

DimC-2.M1 occurs when a PPI is connected to a business
process element such as a task, that is not available for all
variants, or when for certain variants, the PPI has to be

defined over a different task for some reason. An example
of DimC-2.M1 is the PPI defined over the SCOR measure
RS.3.51 - Load Product &Generate Shipping Documentation
Cycle Time, which is defined in the Deliver process over
task 11. In PV-1, this PPI is computed over taskD1.11 - Load
Vehicle & Generate Shipping Documents, but in PV-2 and
PV-3 this task is not available (See Fig. 3). For this reason
the same PPI is defined over an equivalent task, D2.11,
D3.11 - Load Product & Generate Shipping Documents.

An example of DimC-2.M2 is the RS.2.3 - Deliver Cycle
Time measure definition (see Fig. 3) that is defined in PV-1,
PV-2 and PV-3, but in each variant that measure requires
different information: 9, 10 and 12 time values calculated
over different activities in each variant, respectively.

VI. FORMAL DEFINITION OF PPINOT
The PPINOT metamodel [23] allows the definition of a per-
formance model as a set of PPIs. In this section, we formally
describe the PPINOT components that will later be adapted
to take into account the dimensions of change related to vari-
ability. In this way, we also seek to avoid possible incomplete,
vague or confusing definitions of PPIs, and to be able to adapt
this proposal to different contexts and scenarios.

To formally define a PPINOT performance model, we first
formalize the concept ofCondition, which is the link between
the performance model and the other elements of a business
process.
Definition 1 (Condition): Let bp be a business pro-

cess, A be a not empty set of activities for bp,
SA be a set of activity states of A, D be a finite set of data
objects for bp, SD be a finite set of data object states of D,
AD be a non-empty set of data object attributes of D, E be a
non-empty set of events for bp, SE be a set of event states of
E . Cbp = A×SA∪D×SD ∪E×SE is the set of all possible
Conditions that can be defined over bp.
For example, a condition C = (ActivityA, active) repre-

sents the moment when activity ActivityA becomes active in
a given running instance.

Now, a PPINOT performance model can be defined as
follows.
Definition 2 (PPINOT Performance Model): Let bp be a

business process, Cbp be the set of all possible conditions
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FIGURE 5. Example of PPINOT and its relationship with the formal definition.

defined over bp, S be the set of scopes that can be defined for
a PPI, T be the set of targets that can be defined for a PPI,HR
be the set of human resources that can be related to the PPI,
M = {time, count, state, data, agg, der} be the set of types
of measure definitions that can be defined, B be the business
schedule used to compute time measures (e.g., from 9 to 5,
or 24 hours), Fagg = {MIN ,MAX ,AVG, SUM , . . .} be a set
of aggregation functions. A performance model PM over S,
T , HR, Cbp, M and Fagg is a tuple PM = (P,M ,LP,LM ),
where:
• P is the set of process performance indicators of a bp;
• M is a set of measure definitions;
• LP = sco∪tar∪res∪inf ∪mes is the set of links between
a PPI p ∈ P and its attributes, where:
– sco ⊆ P × S is the set of scope links assigned to

each PPI;
– tar ⊆ P × T is the set of target links assigned to

each PPI;
– res ⊆ P×HR is the set of human resource links to

indicate the person responsible of the PPI;
– inf ⊆ P × P(HR) is the set of human resource

links to indicate the people informed about the PPI,
where P(HR) is the power set ofHR;

– mes ⊆ P × M is the set of links with the measure
that defines each PPI;

• LM = τ ∪ cond ∪ data ∪ agg ∪ cyclic ∪ cal ∪ uses
is the set of links between measure definitions and its
attributes, where:
– τ ⊆ M × M is a set that maps each measure

definition m ∈ M with its type M. We use Mx ,
where x ∈ M to refer to the subset of measures
with type x: Mx = {m ∈ M |(m, x) ∈ τ }.

– cond = from ∪ to ∪ when ∪ meets is a set of links
among measures and conditions, where:
∗ from ⊆ Mtime× C: set of links to time conditions

of from type;
∗ to ⊆ Mtime× C: set of links to time conditions of
to type;

∗ when ⊆ Mcount × C: set of links to time condi-
tions of when type;

∗ meets ⊆ Mstate × C: set of links to state condi-
tions of meets type;

– data ⊆ Mdata×D×SD ×AD is the set of links to
data conditions;

– cyclic ⊆ Mtime × ({linear} ∪Fagg) is the specifica-
tion of whether the time measure is linear or cyclic,
in which case the aggregation function is specified;

– cal ⊆ Mtime×B is the specification of the schedule
of the business hours used to compute time mea-
sures. For instance, a schedule of 9 to 5 means that
only the time between these two hours is computed
in the time measure (e.g., each day computes only
as 8 hours instead of 24 hours.)

– agg ⊆ Magg × (Mtime ∪Mcount ∪Mstate ∪Mdata ∪

Mder ) × Fagg is a set that maps each aggregated
measure with the measure that it aggregates and the
aggregation function used;

– uses ⊆ Mder × (N→ M )× F , where (N→ M ) is
a sequence 〈mdn〉 of the elements of M involved in
the definition of the derived measure, and F is the
set of all possible functions that could be applied on
any sequence of measures inM .

PPI RS.3.51 shown in Fig. 3 has variability according to
DimC-2.M1 since the element of the process where it is
defined (task) changes depending on the variant. Taking as
an example this PPI, and assuming that it is calculated as the
average of the instances (Fagg) occurring during one month
(scope), with a target value of ‘‘less than or equal to 4 hours’’,
Fig. 5 shows the relationship between the modeling of the PPI
using Visual PPINOT and the proposed formal definition.

To make the definition of properties over a performance
model easier, we need to define several auxiliary functions.
Given a connector link lm ∈ LM , 5M (lm) represents the
measure involved in lm and typeM (lm) ∈ TM , where TM ∈
{τ, from, to,when,meets, cyclic, data, agg, uses} represents
the type of the link. For instance, let lm = (m1, c1) ∈ from,
5M (lm) = m1 and typeM (lm) = from. Similarly, given a
connector link lp ∈ LP, 5P(lp) represents the PPI where the
attribute has been assigned and typeP(lp) ∈ TP ∈ {sco, tar,
res, inf ,mes} represents the type of the link.

We also define p
t
−→ as the subset of LP whose PPI is p

and whose type is t , i.e., p
t
−→= {lp ∈ LP |5P(lp) =

p∧ typeP(lp) = t}. Likewise, m
t
−→ is the subset of LM whose
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measure definition is m and type is t , i.e., m
t
−→= {lm ∈

LM |5M (lm) = m ∧ typeM (lm) = t}.
Finally, m∗ is the set of all measure definitions used in

the definition of m. If m is a base measure, then m∗ = m,
but if m is an aggregated measure or derived measure,
m∗ includes m and all measure definitions m aggregates or
combines. It can be defined as follows:

m∗ =



m if m ∈ Mtime ∪Mcount∪

Mstate ∪Mdata

m ∪ ma∗ if m ∈ Magg ∧ (m,ma, x)
∈ agg

m ∪
⋃

md∈〈mdn〉 md∗ if m ∈ Mder∧

(m, 〈mdn〉, f ) ∈ uses

Similarly, p∗ is the set of all measure definitions used to
calculate p, i.e. p∗ = m∗ with (p,m) ∈ mes
Now it is possible to define a syntactically correct PPINOT

performance model PM . This is based on the metamodel
specification introduced in [23]. We mainly specify restric-
tions about relationships of measuring elements and define
link constraints between PPIs and its attributes and between
measures and its connectors.
Definition 3 Syntactically Correct PPINOT Performance

Model: Let PM = (P,M ,LP,LM ) be a performance
model, PM is syntactically correct if it fulfills the following
requirements:
1) There is at least one PPI p in the performance model
|P| > 0.

2) Each PPI attribute can only have exactly one single value
linked to the PPI: ∀p ∈ P, t ∈ TP(|p

t
−→ | = 1)

3) The links between measure definitions and its attributes
have a specific cardinality depending on the type of the
measures:
• ∀m ∈ M (|m

τ
−→ | = 1)

• ∀tm ∈ Mtime(|tm
from
−−→ | = 1 ∧ |tm

to
−→ | = 1 ∧

|tm
cyclic
−−−→ | = 1 ∧ |tm

cal
−→ | = 1)

• ∀cm ∈ Mcount (|cm
when
−−→ | = 1)

• ∀sm ∈ Mstate(|sm
meets
−−−→ | = 1)

• ∀dm ∈ Mdata(|dm
data
−−→ | = 1)

• ∀am ∈ Magg(|am
agg
−−→ | = 1)

• ∀dm ∈ Mder (|dm
uses
−−→ | = 1)

4) A derived measure cannot be used to compute itself:
∀(m, 〈mdn〉, f ) ∈ uses[m /∈

⋃
md∈〈mdn〉 md∗]

5) For all (m, 〈mdn〉, f ) ∈ uses, f must be a function
defined over the Cartesian product of the set of all
possible values of the sequence of measure definitions
〈mdn〉 linked to m.

Restrictions 1 to 3 are reflected in the cardinality of the
relationships between the different classes represented in the
PPINOT metamodel (Fig. 2).

VII. PPINOT VARIABILITY EXTENSION
In Section II-A, we discussed that there are two different
approaches to manage variability, namely by restriction and

by extension. In this section, we show how to extend the
definition of PPINOT to manage the variability of PPIs
identified in Section V using both approaches. To this end,
we illustrate how these extensions can be used in conjunction
with existing proposals for variability management in busi-
ness processes. We selected the two most cited approaches
out of the 23 proposals surveyed by LaRosa et al. [9], namely:
C-iEPC (restriction)with 1313 citations and PROVOP (exten-
sion) with 577 citations. PROVOP also supports variability
by restriction. In the following subsections we focus on
these two approaches. The definitions provided in them
follow a philosophy common to other variabilitymanagement
approaches by restriction and extension, so their adaptation to
any other approach would be straightforward. However, these
definitions should not be used as such with other approaches,
because each one has particularities in its specification that
must be taken into account.

Throughout this section, we use the example of the moti-
vating scenario (Section III) to illustrate the definitions intro-
duced. Due to space constraints, the example related to the
IT Incident Management process of a public organization
in Spain is included as part of the supplementary material
provided for this article (Appendix C).

A. PPINOT-VR: EXTENSION OF PPINOT - VARIABILITY
BY RESTRICTION
Variability by restriction starts with a customizable process
model that contains the whole behavior of all process vari-
ants. Customization is achieved by restricting the behavior
of the customizable process model. Next, we detail how the
PPINOT performance model can be extended to support this
variability and how it can be integrated with C-iEPC.

Like all variability by restriction approaches, C-iEPC cap-
tures multiple variants in a consolidated model, called con-
figurable integrated process model, hereinafter configurable
process for short. Like a C-EPC [18], a C-iEPC is defined by
means of nodes (functions/activities, events, and gateways)
and a specification of which of these nodes are configurable,
but one can also include resources and objects assigned
to activities, which can also be defined as configurable,
to define a complete C-iEPC (aka i0). Each configurable
node can be assigned a set of customization options. For
instance, the customization options for a configurable activity
are either enabled (ON) or disabled (OFF). Customization
involves restricting the configurable elements of the con-
figurable model by assigning one customization option to
each configurable node. This assignment of values is called a
configuration (Ci0).
Figure 6 represents a C-iEPC model that combines three

Deliver variants (See Fig. 3). A configuration of the model
would involve assigning a customization option to each
of the configurable activities and configurable gateways of
the model. For instance, PV-1 is obtained with the fol-
lowing configuration:{(C1, SEQ1), (C2, SEQ3), (C5, SEQ5),
(n1,ON ), (n3,ON ), (n6,ON ), (n8,ON ), (n10,ON )}.
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FIGURE 6. A configurable integrated process model (C-iEPC) that represents three process variants of the Deliver SCOR process with two
customized PPIs.
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Based on these ideas, a configurable PPINOT Performance
Model can be defined as follows:
Definition 4 (Configurable PPINOT Performance Model):

Let i0 be a C-iEPC. A configurable PPINOT performance
model (cPM ) for i0 is a tuple (P,M ,LP,LM ,PC ,RC ),
where:

• P,M ,LP and LM are the same as in a PPINOT Perfor-
mance Model PM applied to the process model defined
by i0.

• PC ⊆ P is the set of PPIs that can be removed from the
configurable performance model.

• RC is a set of configuration requirements, i.e., logical
expressions where the atomic statements bind the con-
figurable elements to concrete values. The definition of
configurable elements and the values they can take are
described in the following paragraphs.

The configurable elements of a cPM are defined both
explicitly and implicitly depending on the type of ele-
ment. The set of configurable PPIs i.e. those that can
be removed from the performance model, are explicitly
specified in PC and their customization options are either
ON (included) or OFF (removed) like configurable activities.
The set of configurable PPI links are implicitly specified
from those PPI links for which several values are defined.
Since only one value for each attribute is allowed, a cPM that
includes more than one possible value for each attribute is
implicitly defining that attribute as a configurable element,
whose customization options are each of the values defined
in the cPM .

For instance, a cPM could define two possible values
for attribute target of PPI RS.3.51, namely ‘‘≤ 4 hours’’
for PV-1 and ‘‘≤ 3 hours’’ for PV-2 and PV-3. In such a
model, the target of PPI RS.3.51 is a configurable element,
and its customization options would be ‘‘≤ 4 hours’’ and
‘‘≤ 3 hours.’’ The same approach is followed by the set of
configurable measure links. For instance, let us say that a
time measure tm1 measures the time from the beginning to
the end of task ‘D1.11 - Load Vehicle and Generate Ship-
ping Documentation (n10)’ or from the beginning to the end
of task ‘D2.11, D3.11 - Load Product and Generate Ship-
ping Docs (n11).’ This is modeled in the cPM by including
two from and to attributes that represent these two options,
namely {(tm1, (n10, starts)), (tm1, (n11, starts))} ∈ from and
{(tm1, (n10, ends)), (tm1, (n11, ends))} ∈ to. Figure 6 depicts
these alternatives visually by means of a configurable
gateway that links the from and to connectors with both
activities. To facilitate the readability of the model and the
description of our proposal, Fig. 6 includes the model to
represent PPI RS.3.51 (with variability) and PPI RS.3.120
(without variability). The model of PPI RS.2.3 is included in
Appendix A of the supplementary material.

Therefore, in summary, the configurable elements of a
cPM are:

• The set of PPIs that can be removed from the perfor-
mance model as specified at PC .

• The set of PPI attributes for which several values are
defined: ACP = {(πP(lp), typeP(lp))|∃lp, lp

′
∈ LP[lp 6=

lp′ ∧ πP(lp) = πP(lp′) ∧ typeP(lp) = typeP(lp′)]}.
• The set of measure attributes for which several values
are defined: ACM = {(πM (lm), typeM (lm))|∃lm, lm′ ∈
LM [lm 6= lm′ ∧ πM (lm) = πM (lm′) ∧ typeM (lm) =
typeM (lm′)]}

These configurable elements enable modeling the variabil-
ity dimensions described in Section V as follows:
• PC allows expressing Dim-1 by providing a mechanism
to specify which are the variants to which a PPI applies.

• ACP allows expressing Dim-2 by providing a mechanism
to specify which are the alternative attributes for a PPI.
This includes target, scope, human resources, and mea-
sure definition, which are the attributes whose links are
included in LP

• ACM allows expressing Dim-2.M1 and Dim-2.M2 by pro-
viding a mechanism to specify which are the alterna-
tive options for the links between measure definitions
and process elements (Dim-2.M1) or to which a certain
structure of a measure definition (Dim-2.M2) apply. The
former includes cond and data links, whereas the latter
includes cyclic, cal, agg, and uses links.

A configuration of a cPM gives specific values to all
these configurable elements by choosing one of the available
options. In the case of PPIs (PC ), the options are either to
include them or not in the variant. In the case of configurable
attributes, their options can be defined as follows.
Definition 5 (Options of Configurable Attributes): Let

cPM = (P,M ,LP,LM ,PC ,RC ) be a configurable per-
formance model, and let LCP (resp. LCM ) be the set of PPI
attributes (resp. measure attributes) for which several values
are defined. The options O(p,t) of an attribute (p, t) ∈ ACP
(resp. (m, t) ∈ ACM ) is the set of links defined in the cPM for
this attribute: O(p,t) = {l ∈ LP|πP(l) = p ∧ typeP(l) = t}
(resp. O(m,t) = {l ∈ LM |πM (l) = m ∧ typeM (l) = t}).
Oncewe have these options of the configurable elements of

a cPM , a configuration of cPM can be formalized as follows.
Definition 6 (Configuration): Let cPM = (P,M ,LP,LM ,

PC ,RC ) be a configurable performance model, a configura-
tion is a tuple CcPM = (CP,CLP ,CLM ) such that:
• CP ∈ PC → {ON ,OFF}, which indicates which PPIs
are chosen (ON ) and which ones are removed (OFF).

• CLP ∈ A
C
P → LP, where ∀a ∈ ACP [CLP (a) ∈ Oa], is a

function that picks one PPI link for each configurable
PPI attribute amongst its options.

• CLM ∈ ACM → LM , where ∀a ∈ ACM [CLM (a) ∈ Oa],
is a function that picks one measure link for each config-
urable measure definition attribute amongst its options.

However, not all configurations are valid. Like in C-EPCs,
we use RC to specify a set of requirements defined as logical
expressions that binds the configurable elements to one of
the concrete values defined in the configurable performance
model. A typical use case for such requirements is to ensure
that two PPIs (p1, p2 ∈ P) are always enabled together:
‘‘p1 = ON ⇔ p2 = ON ’’. Therefore, with such a restriction,
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a configuration that enables p1 = ON and disables p2 =
OFF is not a valid configuration.

These requirements can also be used to ensure that the
links chosen in a configuration refer to process elements
that are enabled. For instance, we could have the restriction
‘‘(tm1, from) = (tm1, from, n10) H⇒ n10 =′ ON ′ ∧
C5 = SEQ5’’ to make sure that attribute from of time
measure tm1 refers to an activity (n10) that is enabled in the
configuration. This is visually depicted in Fig. 6 by means of
Requirement 1.
Definition 7 (Valid Configuration): Let Ci0 be a configu-

ration of a C-iEPC i0. Let also cPM = (P,M ,LP,LM ,PC ,RC )
be a configurable performance model for i0 and CcPM a
configuration of cPM . (Ci0,CcPM ) is a valid configuration
if:

• It satisfies all logical expressions in RC .
• All chosen measure links refer to process elements that
are enabled in Ci0 .

• At least one PPI defined in cPM is enabled, i.e., |P \
PC | + |{p ∈ PC |CP(p) = ON }| ≥ 1

Therefore, the notion of valid configuration includes both
being consistent with the requirements and ensuring that the
configuration of the performance model is consistent with the
configuration of the process model.

Once we have a valid configuration of a configurable
performance model, it is possible to obtain the performance
model PM that is the result of applying the configuration
to the configurable performance model. This can be done as
follows.
Definition 8 (Performance Model of a Configuration):

Let cPM = (P,M ,LP,LM ,PC ,RC ) be a configurable per-
formance model, and CcPM = (CP,CLP ,CLM ) be a valid
configuration of cPM . The performance model of the con-
figuration is a tuple PM = (P′,M ′,L ′P,L

′
M ), where:

• P′ = {p ∈ PC |CP(p) = ON } ∪ P \ PC (all chosen PPIs
and all those PPIs that were not configurable)

• M ′ = {p ∗ |p ∈ P′} (all measures of the chosen PPIs)
• L ′P = {lp ∈ LP|πP(lp) ∈ P

′
∧ (∃a ∈ ACP [lp = CLP (a)] ∨

(πP(lp), typeP(lp)) /∈ ACP )} (all chosen PPI links and all
those links that were not configurable).

• L ′M = {lm ∈ LM |πM (lm) ∈ M ′ ∧ (∃a ∈ ACM [lm =
CLM (a)]∨(πM (lm), typeM (lm)) /∈ ACM )} (all chosenmea-
sure links and all those links that were not configurable).

Finally, an interesting property to check about configurable
performance models is to ensure that for any valid configu-
ration, it obtains a syntactically correct performance model.
We call this a syntactically correct configurable performance
model and is defined based on Definition 3 about syntacti-
cally correct performance models as follows.
Definition 9 (Syntactically Correct Configurable Perfor-

mance Model): A configurable performance model cPM =
(P,M ,LP,LM ,PC ,RC ) is syntactically correct if after apply-
ing any valid configuration, the resulting performance model
is also syntactically correct. This is fulfilled by meeting the
following conditions:

1) (P,M ,LP,LM ) fulfills conditions 4 and 5 of a syntacti-
cally correct performance model (Definition 3) related
to attribute uses of derived measures.

2) It provides at least one value for each PPI attribute ∀p ∈
P, t ∈ TP[|p

t
−→ | ≥ 1] and for each measure attribute,

depending on the type of the measures:
• ∀m ∈ M (|m

τ
−→ | = 1)

• ∀tm ∈ Mtime(|tm
from
−−→ | ≥ 1 ∧ |tm

to
−→ | ≥ 1 ∧

|tm
cyclic
−−−→ | ≥ 1 ∧ |tm

cal
−→ | ≥ 1)

• ∀cm ∈ Mcount (|cm
when
−−→ | ≥ 1)

• ∀sm ∈ Mstate(|sm
meets
−−−→ | ≥ 1)

• ∀dm ∈ Mdata(|dm
data
−−→ | ≥ 1)

• ∀am ∈ Magg(|am
agg
−−→ | ≥ 1)

• ∀dm ∈ Mder (|dm
uses
−−→ | ≥ 1)

It is easy to see that any valid configuration applied to a
cPM with these characteristics will result in a syntactically
valid performance model. On the one hand, a valid config-
uration guarantees that at least one PPI is selected in the
configuration and that at most one value is selected for each
PPI or measure definition attribute. Therefore, it meets con-
dition 1 of Definition 3 and, partially, conditions 2 and 3 of a
syntactically valid performance model because it ensures that
all PPI andmeasure definition attributes will have at most one
value. On the other hand, by definition, a cPM meets con-
ditions 4 and 5 of a syntactically valid performance model,
and it ensures the other part of conditions 2 and 3 because
it ensures that all PPI and measure definition attributes will
have at least one value.

B. PPINOT-VE: EXTENSION OF PPINOT - VARIABILITY
BY EXTENSION
Variability by extension also starts with a model (usually
called base model) but, in this case it represents themost com-
mon behavior or the behavior that is shared by most process
variants. Customization involves extending the behavior of
the process to serve a particular situation.
To illustrate how variability by extension can be used

for modeling the variability of the performance model we
use PROVOP [3]. In PROVOP, a base model (S) is built
with the parts of the control-flow most common to all or
most of the variants involved. The base model is marked
with a set of adjustment points. Each adjustment
point indicates where the base model should be modified
to derive a specific variant (S’). Thus, customization is
made by applying a sequence of changes (σ =<
op1, op2, . . . , opn >) to the base model, which is expressed
as S[σ 〉S ′. The sequence of changes σ that has to be applied
is determined by a set of options. Each sequence of
changes opi, where i = {1, 2, . . . , n}, is composed of
a set of parameterized change operations (opi =<
41,42, . . . ,4n >). Each operation 4 can be one of these
four types: INSERT, DELETE, MOVE andMODIFY. Finally,
there are rules that determine which options can be applied
based on the values of some context variables.
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Figure 7 (a) represents a base model resulting from the
most common elements of the three Deliver SCOR main
variants presented in Fig. 3. PROVOP is not restricted to a
specific business processmodeling language. In this example,
the base model is modeled using BPMN.2 Figure 7 (b) depicts
the option and operations that can be used to config-
ure the base model to derive PV-3. In particular, Option
1 adds 4 tasks between adjustment points a and b, adds
1 task between adjustment points d and e, and deletes the task
between adjustment points c and d .
The variability in PPIs can be formalized using PROVOP

by means of two elements: (1) extending the base model to
include a base performance model and (2) defining a set of
operations 4 for performance models so that they can
be applied in a sequence of changes σ . The extension of the
base process model to include a base performance model is
straightforward because the base process model is a regular
process model and hence, the PPINOT performance model
described in Section VI can be directly used for this task. Like
in the case of the base process model, the performance model
must be syntactically correct as detailed in Definition 3.
Regarding the operations for performance models, they
can be defined based on the variability identified in Section V
as follows:
• Insert PPI: 4iP = InsertPPI (PM , p,m, lp, lm) 7→ PM ′.
This operation adds a syntactically correct PPI p with
its measure definition m, and their links lp and lm to the
set of PPIs defined in the performance model PM =
(P,M ,LP,LM ). The result of applying 4iP is a new
performance model that includes the new PPI: PM ′ =
(P ∪ {p},M ∪ m,LP ∪ lp,LM ∪ lm).

• Delete PPI: 4dP = DeletePPI (PM , p) 7→ PM ′. This
operation removes a PPI (p) from the set of PPIs in
the performance model PM = (P,M ,LP,LM ). This
operation also eliminates all references related to the p
given, including links between the measure definition of
the PPI and the business process elements. Therefore,
the result of applying 4dP is a new performance model
PM ′ = (P r p,M r p∗,LP r p −→, LM r m∗ −→),
where p −→= {lp ∈ LP|5P(lp) ∈ p} and m −→= {lm ∈
LM |5M (lm) ∈ m} are the set of links used by p and m,
respectively.

• Modify PPI:4mlP = ModifyPPI (PM , lp) 7→ PM ′. This
operation modifies an attribute of a PPI p = 5P(lp)
in the performance model PM = (P,M ,LP,LM ) with
the value provided in lp given that the attribute is not
its measure definition, i.e. typeP(lp) 6= mes. The result
of applying 4mlP is a new performance model PM ′ =

(P,M , (LP r p
typeP(lp)
−−−−−→) ∪ lp,LM ).

• Modify PPI Measure: 4mlPm = ModifyPPIMea
sure(PM , lp,m,Lm) 7→ PM ′. This operation modifies
the measure that defines a PPI p = 5P(lp) in the
performance model PM = (P,M ,LP,LM ). Therefore,
a precondition for the operation is that typeP(lp) = mes.

2https://www.omg.org/spec/BPMN/2.0/

The parameters include a syntactically correct measure
and all the measures that are necessary to compute it m
and all of their links Lm. The result of applying4mlPm is
a new performance model PM ′ in which we first remove
the old elements and then add the new ones: PM ′ =
(P, (Mrp∗)∪m, (LPrp

mes
−−→)∪ lp, (LMrp∗ −→)∪Lm)

• Move Measure: 4mvm = MoveMesure(PM , lm) 7→
PM ′. This operation moves the link between mea-
sures and process elements from one element of the
process to another. It also can be used to modify
the configuration of time measures. Its parameters
are the performance model PM = (P,M ,LP,LM )
and the new link lm such that typeM (lm) ∈

{from, to,when,meets, data, cyclic, cal}. The result is
a new performance model PM ′ = (P,M ,LP, (LM r
m

typeM (lm)
−−−−−→) ∪ {lm}), where m = 5M (lm).

• Modify Measure: 4mm = ModifyMeasure(PM ,m,
Mm,LMm ) 7→ PM ′. This operation modifies the mea-
sure definition of aggregated measures or derived mea-
sures. Its parameters are the performance model PM =
(P,M ,LP,LM ), the aggregated or derived measure that
is being modified m ∈ M , the new set of measures Mm
that will be used by m, and the set of links LMm of the
measures inMm and betweenm andMm. The result of the
operation is a new performance model PM ′ in which we
first remove the old elements and then add the new ones:
PM ′ = (P,M r m∗,LP, (LM r m∗ −→ rm −→) ∪ LMm .
Therefore, this operation changes the whole definition
of derived measures and not only a part of them.

An example of the application of these operations is
depicted in Fig. 7. In operation 1, shown in Fig. 7 (b),
where the process block between a and b is inserted,
the INSERT operation is implicitly included for PPI
RS.3.120, although for ease of notation, the PPI is directly
connected to the block of tasks to be inserted. The base
model includes the PPI RS.3.51 (Fig. 7 (a)). The PPI appears
in all three variants but in different tasks for each variant:
in task D1.11 for PV-1 and in task D2.11, D3.11 for PV-
2 and PV-3. For this reason, in addition to inserting the pro-
cess model blocks, option 1 reconnects PPI RS.3.51 using
MOVE operation to indicate the change of the from and to
connectors from the task D1.11 to D2.11,D3.11, changes the
value of the target by means of the MODIFY operation,
and deletes the unnecessary activity (D1.11) using DELETE
operation. PV-3 also includes the PPI RS.2.3 associated
to 12 tasks of the process, so option 1 also includes an
INSERT operation to add this PPI definition indicating
that it must be connected to the existing tasks, which are
depicted with dashed borders.

• Operations Insert PPI and Delete PPI, express the
DimC-1 since they allow to identify the variants in
which the PPI is defined.

• Operations Modify PPI and Modify PPI Measure
address DimC-2, because they allow to specify the PPI
attributes that can vary from one variant to another.
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FIGURE 7. (a) Base model in PROVOP for the Deliver SCOR variants; (b) PROVOP options to derive PV-3 and its PPIs based on the performance model.
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• Operation Move Measure allows to determine
DimC-2.M1, since this operation specifies the variations
in the process elements where the PPI is defined. In addi-
tion, operation Modify Measure addresses DimC-2.M2
since it allows to modify the way in which the measure
is calculated from one variant to another.

Due to space constraints and for the sake of readability
of the manuscript, in this section we do not include the
complete models for deriving the three variants with all the
PPIs introduced in Fig. 3. Those models can be found in
Appendix B of the supplementary material.

It is easy to see that if the base performance model is
syntactically correct, then the application of these operations
keep the performance model syntactically correct according
to Definition 3:
• InsertPPI and DeletePPI : Adding or removing a syn-
tactically correct PPI does not have an influence on the
other PPIs, which are still syntactically correct. There-
fore, the whole model remains syntactically correct.

• ModifyPPI : The modification of the attributes of the
PPI replaces one existing value with exactly a new one
and hence, does not affect the cardinality of the attribute,
which means that the resulting model will still be syn-
tactically correct.

• ModifyPPIMeasure: The change of measure definition
of a PPI involves removing the existing one and adding a
new one that is syntactically correct. This means that the
PPI still has one single measure defined linked to it and,
since that measure is syntactically correct, the resulting
model is still syntactically correct.

• MoveMeasure: The change of the links with the business
process replaces an existing link with a new one. There-
fore, it does not affect the cardinality of the attributes
and hence, the resulting model is syntactically correct.

• ModifyMeasure: The change of measure definitions
used in aggregated a derived measures always involves
removing the existing ones and adding new ones that is
syntactically correct. This means that it does not affect
the cardinality of the links between measures and hence,
the result is still syntactically correct provided that in
the case of derived measures, the conditions 4-6 of
Definition 3 holds in the new links.

VIII. EVALUATION
The objective of the evaluation presented in this section was
to analyze the feasibility and applicability of the dimensions
of change that describe the different types of variability.

We applied our proposal to two different scenarios. On the
one hand, the processes provided by the SCOR reference
model and its associated measures. On the other hand, the IT
Incident Management process of a Spanish public organi-
zation3 together with its associated indicators. These two

3No further details are revealed due to confidentiality restrictions, how-
ever, a summarized version of the process and some examples of the PPIs
used for this analysis are presented in Appendix C of the supplementary
material.

scenarios were selected, first, for being scenarios that contain
variability in the performance perspective of the business pro-
cess and/or in the business process control-flow perspective.
Second, for belonging to different domains: the supply chain
management in the first case, and IT Incident Management
in the second one. And third, because of the availability of
information to generate business process and PPI models.

Four phases were carried out to evaluate both scenarios.

1) Preparation of the data to be collected. It involved the
identification and selection of the processes, measures
and PPIs to be modeled and analyzed. Although the
SCOR model provides six different process families,
we selected the two process families with the highest
similarity in the control-flow of their variants (Deliver
and Make processes) and the set of measures associated
with each one. The focus of the second scenario was the
IT Incident Management process of a Spanish organiza-
tion and the PPIs related to it.

2) Collection of evidences. To model the variants and the
performance models of each of them it was necessary
to take as a basis the existing documentation. On the
one hand, the SCOR reference model which describes
the processes and measures textually. On the other hand,
the process definition documents and the spreadsheets
provided by the Spanish organization in which the PPIs
are described in a structured natural language format
have also been used.

3) Modeling. Both variants and PPIs were modeled iden-
tifying the dimensions of change (c.f. Section V) and
following the approaches described in SectionVII.More
details about this step are provided later in this section.

4) Analysis of the data collected. A qualitative and quanti-
tative analysis of the data was carried out to answer the
research questions presented in Section I. The analysis
was done individually for each scenario.

A. SPECIFICATIONS OF SCENARIOS
Table 1 summarizes the information involved in the analysis
of each scenario in terms of process families, control flow
variants, and measures and PPIs modeled. The SCOR sce-
nario consisted of two process different processes (Deliver
and Make). A process family with three control flow variants
was identified for each process. A total of 120 measures were
analyzed within the two process families. In the scenario
based on the IT Incident Management processes only one
control-flow variant is involved. It was selected first, with the
aim of identifying and analyzing variability in PPIs that does
not depend on the variability in the process control-flow and
because it represented a different domain from the previous
scenario. A total of 18 PPIs were analyzed.

B. MODELING
As there was a relationship between the control-flow and the
performance perspectives in SCOR’s case, all processes and
their variantswere first modeled independently of each other
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TABLE 1. Summary of the characteristics of the two scenarios analyzed.

using the modeling language BPMN. The selected process
families were modeled using C-iEPC and PROVOP. The next
step was to model the PPIs related to each variant, and then
model them according to the extensions set out in Section VII
following the guidelines established by the two variability
modeling languages. A similar process was followed for the
IT Incident Management scenario. However, unlike the pre-
vious case, in the IT Incident Management process, the vari-
ability identified lies in the performance perspective, not the
control-flow. Because of this, the domain experts decided to
initially model the variability of the PPIs using a template
based notation. Each PPI was defined using a template in the
form of a table, and within it, attributes are indicated in the
rows. Moreover, for cases where required, in front of each
attribute value, the condition to be applied is specified. For
example, the row [ target | low priority | < 10%] indicates that
for that PPI, the target value should be less than 10% when
the incident priority is low.

In both scenarios, several iterations were required to gen-
erate the final models.

C. ANALYSIS AND RESULTS
After modeling, all measures were classified according to the
dimensions of change. Tables 2 and 3 show the classification
of all measures, specifying whether they relate to DimC-1
and/or DimC-2. Of all possible combinations of the two main
dimensions, six combinations were identified for the SCOR
scenario and three combinations for the IT scenario. Each
combination represents a row in the table, according to the
following:

• DimC-1 = NO means that measures were defined in
‘‘all’’ variants.

• DimC-1 = YES means that measures were defined only
in ‘‘some’’ variants.

• DimC-2=NOmeans thatmeasures were defined ‘‘in the
same way’’ in all the variants in which they were defined.

• DimC-2 = YES means that PPI attributes change from
one variant to another. DimC-2 = YES requires the
specification of the changing attribute in the PPI, speci-
fying a sub-dimension.

• DimC-2.M1 indicates the PPI measure definitions are
connected to different business process elements.

• DimC-2.M2 indicates the PPI measures are calculated
differently depending on the variant.

• DimC-2.T indicates that PPI target values are different
from one variant to another.

In the SCOR scenario, of the 120measures, 32 were related
to DimC-1 and 27 were related to DimC-2. All measures
related to DimC-2 only represented variability in DimC-2.M
(M1, M2). The reason is that SCOR is a reference model
and hence, it does not include information related to other
attributes required to define PPIs like target value or respon-
sible resource. This classification shows that 42.5% of mea-
sures (51 measures) have some kind of variability and 57.5%
(69 measures) do not have any. When all PPIs/measures
were defined over all variants (DimC-1 = NO), we found
variability in the elements to which PPI measures were con-
nected (DimC-2.M1) for 8 measures, 4 measures were calcu-
lated using different values depending on the variant (DimC-
2.M2), and by 7 measures both sub-dimensions were iden-
tified DimC-2. When PPI/measures were defined over only
some variants (DimC-1=YES) we found two combinations:
(24 measures definitions changed in structure from one vari-
ant to another (DimC-2) and 8 measures were connected to
different business process elements (DimC-2.M1), but there
were not measures calculated using different values depend-
ing on the variant (DimC-2.M2) or with both of them (DimC-
2.M1 and DimC-2.M2). In the IT scenario, we only found
variability related to changes in PPI attributes (DimC-2).
Specifically, those PPIs changed in target values (T)
(DimC-2.T). From the tables and its subsequent analysis we
extracted that:
• The results reflect the high percentages of variability
identified in each scenario. This justifies the need to use
appropriate techniques and tools to manage variability
since it would allow reducing the modeling of PPIs
by 42.5% in the SCOR scenario and by 50% for the
IT scenario, as well as facilitating the management and
future PPI modifications.

• The metamodel is feasible to be used in different scenar-
ios with different types of variability and types of PPIs.

• The metamodel provides enough flexibility so that,
if needed, it can still be extended. That is, the PPINOT
metamodel can be modified so that the structure used
to define a PPI can be extended with new attributes or
points of variability without making drastic changes to
the version we are currently proposing.

IX. DISCUSSION
Throughout this article, we tried to answer the research ques-
tions posed in Section I related to variability in the perfor-
mance perspective of business processes.
Different types of variability were identified in Section V

addressing RQ1, What types of variability should be taken
into account in the performance measurement of a business
processes? They were called dimensions of change. After
the analysis of the two scenarios, we can conclude that all
of these dimensions of change can be found in real cases,
which supports the idea that the performance perspective of
business process is subject to variability like other perspec-
tives. This variability sometimes is a consequence of the vari-
ability in control-flow and sometimes due to changes in the
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TABLE 2. Classification of SCOR measures according to dimensions of change.

TABLE 3. Classification of measures related to the IT incident management process.

requirements of the PPI themselves. Two main dimensions
and four subdimensions were identified: Target, Scope,
Human resources and Measures. Furthermore, the analysis
showed that the variability of PPIs is quite common in the
scenarios analyzed, affecting almost half of the PPIs defined
in each scenario.

Regarding RQ2, How can the variability of the business
process performance perspective be modeled?, we showed
how to extend the PPINOT metamodel to include variability
concepts and to be able to manage the dimensions of change
identified in RQ1 using a two-pronged approach for the man-
agement of variability, by restriction and by extension.

To address the two variability management approaches,
we proposed two alternative formalizations, one for variabil-
ity by restriction (PPINOT-VR) and another one for variabil-
ity by extension (PPINOT-VE). These extensions, presented
in Section VII, help us specify restrictions between PPINOT
elements and the requirements of a syntactically correct vari-
able performance model that ensure that each variant has a
syntactically correct performance model.

In our scenarios, we modeled each variant both indepen-
dently of the others using PPINOT and together as a pro-
cess family using PPINOT-VR and PPINOT-VE. By using
this second alternative, redundant information derived from
information common to all variants is reduced, the reuse
of information is promoted, and if any change needs to be
applied to a set of variants, the changes are applied directly
to a set of variants and not to individual ones, thus reducing
possible errors resulting from poorly updated information.
This is reflected in the data presented in Table 2 and 3. In the
case of SCOR, for example, out of the 120 PPIs identified,
88 do not reflect variability according to DimC-1, and of
these, 19 reflect variations with respect to DimC-2. This
indicates that the variations between the variants are few,
so the information in the models is repeated and must be
properly managed, for example using the proposals using
PPINOT-VR and PPINOT-VE.

Finally, we addressed RQ3, How can the existing
techniques for modeling PPIs be integrated with current

alternatives for variability management?, by providing inte-
grated solutions with two well-known notations for pro-
cess variability management, namely C-iEPC and PROVOP.
The solutions include the aforementioned formalizations
(PPINOT-VR and PPINOT-VE) together with an adapta-
tion of the Visual PPINOT graphical notation to define
the variability based on the notations used by C-iEPC and
PROVOP. In addition, the formalization can be used with
any other process variability modeling language that follows
either variability by restriction or by extension. This is done
through straightforward modifications to the examples pro-
vided, to include the concepts specific to each language.
These are slight changes, since all approaches follow the
same philosophy of management by restriction or extension,
as appropriate. This is possible because the concepts, opera-
tions provided and verification conditions to describewhether
a model is syntactically correct are based on the same core
elements, which are the PPINOT elements. Moreover, in sce-
narios where the variability is present only in the performance
perspective, like in the IT Incident Management scenario,
it is possible to use other alternatives to represent variability
using, for instance, tables or templates. This enables a simpler
representation of the variability for these scenarios, although
it is insufficient when the variability of PPIs depend on the
control-flow. Figure 8 shows a real template extract, trans-
lated into English, used by the IT Incident Management pro-
cess domain experts to define their PPIs and their variability.
Note that this is just an alternative notation to represent the
PPINOT-VR model. The template provides several links for
the same PPI attribute (e.g., target lower than or equal to 90%,
80% or 70%) and the condition requirements (RC ) that binds
the configurable elements to concrete values (e.g., very high
priority, high priority, and normal priority).

One reasonable question at this point is if it is really
necessary to have two alternative approaches for variability
by restriction and by extension while there are proposals
like PROVOP that supports both of them at the same time.
If we focus only on the control-flow perspective, PROVOP
does fit the needs of both approaches (by restriction and by
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FIGURE 8. Example of a template (excerpt) used to define the PPIs of the
IT Incident Management scenario.

extension). However, when we talk about the performance
perspective, this is no longer true if we want to keep the
syntactic correctness properties. The reason for this is the
different characteristics of the base model of both perspec-
tives when variability by restriction is used. In variability by
restriction, all variants are modeled in a single model and
the derivation of the variants is obtained by restricting (or
eliminating) certain options. In a control-flow model, this
single model is syntactically correct (see [21] for example).
However, in a performance model, this single model, which
includes all the variants of the PPIs, is not necessarily syntac-
tically correct. For instance, it could include a PPI with two
or more ‘‘to’’ or ‘‘from’’ conditions or with more than one
measure definition. In fact, it only meets conditions 4 and 5,
as described in Section VII-A.

Therefore, unlike with the control-flow perspective, if we
want an approach that allows both variability by restriction
and by extension, we would need to allow the use of base
models that are not syntactically correct (otherwise we cannot
apply variability by restriction with PPIs). However, if we do
so, then we will not be able to guarantee that the resulting
model after applying variability by extension operations is
syntactically correct.

There is a solution for this. It involves performing a
multi-step configuration: first we build a syntactically correct
model by restricting certain options (i.e., we apply variability
by restriction), and then we apply the extension operations.
However, this is the same as if we first apply PPINOT-VR and
then we apply PPINOT-VE. In other words, we could create
a unified approach, but it would be just the union of the two
approaches described in the paper.

As a result of this work, we have also identified some
limitations. We have extended the PPINOT metamodel to
model the variability of PPIs together with two variability
business processmodeling languages, one for each alternative
for managing variability (extension and restriction). It would
be interesting to adapt these extensions to other variability
business process modeling languages. To do so, PPINOT-VR
and PPINOT-VE can be regarded as examples of how a
variability management proposal can be extended to support
variability in PPIs based on the dimensions identified as part
of RQ1. The ultimate goal would be to analyze similarities

and/or differences between the different approaches. In this
way, it could be concluded whether the application of the
extension is entirely dependent on the variability modeling
language or only depends on the alternative, out of the two
possible ones, for managing variability. In addition, although
two different scenarios were used for the analysis, it would
also be valuable to apply this proposal to other scenarios that
require a higher volume of variability both in the process
model and in the definition of PPIs, to evaluate the scalability
and ease of adaptation.

X. CONCLUSION AND FUTURE WORK
In this paper, we can conclude that the performance perspec-
tive of business processes, which is composed of a set of
PPIs, is subject to variability like other process perspectives,
and that their variability can and should be managed together,
applying either variability by restriction or by extension.

Our extensions of the PPINOT metamodel address this
need to develop techniques and tools to facilitate the design,
analysis, and automated management of variability related to
PPIs. In addition, it ensures syntactically correct PPI vari-
ant definitions and management, thus reducing errors in the
performance measurement. As far as we know, there is not a
similar proposal in the literature.

By using the PPINOT metamodel for modeling variability
related to PPIs our proposal inherits features from PPINOT.
For example, given a PPI, it is possible to trace the process
elements used for its definition, extract information from
these relationships, and provides the possibility to define
information extraction tools for the automatic calculation of
PPIs [23]. In scenarios without variability, PPINOT has been
successfully used in real cases [23], [42], [48], similarly,
our proposal could be of great help to stakeholders, both to
facilitate the task of modeling, defining and analyzing PPIs
in variability contexts, and to facilitate the calculation of PPIs
and the analysis of results.

Our proposal of varibility modeling is only a first step,
but more work can be performed in several directions. First,
on the basis of the different PPINOT notations, templates
and linguistic patterns, as introduced in [48], can also be
extended to include variability in the definition of the per-
formance model in a process family. The two extensions
(by restriction and by extension) can also be evaluated to
understand the conditions in which each of them work best.
Second, tooling support is another line of future work to
facilitate the modeling of performance models on process
families and to enable comparison between PPIs of different
variants. Finally, we also want to explore if the information
of the variants of the process can be exploited as contextual
information to improve the quality of the predictions of PPIs
with variability [51].
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