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Abstract. Robotic Process Automation (RPA) has quickly evolved
from automating simple rule-based tasks. Nowadays, RPA is required
to mimic more sophisticated human tasks, thus implying its combina-
tion with Artificial Intelligence (AI) technology, i.e., the so-called intelli-
gent RPA. Putting together RPA with AI leads to a challenging scenario
since (1) it involves professionals from both fields who typically have
different skills and backgrounds, and (2) AI models tend to degrade
over time which affects the performance of the overall solution. This
paper describes the AIRPA project, which addresses these challenges by
proposing a software architecture that enables (1) the abstraction of the
robot development from the AI development and (2) the monitor, con-
trol, and maintain intelligent RPA developments to ensure its quality
and performance over time. The project has been conducted in the Serv-
inform context, a Spanish consultancy firm, and the proposed prototype
has been validated with reality settings. The initial experiences yield
promising results in reducing AHT (Average Handle Time) in processes
where AIRPA deployed cognitive robots, which encourages exploring the
support of intelligent RPA development.
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1 Introduction

The term Robotic Process Automation (RPA) refers to a software paradigm in
which robots are programs that mimic the behavior of human workers interacting
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with information systems (IS) [3,13]. This paradigm has become increasingly
popular because RPA is of great interest to organizations [5].

In this context, RPA solutions based on Artificial Intelligence (AI) – called
intelligent RPA solutions – are receiving increasing attention, as the combina-
tion of both disciplines offers and several advantages [2]. On the one hand, AI
methods enhance RPA solutions by providing new capabilities that enable a
more significant number of end-to-end processes to be automated. On the other
hand, RPA solutions produce data on the execution of the process themselves,
allowing periodic training of the AI models, leading to continuous improvement
of the model metrics [9].

The use of this kind of component involves different challenges when a
methodology, architecture o role specification proposal does not exist.

First, a data scientist (i.e., a professional in charge of processing structured
data to extract relevant information from it) is required to develop the cogni-
tive components and, without an abstraction role, needs to know the business
process to configure a model for each business case. This fact leads to a strong
dependency between the data scientist and the RPA developer role (i.e., profes-
sional in charge of designing and developing software robots) who must know
the business process to automate it1. Secondly, the performance of these com-
ponents in a production environment depends on the data model performance,
which tends to degrade over time [6]. Degradation refers to multiple reasons,
such as: (1) the evolution of the business over time and the AI obsolescence in
the new business context, (2) the AI technology advance caused by the new sci-
entist research in the AI, that can improve the AI performance and accuracy, led
previous AI models obsolete, and (3) the need to re-training models to increase
their accuracy and performance for a specific task. This problem arises the need
to conduct the AIRPA project, a platform with an architecture that allows solv-
ing the challenges encountered, (1) separate the work of RPA developer and
data scientist to abstract robot construction from model development, and (2)
control, monitor, and support the robots to ensure quality maintenance of the
intelligent RPA components.

As shown in Fig. 1, RPA developers are in charge of building the robot that
automates the process. However, such developers may lack skills related to AI.
For this, AI services (e.g., text-to-image, speech-to-text recognition, sentiment
analysis, image anomaly detection, and others) have to be black boxes that
always maintain an acceptable level of accuracy in their responses. The data
scientist’s implementation of these cognitive solutions makes their use trans-
parent to the RPA developer. To these needs, the AIRPA project provides an
architecture that supports the abstraction between both roles, and continuous
monitoring mechanisms to ensure the quality of AI models, for both new release
deployments and retraining.

The rest of the paper is organized as follows. Section 2 describes the project
context and a set of example cases. Sect. 3 presents the AIRPA project. Section 4

1 https://www.edureka.co/blog/rpa-developer-roles-and-responsibilities/.
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Fig. 1. Main challenges to be solved when making use of cognitive components.

briefly summarizes related work. Section 5 opens a discussion related to the
project. Finally, Sect. 6 concludes the paper and describes future work.

2 Context

The RPA challenges described in Fig. 1 have also been pointed out by the indus-
try, expressly, by Servinform S.A.2 Servinform is a Spanish company dedicated
to providing outsourcing services to other companies, mainly back-office pro-
cesses automated with RPA. In the past years, they have identified the need to
implement intelligent RPA solutions to empower business processes.

Integrating cognitive components in their processes allows automating tasks
that previously required human intervention, i.e., aiming towards end-to-end
process automation. For instance, the prediction of electricity consumption, con-
sidering that electricity use changes over time and consumption forecasts are of
great value to utilities. For this purpose, a component is needed that determines
what the consumption will be on the next bill, based on a customer’s data history.
Another example is related to document classification since companies typically
use different formats when they issue documents. In this way, a component is
required for classifying invoices or sales orders from different organizations with
similar information but a different structure or style.

2 https://www.servinform.es/.
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The use of these components within an RPA process presents a series of chal-
lenges (cf. Fig. 1). As shown in the second challenge, a problem related to the
AI components degradation and the reduction of ML model performance has
been found. That is, this paper will focus its proposed architecture on the fact
that the “maintenance of a machine learning model involves regular updating to
ensure that predictive effectiveness is not lost over time” [6]. Therefore, Servin-
form, together with the IWT2 research group3, tries to solve these challenges
with the AIRPA research project, which will be described below.

3 Research Project

This section explains the AIRPA project. First, the initial objectives are pre-
sented. Second, the approach proposed in the project is detailed. Finally, the
architecture to be developed and put into production is described.

3.1 Initial Goals

Based on Servinform industrial experience and the background within the RPA
research line of the IWT2 group, the following goals are identified as the main
ones of the AIRPA project:4

1. Create a collection of AI components to empower RPA solutions.
2. Create a nexus of union between both domains by understandably presenting

the results in a platform for technical staff and business experts.
3. Automatize processes end-to-end that facilitate the integration between exist-

ing RPA solutions with AI components, reducing the need for human partic-
ipation and decision-making.

4. Simplify and reduce the cost of access to RPA solutions powered with AI
caused by licensing restrictions.

5. Enable RPA professionals who lack AI and ML skills to use AI components.
6. Define a lifecycle, development methodology, production, and integration

roadmap of RPA solutions with AI components.
7. Verify the developed AIRPA framework in multiples realistic scenarios.
8. Integrate an AI components library in RPA solutions. Such integration seeks

sustainability based on a cross-platform architecture orchestration indepen-
dent of specific technologies and considers the degradation of AI over time.

3.2 Approach

The AIRPA project proposes a complete solution for the implementation of RPA
processes using cognitive components, known in the industry as intelligent RPA
processes.5 To this end, it defines an architecture that supports its development
3 https://www.iwt2.org/.
4 As the project is under development, the realization of their goals are in progress.
5 https://dlabs.ai/blog/rpa-2-0-how-to-achieve-the-highest-level-of-automation/.
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and maintenance, divided into four modules (cf. Fig. 2): (1) Document reposi-
tory, where components and robots are stored with their documentation and all
their associated versions, (2) Deployment manager, which is used to control the
deployment and version management of each component and the RPA robots,
(3) Tracking and exploitation panel, which allows the visualization of the metrics
and data associated with the execution of the processes, especially for the moni-
toring of the models that are associated with the cognitive components, and (4)
Control Room, which allows for complete management of RPA processes, and
handling cases in an execution state, KOs (i.e., failed situations), robots, equip-
ment where they are executed, customized alerts, evidence capture, launches, or
user roles, among others.

Fig. 2. Modules that compose the AIRPA platform.

The control room aims to provide comprehensive and centralized support to
the intelligent RPA process management. This module resembles a customized
state machine for each process, indicating which state a robot is in at any given
moment and recording evidence of its transitions. The essential tasks of this
module are (1) the collection of data needed for evidence capture and (2) the
management and automated reporting of robots and tasks in which human inter-
vention is required. The latter provides a differential value in intelligent RPA
processes, thanks to labeling the data collected in daily work. In other words,
the management of hybrid human-robot tasks allows the capture of data from
the decisions which are made by humans, an essential task for the training of
cognitive component models that will fully automate these tasks in the future.
The collection of this data, together with the information reported by the cog-
nitive components, feeds the tracking and exploitation panel for process report-
ing and obtaining valuable information of each process during its execution. It
monitors, among other things, the performance of the models, facilitating their
maintenance.

The first challenge focuses on the abstraction of the complexity of the devel-
opment of an AI component by the RPA developer. For this purpose, AIRPA
components are built, i.e., AI services with a microservices-based architecture
that standardizes their service contract through a REST API. These components
are designed as wrappers that allow the incorporation of ML models using the
files previously exported in the data scientist’s work environment. In this way,



the RPA developer should only focus on consuming the methods offered by this
API. Thus, any changes to the model will not affect its integration with the RPA
solution.

Additionally, AI components designed as wrappers solve further problems.
Generally, AI components in the context of intelligent RPA are implemented by
commercial solutions (e.g., Amazon Web Services, Google, or Microsoft). These
solutions pose several problems since a series of compatibility restrictions limit
their use. They are not versatile enough to re-train the models from business
data, and their customization becomes a rather complicated task. The wrap-
pers component design allows the incorporation of proprietary Machine Learn-
ing (ML) models, solving these issues. This fact provides an added value since,
although their use is not widespread in the context of RPA, open-source solutions
are leading the main developments in the field of AI [12]. This design increases
the specialization capacity of each model and reduces the cost of access caused
by licensing limitations to AI components. Therefore, the AIRPA components
of the AIRPA project, a library representing the first initial objective of the
project, enable ML solutions such as classifications, anomaly detection, intel-
ligent document processing, audio transcription, or sentiment analysis, among
others.

3.3 Architecture

The AIRPA project proposes an architecture (cf. Fig. 3) for the execution of RPA
processes that use cognitive components and that allows uploading, deploying,
managing, and monitoring both robots and AI components. This architecture
has different types of developments.

Fig. 3. Architecture diagram.



Firstly, the modules are based on several free software solutions as Gitea for
the Document repository, Portainer for the Deployment manager, and Grafana
for the Tracking and exploitation panel. Secondly, some solutions are based on
customized development, as the Control Room implemented in C# with the
.NET framework and the MySQL database. This module has two databases,
the CR Online for the management of all information necessary to use Control
Room (e.g., users, alerts, scheduled events, etc.) and the CR Exploitation with
the data collection of all activity of the deployed robots and AI components
to analyze them. Another customized solution is the web client developed with
ASP.NET Web Pages (Razor) and offers access to all the modules that comprise
the AIRPA architecture from a unique site that permits login to the whole
system. Finally, the creation of wrappers for the AIRPA Components is a custom
design implemented in Python language with Django REST Framework. In its
construction, several specific libraries from the field of data processing and ML
are used to facilitate feature engineering and the incorporation of ML models
from Scikit Learn, TensorFlow, and PyTorch based on a service contract.

3.4 Achievements of Goals

The current status of the AIRPA platform shows the degree of accomplishment
of the initial objectives of the project.

4 Related Work

In the current industry, some platforms aim to solve problems related to the one
addressed in this paper. However, they are oriented to different perspectives.

Google Cloud6, Amazon7 and Azure8 allow deploying and monitoring pre-
created or custom cognitive components. These platforms can monitor and detect
cognitive degradation. However, they are not unified to be used in RPA. It
should be noted that they offer RPA integration but deploying and monitoring
AI components is in an isolation system separated from the monitoring of RPA.

That makes the monitoring more complex due to the use of AI models, e.g.,
Blue Prism9 allows the use of cognitive components deployed in Google Cloud,
where they are monitored. Nonetheless, it forces the use of both (1) the Google
platform to monitor cognitive components and (2) the Blue Prism platform to
monitoring the non-cognitive ones. Similarly, UIPath10 platform offers a service
called AI Center. The service allows deploying cognitive components and moni-
toring them but, unlike the AIRPA platform, it does not detect the degradation
of components. Moreover, AI Center is a proprietary solution and only accessi-
ble for use in the UIPath technology stack (i.e., UIPath Studio, AI Center, and
6 https://cloud.google.com/vertex-ai.
7 https://aws.amazon.com/sagemaker/.
8 https://azure.microsoft.com/en-gb/services/machine-learning/.
9 https://www.blueprism.com/.

10 https://www.uipath.com/.
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Table 1. Table of the completed initials goals.

Goal State Comments

1 Completed An AI components library described in Sect. 3.2 is developed

2 Completed Thanks to the tracking and exploitation panel, graphs and
statistics can be presented that are easy to understand for
business experts

3 Completed The use of the control room gives full support to process
automation and, therefore, to end-to-end automation, which
reduces the number of people needed to solve process cases
and reduces costs

4 Completed The proposed design enables to use open-source solutions,
which actually lead the field of AI, increasing the
specialization capacity of each model and reducing the cost of
access caused by licensing limitation

5 Completed The proposed architecture abstracts RPA developer from AI
models development and maintenance, through the use of
wrappers

6 In validation A robotization guide is being defined to be applied for the
design, development and maintenance of each component, still
pending to be validated

7 In progress The AIRPA project is still in the validation phase, but has
been tested with some real scenarios as shown in Sect. 5

8 Completed AIRPA architecture allows the integration of AI components
in RPA processes from controlling the status of the robots to
monitoring their performance.

Orchestrator). In other words, the existing RPA platforms do not support the
detection of model degradation in AI components. So it is necessary to navigate
to AI service platforms providers to consult this information. Moreover, since
AI services are not integrated with RPA platforms, it is necessary to manage
logins, tokens, etc. between the two platforms. Furthermore, AIRPA differenti-
ates itself from other platforms by the use of AI components as wrappers. With
these, APIs through AI components are offered, they follow the same specifi-
cation and, therefore, RPA developers only need to know this specification to
implement the AI-RPA integration (Table 1).

Besides these commercial solutions, there are scientific research proposals
that study the RPA and the AI field [4,13]. Some of them use AI not to build
components, but for early stages in the RPA lifecycle, in the process discovery
phases [3,7,10,11]. Nevertheless, others deal with the application of AI on RPA
processes, such as [1], which studies key open research challenges that exist in
the combination of RPA with AI, or [9], which proposes a dynamic taxonomy
for intelligent RPA components. There are other proposals to improve the RPA
architecture. For example, [8] elaborates on optimizing the deployment archi-
tecture of the RPA components. Nevertheless, to the best of our knowledge,



there are no proposals that focus on the operation and maintenance phase of the
robots, such as AIRPA. At a glance, unlike existing proposals, AIRPA proposes
a system to manage and intensively monitor cognitive components, separating
the AI development from the RPA developer. All these are carried out easily
and integrally in one platform.

5 Results

The AIRPA project is still in the validation phase, and therefore the final results
may vary after it. The platform has been validated in several real scenarios that
require the incorporation of cognitive actions. In this way, the aim is to evalu-
ate the AIRPA operation applied to different business areas, such as energy or
telecommunications. One of these validation has been carried out specifically on
the consumption prediction use case shown in Sect. 2. In this case, the genera-
tion of automatic predictions from historical data, without the need for human
interaction, represents a considerable improvement. It is performed within Serv-
inform’s operation area by taking measurements during one month of the Aver-
age Handle Time (AHT) before and after implementing the AIRPA platform.
Initially, an AHT of 9 min was obtained, which was improved after implement-
ing AIRPA by 75%, resulting in a final AHT of 2 min and 15 s. Even though the
results are preliminary, the platform significantly increased control over the pro-
cess, which suggests promising results. AIRPA is planned to be a platform and
a methodological strategy followed by Servinform S.A. and its entire Consulting
and Innovation area.

The conduction of the AIRPA project has lead to some lessons learned. After
defining and implementing AIRPA architecture, we have realized that it is very
focused on high-demand situations in terms of deployments. In some real scenar-
ios, the level of demand for deployments is lower because they are less frequent.
Therefore, in that cases, such a complex architecture is not necessary, and a
deployment pipeline would be sufficient. In addition, the experience with differ-
ent real cases showed limited use of the shared collection of RPA components.
This situation was mainly since each case required a level of customization that
neglects its transversality. Nonetheless, the wrapper design of the components
enables easy customization from one business case to another.

6 Conclusions and Future Work

This paper presented the AIRPA project that aims to improve RPA thanks to
the integration of AI, expanding the automation of the end-to-end processes.
The project allows (1) the abstraction of the data scientist from the RPA devel-
oper and (2) extensive monitoring of robots and AI components to detect the
degradation of the cognitive components. To solve these challenges, AIRPA has
been built with a microservice architecture and the standardization of a service
contract thanks to an API REST. These components are designed as wrappers
to facilitate their integration. This architecture is composed of 4 modules: the



document repository, the deployment manager, the AIRPA Control Room, and
the tracking and exploitation panel. All these modules allow the RPA developers
and the data expert to work independently. In addition, thanks to the Control
Room and the tracking panel, the detection of AI degradation is possible.

Although the project is still in progress, it offers promising preliminary results
and possible lines of future research work. (1) The project, being research-based,
could have performance improvements and better functionalities. (2) The com-
ponent library can be extended by adding new functionalities. (3) Currently, the
data scientist requires an existing wrapper component before loading a model.
The need to avoid the dependency of the data scientist from the RPA devel-
oper role and ease the modification of components is identified, so the use of
preloaded wrappers is proposed as future work. (4) The current Control Room is
a custom state machine (cf. Sect. 3.2) and the robot is the one in charge of mod-
ifying the state. As future work, we plan to extend the component behavior to
automatically generate multiple state changes and evidence transitions records.
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