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Abstract

Sentiment classification is an important task of Natural Language Processing. For better

classification capability, a sufficiently large as well as high quality dataset is often required.

But in real life, the datasets are often unbalanced, which leads to a decrease in the classi-

fication ability of the model. And in the task of object detection, focal loss is a common

means to solve the data imbalance problem. But in the nlp domain, this method is not

widely used. To explore the ability of focal loss to handle imbalanced data in the sentiment

classification domain, we use focal loss to replace the original cross-entropy loss function of

the model and investigated the performance of the classifier on three imbalanced datasets

with different proportions. The experimental results show that focal loss improves the

performance of the classifier compared to the original model, allowing the model to focus

more on hard-to-classify samples.
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Chapter 1

Introduction

With the increasing popularity of the Internet, more and more users like to express

their opinions about products on e-commerce and rating sites. Most of these opinions are

presented as texts containing sentiment tendencies, and determining the sentiment polarity

of such texts is also an important task in natural language processing. Machine learning

and deep learning approaches have achieved many advanced results for sentiment analysis

of text on various types of datasets. Zhang et al. [1] used two classification methods based

on lexicality and lexicon to get the semantic features, and then used an improved SVM

algorithm to classify text, which achieved good results, but with a strong dependence on

the lexicon selection. Tang [2] used neural networks to construct relationships between

sentences and classify. But high performance depend on the size and quality of training

data, which is very difficult to collect.

In real life, the datasets for sentiment classification are often unbalanced. In sentiment

classification tasks, smaller numbers samples are more likely to be misclassified which leads

to a decrease in the performance of the model. To reduce the effect of sample imbalance

on classification results, focal loss [3] is an effective method. In the target detection task, it

can reduce the weights of few, easy samples thus solving the problem of sample imbalance.

This method is less applied in sentiment classification tasks, so this paper is to investigate

the effect of focal loss on data imbalance problem in sentiment classification tasks.

We used three neural network models TextCNN, Bi-LSTM, and Bi-LSTM with attention

layer. Focal loss was used to replace the cross-entropy loss function of the models and to

perform sentiment classification on three imbalanced datasets with different proportions of

data and to compare with the original model. We observe that the F1 scores of the model

with focal loss are higher than the original model at different proportions. And as the gap

between the number of samples of different categories increases, the F1 scores of focal loss

increases more and more. It indicates that focal loss makes the model pay more attention

to the hard samples, thus improving the performance of the classifier.





Chapter 2

Related Work

There have been many studies so far to address the problem of data imbalance in text

classification.

2.1 Data Augmentation
EDA [4] augments the data by editing the original sentences. It include 4 operations:

synonym replacement, random insertion, random swap, and random deletion. There is a

significant performance when the datasets is small and it is very simple to implement.

Edit Transformer [5] applies edits learned on a source domain with plentiful data to

a data-constrained target domain. Then the generative model is used to generate new

sentences to augment data.

Kobayashi [6] proposes a context-based approach for data augmentation. Given the

context of the replacement word, the language model is used to predict the word, and the

new word is substituted for the original word to obtain data augmentation. And remaining

label information to ensure syntactic consistency.

2.2 Machine Learning
Zheng Z. [7] extracts features from the negative and positive samples separately and

combined. Then they used Multinomial Naive Bayesian and regularized Logistic regression

functions as classifiers.

BABoost [8] is an improved AdaBoost algorithm, which gives higher weights to the

misclassified examples from the minority class. It decreases the prediction error of minority

class significantly with increasing the prediction error of majority class a little bit.





Chapter 3

Proposed Methods

We use TextCNN, Bi-LSTM, and Bi-LSTM with attention layer as Baseline. Focal loss

is used to replace the original cross-entropy loss function and obtaining improved models.

3.1 TextCNN
TextCNN [9] is a text convolutional neural network with parallel convolutional structure.

Figure 3.1 shows the structure.

The input to the network is a word-based document. Each word is represented by a word

vector such that the whole document is mapped as a matrix of size n× d, where n is the

number of words in the document and d is the dimension of the word vector. Thus all

documents have the same matrix dimension X ∈ R(n′×d). Then the convolution operation

is performed on the matrix. And a maximum pooling operation is used for the pooling

layer of the convolutional neural network to extract the most important features of each

convolution and reduce the dimension of the text vector. Finally, c training set data are

obtained in the pooling layer as {x(1), y(1), x(2), y(2), ..., x(c), y(c)}, where x(i) is text feature

vector, y(i) is text category, i ∈ {1, 2, ..., k}. Finally the classification is done by a fully

connected softmax layer.
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Fig. 3.1: The structure of TextCNN

3.2 Bi-LSTM
LSTM [10] is a special kind of recurrent neural network, which is a neural network that

processes continuous data by sharing internal weights in a sequence, and which uses the

current word vector and its previous hidden states to compute the next hidden state.

Bi-LSTM was proposed by Graves et al. [11] It is a combination of forward LSTM and

backward LSTM. By this structure, Bi-LSTM could solve the problem of LSTM which

is difficult to encode information from back to front. Figure 3.2 shows the structure of

Bi-LSTM. After forward LSTM inputs I0, I1, I2, vector [h⃗0, h⃗1, h⃗2]is obtained.After back-

ward LSTMinputs I0, I1, I2, vector [
←−
h0,
←−
h1,
←−
h2]is obtained. Then the forward and backward

vectors are concatenated to be vector [h0, h1, h2].

10



3.3 Attention Layer

Fig. 3.2: The structure of Bi-LSTM

3.3 Attention Layer
The Attention mechanism [12] has been used in a wide variety of natural language pro-

cessing tasks. It is a approach that mimics human attention, which means that it can

helps the model to learn which part of text should be paid more attention, resulting in

more reasonable sentence representations. A very important application of the attention

mechanism is to use it with the LSTM model. It can be used to solve the problem about

the difficulty in obtaining a final reasonable vector representation when the input sequence

of the LSTM model is long.

We use the hidden outputs of Bi-LSTM as the feature vector. Then we take these feature

vectors as input and compute the weight vectors in the attention layer. The calculation

formula is shown below.

U = tanh(H)

α = softmax(WTU)

r = HαT

(3.1)

where H is a matrix of output vectors that produced by Bi-LSTM, W is the weight vector,

the representation r is the output vector of this attention model.

3.4 Focal Loss
The Focal loss [3] function is an improved function based on the standard cross-entropy,

which makes the model focus more on hard-to-classify samples during training, thus increas-

11



Chapter 3 Proposed Methods

ing the F1 scores of a small number categories in the model. The standard cross-entropy

is
CE(p, y) = CE(pt) = −log2(pt) (3.2)

where pt =

0 y = 1

1− p others
, p is the expected output, y is the actual output.

The function FL of focal loss is

FL(pt) = −(1− pt)
γ log2(pt) (3.3)

where (1− pt)
γ(γ ≥ 0) is a modulating factor. The focal loss has two properties. (1)When

a sample is misclassified and pt is small, the modulating factor is close to 1 and is same as

the cross-entropy function. When pt close to 1, the factor becomes to 0 and the contribution

to the total loss becomes smaller. (2)When γ goes to 0, the FL is equivalent to CE. In

other words, focal loss is a function to measure the contribution of hard samples and easy

samples to the total loss, thus solving the category imbalance problem.

But to solve the quantity imbalance problem, the α-balanced variant needs to be added.

And the improved function is

FL(pt) = −αt(1− pt)
γ log2(pt) (3.4)

where αt is used to control the shared weight of positive and negative samples on the total

loss.

12



Chapter 4

Experiments

4.1 Datasets
We use reviews from DianPing, Amazon and DMSC*1 as the datasets. The datasets

contains the ratings, and we classify the dataset into negative and positive categories based

on the ratings. For DMSC and Amazon, ratings of 1 are set as negative samples and ratings

of 5 are set as positive samples. For DianPing, ratings of 0 are set as negative samples

and ratings of 5 are set as positive samples. The negative samples are labeled with 0 and

the positive samples are labeled with 1. Only the data with text length less than 100

were kept, and finally a total of 25436 negative samples and 26040 positive samples were

obtained. And three sets of unbalanced datasets were constructed by randomly selecting

samples according to the ratio of negative samples to positive samples of 1:2, 1:5 and 1:10.

The training set and validation set and test set are splited according to the ratio of 8:1:1.

4.2 Experiment Settings
We preprocessed the datasets by word separation and removing the stop words. Then

the word vectors are trained by Word2vec. We used TextCNN, Bi-LSTM, and Bi-LSTM

with attention layer as the baselines and compared with the model using focal loss on the

three unbalanced datasets. According to several experiments, we found that the models

get the best performance when the γ = 2. And we used the proportions between categories

as α.

4.3 Evaluation Metrics
Because precision and recall can not evaluate the performance of the model well on

unbalanced datasets, and F1 score is a harmonic mean of precision and recall, and a high

F1 score can be obtained only when both precision and recall are high. Therefore F1 score

is chosen as the evaluation metrics.

*1 https://github.com/SophonPlus/ChineseNlpCorpus





Chapter 5

Results and Discussions

Table 5.1 shows the result. We can observe that as the number of negative samples

decreases, the F1 scores of the negative samples gradually decrease, but the F1 scores of

the positive samples all remain high and increase by a certain amount. It indicates that

the more unbalanced the data is, the more influence it has on the classifier. The model

using focal loss has approximately the same F1 scores for positive samples compared to

baseline. The F1 scores for negative samples improves under different datasets, and the

improvement increases gradually as the number of negative samples decreases. It shows

that the model reduces the weights of the easy samples and makes the model focus more on

the hard samples, thus improving the classification ability of the smaller number samples.

Bi-LSTM achieves the best results compared to other models for data ratios of 1:2 and

1:10, and Bi-LSTM with attention layer achieves the best results for data ratio of 1:5. And

when the ratio is 1:10, Bi-LSTM with focal loss achieves the biggest improvement of 5.28.

This illustrates that focal loss can effectively solve the hard classification problem when

the samples are not balanced.
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Table 5.1: The results of three models with and without focal loss on imbalanced datasets

with positive and negative class ratios of 1:2,1:5,1:10. N is negative sample. P is Positive

sample.

N:P = 1:2 N:P = 1:5 N:P = 1:10

BL FL BL FL BL FL

TextCNN
N 46.85 47.46 31.63 32.71 21.23 23.90

P 83.07 83.01 91.45 91.39 95.54 95.51

Bi-LSTM
N 48.58 49.94 32.20 34.17 23.15 28.43

P 82.91 82.79 91.35 91.33 95.56 95.49

Bi-LSTM+Att
N 48.47 49.41 32.85 34.31 24.03 27.69

P 82.87 82.97 91.33 91.31 95.51 95.48

16



Chapter 6

Conclusion

We constructed three imbalanced datasets of different proportions. Then we used the

focal loss function to replace the cross-entropy loss function and conducted experiments on

these three datasets to test the ability of focal loss to handle the problem of unbalanced

datasets in sentiment classification tasks. The experimental results show that focal loss

solves the problem of the contribution of positive and negative sample weights to the loss

when the datasets are unbalanced, and improves the classification ability of the model.





Chapter 7

Future Work

For future work, we can go further in two directions: (1)Since sentiment classification

tasks can involve multiple sentiment polarities, we need to investigate solutions for unbal-

anced datasets in multiple classification tasks. (2)Combining focal loss with other methods

to further improve the accuracy of sentiment classification.
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