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The hysteretic conduction characteristics and fatigue profile of La1/3Ca2/3MnO3 (LCMO)-based

memristive devices were investigated. The oxide films were grown by pulsed laser deposition (PLD)

and sandwiched between Ag and Pt electrodes. The devices exhibit bipolar resistive switching (RS)

effect with well-defined intermediate conduction states that arise from partial SET and RESET events.

The current-voltage curves are modeled and simulated using a compact memristive approach. Two

equations are considered: one for the electron transport based on the double-diode equation and the

other for the memory state of the device driven by the play operator with logistic ridge functions. An

expression that accounts for the remnant resistance of the device is obtained after simplifying the

model equations in the low-voltage limit. The role played by the power dissipation in the LCMO reset

dynamics as well as the asymmetrical reduction of the resistance window caused by long trains of

switching pulses are discussed. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4984051]

I. INTRODUCTION

Electron transport in rare earth-doped perovskite mangan-

ites such as La1-xCaxMnO3 (LCMO) has been intensively

investigated in the last decade. This material not only exhibits

remarkable magnetoresistance properties and intrinsic phase

separation effects1 but also excellent resistive switching (RS)

capability when sandwiched between a variety of metal elec-

trodes.2 Multilevel conduction in LCMO can be achieved by

the so-called “electric-pulse-induced reversible” (EPIR) resis-

tance change, which consists of the application of voltage or

current pulses with the appropriate polarity with the aim of

modulating the conductance of the structure in the selected

direction.3 The EPIR effect can be used for multibit storage in

nonvolatile memory devices, and it is a desirable feature for

analog computing and neuromorphic circuits as well.4,5

Within this context, the fatigue effect in LCMO associated

with encored EPIR, i.e., the progressive modification of the

resistance window caused by electrical stress, is an issue that

has deserved special attention because of its connection with

lifetime operation.6 The electron transport in LCMO has been

ascribed to a variety of physical mechanisms: Pool-Frenkel or

charge emission from traps,6,7 space-charge limited conduc-

tion with exponential trap distribution,6–9 filling and emptying

of microscopic domains,6,10–12 Schottky conduction,2,12 polar-

onic hopping with band bending at the interfaces,14 and more

recently, single or multiple conducting paths with transmis-

sion properties modulated by the oxygen concentration at the

metal/oxide interfaces.2,4,15–18 However, most of the reports

concerning the electron transport in LCMO focuses the analy-

sis on the microscopic material properties exclusively or on

the current-voltage (I-V) characteristics behaviour at the low-

est and highest achievable conduction states. To our knowl-

edge, modeling of the current flow in LCMO for arbitrary

input signals following a memristive approach has not

received much attention. However, this is a fundamental issue

for the developement of a compact conduction model suitable

for circuit simulators.

As many other RS materials, LCMO-based devices

exhibit two extreme conduction states which are referred to

as high (HRS) and low (LRS) resistance states. The passages

from HRS to LRS and viceversa have been largely attributed

to the electric field-induced drift of oxygen vacancies to and

from the contact region with the metal electrode, where these

species are supposed to modulate the height of the interfacial

barrier.8,19,20 In Ref. 21, the EPIR mechanism is ascribed to

the formation of transition layers in the insulating material

close to the interfaces as a consequence of the occurrence of

redox-type reactions. According to some authors,22 this phe-

nomenon is ruled by the Gibbs free energy of the metal for-

mation, which implies that there can be different RS

mechanisms for the same material with different electrode/

material interface structures. All these mechanisms are com-

patible with the formation of preferred pathways for conduc-

tion spanning the oxide film.2 The transition events from one

state to the other are called SET and RESET and they can be

abrupt or gradual. They can also occur for applied biases of

equal (unipolar RS) or opposite (bipolar RS) polarity. In par-

ticular, our devices exhibit bipolar RS with abrupt SET and

gradual RESET transitions. The devices were subjected to

positive and negative voltages alternately in order to modify
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the oxide conductance in a controlled manner, and the resis-

tance of the structure measured at a low positive bias (rem-

nant resistance). Remarkably, the investigated devices not

only present a major I-V loop associated with the maximum

positive and negative voltage excursions allowed (without

introducing irreversible damage) but also well-defined inter-

mediate conduction states arising from partial SET and

RESET events. In terms of hysteretic modeling, these inter-

mediate states are called minor I-V loops, which have also

been reported in literature for LCMO.3,23

In this work, in order to account for the hysteresis phe-

nomenon in the I-V curves, we consider a compact memris-

tive approach24 consisting of two coupled equations, one for

the electron transport given by the double-diode equation

with series resistance and the other for the memory state of

the device driven by the solution of the generalized logistic

differential equation (extended Verhulst equation25). As will

be shown, this latest equation expresses the generation and

annihilation of conducting paths in the dielectric film or

equivalently the increase and decrease of the effective con-

ducting area. In addition, the reduction of the resistance win-

dow, i.e., the difference between LRS and HRS, caused by

the fatigue of the material when subjected to long trains of

pulses plays a major role in the system dynamics that cannot

be overlooked. In this regard, the fatigue effect needs to be

phenomenologically characterized since it has important

implications for the possible application of these memristive

structures in the field of nonvolatile memories. This paper is

organized as follows: in Sec. II, the devices and the experi-

mental setup used to switch their conduction states are

described. Modeling and simulation results for the I-V char-

acteristics using the compact memristive approach and the

fatigue effects associated with EPIR are reported in Sec. III.

Finally, in Sec. IV, general conclusions are presented.

II. DEVICE AND MEASUREMENT DETAILS

LCMO thin films with composition x¼ 2/3 were grown

by the Pulsed Laser Deposition (PLD) technique on top of

commercial Pt/Ti/SiO2/Si substrates. The temperature and

oxygen growth pressure were fixed at 850 �C and 0.13 mbar,

respectively. The X-ray (Cu source) diffraction pattern in

Fig. 1(a) shows that LCMO grows polycrystalline without

evidence of secondary phases. Both the surface and the

cross-section of the films were visualized by scanning elec-

tron microscopy (SEM). In the latest case, a small volume of

material was physically removed with a focused ion beam.

The SEM image in Fig. 1(b) shows a dense network of well

connected nanograins without the presence of particulates on

the surface. The cross section in Fig. 1(c) shows that the Pt,

which acts as a bottom electrode, and LCMO layers are 100

and 88 nm thick, respectively. The silver top electrode was

fabricated according to the sketch shown in the inset of Fig.

1(c). Silver pillars with areas ranging from 1 lm � 1 lm to

10 lm � 10 lm, embedded in an insulating SiO2 matrix,

were fabricated by a combination of standard electronic

lithography, sputtering (for the SiO2), thermal evaporation

(for the silver), and ion etching. The top of the pillars end in

macroscopic pads for the electrical contact with standard

probe station tips. Figure 1(d) shows a top view of the final

device, where both pillars and pads are clearly seen.

The devices were characterized using pulsed I-V meas-

urements at room temperature with a Keithley 2612 source-

meter. This means that positive and negative pulses of

increasing or decreasing magnitude were applied to the

structure in order to generate major and minor I-V loops.

Figure 2 illustrates typical examples of cyclical major I-V
loops. Figures 2(a) and 2(b) were obtained using current

compliances of IC¼5 mA and IC¼10 mA during the SET pro-

cess, respectively. The electrical stimulus was applied to the

top electrode with the bottom electrode grounded. The time

width of the applied pulses was 1 ms. After the application

of each pulse, a small reading voltage VM of 0.1 mV or

0.15 mV is applied across the structure, and the current mea-

sured. This information is used to calculate the remnant

resistance RM of the structure, which in turn is used to evalu-

ate the fatigue profile for both HRS and LRS. The remnant

resistances are shown as insets in Figs. 2(a) and 2(b). Notice

that if the damage caused to the device is under control

(lower IC), the RM loop does not change too much as the

number of cycles increases. However, if the maximum

allowed current for the SET process is higher, the resistance

window shrinks because of a reduction of the switching

capability of the structure. No electroforming step is required

to activate the switching property of our samples.

III. EXPERIMENTAL RESULTS AND DISCUSSION

A. Modeling and simulation of the I-V characteristics

In order to model the hysteretic I-V characteristic (see

Fig. 3), we assume that electronic transport takes place along

multiple conducting pathways spanning the oxide layer with

their resistance dominated by potential barriers present at

FIG. 1. (a) X-ray diffraction pattern of the LCMO film. Peaks marked with

an asterisk correspond to a small amount of crystalline SiOx—buried below

the bottom Pt electrode—that it is formed during the substrate heating dur-

ing the LCMO deposition. (b) Scanning electron microscopy image of the

deposited material. (c) Cross-section scanning electron microscopy image of

the device and sketch showing the silver pillar through the SiO2 film. (d)

Scanning electron microscopy image of the structures including electrical

pads and pillars.
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one or at both metal-oxide interfaces.13,14,16 The height of

these barriers is modulated by the oxygen vacancies concen-

tration at the interface, which can be modified by the external

field. According to a number of publications, these barriers

are not spatially uniform so that the formation probability of

conducting paths would be higher in those zones where the

barriers are lower and would increase with the magnitude of

the external electrical stress.4,8,26 Interestingly, Jooss et al.14

have demonstrated that for some electrode materials, up-

bending of the manganite conduction band at both oxide

interfaces can occur. In this case, the band structure of the

device resembles two opposite Schottky contacts. This

would be consistent with the independence of the EPIR

effect on the oxide thickness as reported in Ref. 4. For our

devices, both LRS and HRS currents are almost symmetrical

for positive and negative biases which is likely associated

with the presence of a single barrier, presumably located at

the Ag/LCMO interface.16 We recall that the Pt/manganite

interface was reported as ohmic due to the large work func-

tion of Pt (5.65 eV).27 This implies that in our samples, the

manganite/Pt interface does not contribute to the EPIR

effect. Following this observation, and for the sake of sim-

plicity, it will be assumed that the device exhibits non-

rectifying diode-like behaviour.11 In this case, the I-V curve

can be expressed in terms of the double-diode equation28 as

I ¼ sgnðVÞ ðaRÞ�1WfaRI0 exp aðjVj þ RI0Þ½ �g � I0

h i
; (1)

where I0 and a are model parameters related to the effective

conducting area and to the particular features of the potential

barrier, respectively, R a series resistance associated with the

non-switchable region of the device,29,30 sgn the sign func-

tion, and W the Lambert function.31 A model parameters

vector of the form X ¼ (I0, a, R) is defined as X ¼ XHRS

þ k(XLRS � XHRS), where XHRS ¼ (I0HRS, aHRS, RHRS) and

XLRS ¼ (I0LRS, aLRS, RLRS) are the two ends of the vector X.

0 < k < 1 is the memory state variable of memristive sys-

tems and within this framework can be thought of as the

fraction of activated conducting paths at a given applied

voltage.28 Equation (1) also yields a pinched I-V characteris-

tic [I(V¼ 0) ¼ 0], as required by memristive systems. From

FIG. 2. (a) Experimental I-V characteristics obtained with a current compli-

ance of 5 mA. (b) Experimental I-V characteristics obtained with a current

compliance of 10 mA. In both cases, the insets show the corresponding rem-

nant resistance loop. Notice that both LRS and HRS exhibit nonlinear

dependence with the applied voltage.

FIG. 3. (a) Experimental and model results for a typical major I-V loop in

log-linear axes. (b) Same experimental and model results shown in (a) but in

linear-linear axes. Notice the excellent agreement in both representations.

The model parameters used in expressions (1) and (4) are shown in (b).

Figure (c) illustrate the evolution of the current and memory state.

205302-3 Miranda et al. J. Appl. Phys. 121, 205302 (2017)



Eq. (1), RM can be simply calculated as the device resistance

at low applied bias, i.e.,

RM ¼
V

I
� Rþ 1

aI0

� k�1 ; (2)

which, at first order, is proportional to k�1 as long as R
� (aI0)�1. This condition is always met by our devices since

R is in the range 1–50 X, a in the range 2–3 V�1, and I0 in

the range 10�7–10�4 A. Next, it is assumed in a first approxi-

mation that the generation and annihilation of conducting

paths are described by the logistic function

L6ðVÞ ¼
n

1þ exp �g6V
� �o�1

; (3)

where g6 is a constant related to the voltage transition rate

from one state to the other. The signsþ and – denote the gen-

eration and destruction of conducting paths, respectively,

associated with the intensity and polarity of the external

stimulus. From (3), L6(V!1) ¼ 1 and L6(V! �1) ¼ 0,

which means that for large positive and negative voltages all

the conducting paths are activated or disrupted, respectively.

Importantly, as illustrated in Fig. 4, this case corresponds

approximately to the progressive generation/destruction of

conducting paths according to gaussian-distributed activation/

deactivation voltages.28 Since we are pursuing a compact

approach, in order to improve the fitting results, it is worth

using a generalised version of Eq. (3). To this end, the ridge

functions K6 are defined as

K6 Vð Þ ¼ 1þ 2b6 � 1
� �c6

� g6c6b6V

h i 1

c6

� �� 1

b6

; (4)

where g6, b6, and c6 are the shape parameters. Expression

(4) is the solution of the generalised logistic differential

equation.25 Remarkably, for b6 ¼ 1 and c6 ! 0, Eq. (4)

reduces to the standard logistic function Eq. (3), i.e., K6(V)

! L6(V). The effect of considering different b6 and c6 val-

ues is to modify the tails of the distributions with the aim of

capturing the shape of the experimental I-V curve during the

transitions HRS$ LRS. c6 < 0 yields distributions skewed

to the right, whereas b6 > 1 yields distributions skewed to

the left (see Fig. 4). The extension of these tails can be physi-

cally linked to the presence of the series resistance at the

largest biases or to a change of the switching mechanism at

low currents.32 As mentioned above, g6 gives the voltage

transition rate and is mathematically related to the dispersion

of the distributions.

In addition, since we are dealing with a hysteretic phe-

nomenon, the evolutionary behaviour of the device needs to

be taken into account. To model the memory state of the

device, the play operator proposed in Ref. 33 is considered

kðVÞ ¼ minfK�ðV � V�Þ;max kðV � DVÞ½
þ jðV; I; kÞDt;KþðV � VþÞ�g ; (5)

where V is the applied voltage, min(x,y) and max(x,y)

are the minimum and maximum of x and y, respectively, j
¼ dk/dt is a function that describes the evolution of k for a

constant input signal, and Vþ and V� describe the voltage

location of the SET and RESET distributions. DV> 0 and

Dt> 0 are the voltage and time steps used for the simulation.

Equation (5) is a recursive expression that yields the state of

the system at time t as a function of the state of the system at

time t � Dt. Notice that Eq. (5) represents the memory state

equation of memristive systems.34 Remarkably, (5) is not

expressed in the usual way, i.e., as a differential equation,

because the threshold functions K6(V) are already integrated

functions. k(V) is used to calculate the vector X required for

the model parameters in the I-V expression (1). The simplest

hysteresis dynamics is achieved with j ¼ 0 in Eq. (5), which

corresponds to a flat response of the memory state for K�(V
� V�) � k(V) � Kþ(V � Vþ). In this case, Eqs. (1) and (5)

are decoupled and the time step does not play any role,

implying that no drift or accumulation effect is involved in

the calculation of the memory state. From the viewpoint of

hysteretic systems, this is called a rate-independent process

with a wiping-out property.33 Model results for a typical

major I-V loop obtained with Eqs. (1), (4), and (5) are illus-

trated in Figs. 3(a) and 3(b). Notice the good agreement

between the experimental and model curves both in log-

linear and linear-linear scales. For the sake of clarity, Fig.

3(c) shows the input signal V, the memory state k [Eq. (5)],

and the current I [Eq. (1)] as function of time. Contrary to

what is commonly observed in many RS materials, the LRS

I-V curve in LCMO is not linear, which allows discarding

the formation of metallic filaments bridging both electrodes

(an ohmic-type dependence should be expected in that case).

This observed behaviour is instead consistent with the pres-

ence of some kind of potential barrier at the ends or within

the conducting paths. In order to shed light on the role played

by the main parameters of the model, Fig. 5 illustrates the

effects of (a) minimum (I0HRS) and maximum (I0LRS) diode

current amplitudes, (b) slopes of the HRS and LRS I-V char-

acteristics (aHRS and aLRS), and (c) series resistances (RHRS

and RLRS) for both conduction modes. This is the minimum

number of parameters required to simulate the magnitude

and shape of the two stable states, HRS and LRS. Notice that

RHRS and RLRS determine whether the I-V curves follow a

linear or an exponential dependence on the applied voltage.

FIG. 4. Plot of the ridge functions K (dashed lines) and their derivatives dK/

dV (solid lines) for different combinations of shape parameters. Notice the

skewness of the distributions. The ridge functions describe the creation and

annihilation of conducting paths in the oxide material. These functions are

used to construct the recursive operator that controls the current magnitude.
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To complete the picture, Fig. 6 illustrates the role played by

the rest of model parameters, in this case, those correspond-

ing to the transition profiles: effect of (a) transition rate

parameter (g), (b) type of outset for the SET and RESET

transitions (smooth or sharp) given by the generalized logis-

tic equation (b and c), and (c) location of the SET and

RESET transition voltages (Vþ and V�). In all cases, the

plots were obtained considering j ¼ 0 in Eq. (5). In some

cases, the parameters for the HRS and LRS I-V curves are

the same.

With the aim of improving the simulation results for the

minor I-V loops corresponding to arbitrary positive and neg-

ative voltage pulse sequences [Fig. 7(a)], a correction func-

tion of the form j(I) ¼ �AIB, where B¼ 2 and A> 0 is a

fitting constant, is introduced into Eq. (5). This additional

term only applies for the RESET dynamics and with increas-

ing voltages. The negative sign in j means that the current

induces a reduction of the memory state k. This particular

dependence of j on I arises from our own observations and

from the results reported in Ref. 2 concerning the Joule heat-

ing effect in manganite-based RS devices. According to that

study, the power dissipated in LRS increases the local tem-

perature of the conducting path which in turn raises its resis-

tance by favouring the migration of oxygen vacancies

towards the device interface. The change in the resistance

DR 	 I2 has been experimentally confirmed by Lee et al.35

Similar arguments for the annihilation of conducting paths

FIG. 5. Effects of the diode model parameters [Eq. (1)] on the I-V curves:

(a) diode current amplitude I0, (b) slope a, and (c) series resistance R. The

rest of parameters are indicated in the figures.
FIG. 6. Effects of the transition parameters [Eq. (4)] on the I-V curves: (a)

general slope g, (b) shape parameters b and c, and (c) location of SET and

RESET voltages (Vþ and V�). The rest of parameters are indicated in the

figures.
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during the RESET process were invoked in Ref. 15. The simu-

lated I-V curves using the correction term mentioned above

are illustrated in Fig. 7(b). Interestingly, since k	RM
�1 from

Eq. (2), the remnant resistance provides complete information

about the shape of the memory loop k vs V. The sigmoidal

curves associated with the ridge functions K6 and the minor

remnant resistance loops are shown in Figs. 7(c) and 7(d) for

the experimental and simulated curves, respectively. Notice

the effect of including j(I) 	 �I2 in Eq. (5). This appears as

an upward bending of RM in the RESET quadrant. The differ-

ence between experiments and simulations for RM in HRS can

be ascribed to the noisy behavior of the measured current at

so low reading voltage (VM ¼ 0.1 V). Similar RM vs V curves

can be found in Ref. 35. Interestingly, the formation of minor

I-V loops was also investigated in connection with the electro-

forming behaviour of silver-manganite interfaces.36

As an additional test for the proposed compact model,

experimental and simulation results corresponding to the

application of short trains of pulses of increasing negative

magnitude [see Fig. 8(a)] are shown in Fig. 8(b). This figure

shows experimental (symbols) and model (solid lines) results

for a RESET pulse sequence with voltage amplitudes: �1,

�1.25, �1.5, �1.75, and �2 V. In this particular case, simu-

lations were performed using j ¼ 0 in Eq. (5) since no drift

effects were observed in k for short-term degradation. The

initial memory state of the device is k(0) ¼ 1, which means

that all the conducting paths are in the SET condition at the

outset of the RESET process. Figure 8(c) shows again exper-

imental and simulation results for the repetitive application

of the already mentioned pulse pattern. Multilevel conduc-

tion with a high degree of repeatability in PLD-grown

LCMO-based RS devices is thus demonstrated using EPIR.

Similar results are obtained for an arbitrary sequence of posi-

tive and negative pulses as those shown in Fig. 9(a). In this

case, the device is progressively reset by an increasing

sequence of negative pulses, set by a single positive pulse

and again reset by an increasing sequence of negative pulses

but with different ramp rates [see Fig. 9(b)]. Subsequently,

the remnant resistance of the device is measured without

changing its memory state, and finally, a new sequence of

SET pulses with increasing voltage is applied in order to pro-

gressively reduce the resistance of the device. The evolution

of k is also illustrated in Fig. 9(b). Notice that k does not start

from zero since the initial state of the device is LRS. Within

the reproducibility limits, both the experimental and simu-

lated results show good agreement, demonstrating once

again the versatility of the proposed approach.

FIG. 7. (a) Sequence of positive and negative voltage pulses required to gen-

erate major and minor I-V loops. Major loops consist in sweeping pulses of

amplitudes in the range �2 V toþ1.5 V. Minor loops are attained by increas-

ing the negative maximum limit from �1 V to �2 V. (b) Experimental and

simulated I-V characteristics. (c) Experimental remnant resistance loops cor-

responding to the curves shown in (b). (d) Model results for the remnant

resistance calculated using Eq. (2). The evolutionary function j(I) ¼
�106I2, DV¼ 0.01 V, and Dt¼ 0.01 s were considered in Eq. (5).

FIG. 8. (a) Sequence of RESET pulses with negative amplitude. (b) Increase

of the device resistance caused by the RESET pulses. Symbols and lines are

experimental and simulation results, respectively. Model parameters are

indicated in the figure. (c) Repetition of the pulse sequence shown in (a).

The positive pulse is used to SET the device before each RESET pulse

sequence.

FIG. 9. (a) Arbitrary sequence of SET and RESET pulses with different

ramp rates. (b) Evolution of the current for the pulse sequence illustrated in

(a). The evolution of the memory state is also represented in the same plot.
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B. Characterization and simulation of the fatigue
profile

After presenting the hysteretic model that accounts for

multilevel conduction in Ag/LCMO/Pt structures, it is worth

focusing the attention on the transient effects related to the

stabilization of the switching dynamics. In this case, pulses

of opposite or similar polarities are applied, leading the

device to the SET and RESET conditions alternately. As in

Sec. III A, the remnant resistance RM is always measured at a

low positive bias. In general, the transient effects in LRS and

HRS are dissimilar and can last several hundreds of cycles.

The phenomenon is often called the fatigue effect and has

been reported many times in the past for LCMO.5,12,13,37 In

terms of the model discussed in Sec. III A, the modifications

in LRS and HRS can be straightforwardly linked to modifi-

cations of the model parameters I0LRS and I0HRS, i.e., the

maximum and minimum diode current amplitudes in Eq. (1),

respectively. Simulated effects of the I-V and RM-V charac-

teristics are illustrated in Figs. 10(a) and 10(b), respectively.

Here, a simple expression for the evolution of LRS and

HRS as a function of the number of switching pulses is pro-

posed. The expression not only covers the asymmetric

fatigue profile of both resistance states but can also be used

to characterize the EPIR ratio of the device,6 a relevant fig-

ure of merit when dealing with bistable nonvolatile memory

structures. Figure 11(a) illustrates the effect of positive and

negative voltage pulses on the resistance state measured at

150 mV. It can be seen that, before stabilization, there is a

remarkable reduction of the resistance window at the begin-

ning of the cycling experiment. Both HRS and LRS can be

described by a first order fitting profile of the form

R nð Þ ¼ R 0ð Þ þ R 1ð Þ � R 0ð Þ
� �

exp �n=sð Þ; (6)

where n is the pulse number, R(n) the resistance, R(0) the

initial resistance, and R(1) the long-run resistance. s is a

characteristic number of pulses associated with the transient

effect. Expression (6) is typical of a self-saturation pro-

cess.20 As shown in Fig. 11(a), the resistance window not

only decreases but there is also an asymmetry in the fatigue

profile since s is larger for LRS (s ¼ 550) than for HRS

(s ¼ 33). This behavior can be likely attributed to a reac-

commodation of the defects or vacancies that modulate the

conductive path resistances rather than to a global increase

of the conducting area. The same trend has been previously

reported for LCMO layers,13,22 including the distinctive

behaviours for HRS and LRS.38 In addition, the EPIR ratio

is defined as

EPIR nð Þ ¼ RHRS nð Þ � RLRS nð Þ
RLRS nð Þ

; (7)

which expresses the relative change of resistances as the deg-

radation proceeds. According to Fig. 11(b), the EPIR ratio

reduces from 104 to 101, which indicates that while the struc-

ture always exhibits a well-defined bistable behavior, the

fatigue effect cannot be overlooked for long-run device oper-

ation. Figure 9 reveals that the resistance profile given by

Eq. (6) can be applied to describe the evolution of the

unfolded remnant resistance loop as well. In this case, the

unfolded data correspond to the resistance loops shown in

Fig. 12(a). Notice that the value s � 103 is radically different

from what was found in the previous experiment. This occurs

because, here, n represents the number of pulses required for

achieving complete I-V loops instead of alternately conduct-

ing states. The same data are also shown in log-log [Fig.

12(b)] and log-linear axes [Fig. 12(c)]. The asymmetry in the

FIG. 10. (a) Simulated I-V curves taking into account a reduction of the

maximum (I0LRS) and minimum (I0HRS) current parameters. (b) Effect of the

reduction of I0LRS and I0HRS on the remnant resistance RM. For the sake of

simplicity, a symmetrical reduction of the resistance window was considered

in this case.

FIG. 11. (a) Experimental and simulated fatigue profile (remnant resistance)

for LCMO under switching pulses. The upper and lower envelope functions

were obtained using expression (6). (b) EPIR ratio calculated from the data

shown in (a) using Eq. (7). Notice that the EPIR ratio also follows a sigmoi-

dal curve.
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resistance values asssociated with the stable states is still vis-

ible so that, comparing with the results shown in Fig. 11, it

can be stated that either in the case of voltage increasing/

decreasing switching pulses or in the case of switching

pulses with opposite polarity, the fatigue effect is related to a

reduced trajectory within the memory map of the device.

Importantly, in order to increase the endurance of similar

devices, a protocol based on a proper selection of the pulse

amplitudes has been proposed in Ref. 39.

To conclude this section, Fig. 13(a) illustrates the effect

of stressing the device at a constant negative voltage. The

different remnant resistance curves correspond to different

bias conditions (from 1 V to 1.4 V). Clearly, the transition

from LRS to HRS takes a shorter time for a higher applied

bias. Again, the RESET profile under this circumstance can

be described by Eq. (6), which seems to express the exhaus-

tion of conducting paths or equivalently the progressive

reduction of the effective conducting area for long-term

stresses. Remarkably, the transient time (in terms of the

pulse number) follows a well-defined relationship with the

applied voltage (s ¼ �154
Vþ 218.8 [#Pulses]). This result

is reported in Fig. 13(b), which indicates that the transition is

almost instantaneous (s � 0) for applied voltages larger than

1.42 V.

IV. CONCLUSIONS

A compact memristive model for the hysteretic conduc-

tion characteristics of LCMO films with metal electrodes

was presented. The formation of conducting paths with trans-

mission properties modulated by the presence of a local

potential barrier is assumed for the electron transport. The

model parameters are controlled by sigmoidal curves that

represent the activation and deactivation of these paths. The

exponential behaviour of both the HRS and LRS I-V charac-

teristic seems to indicate that this potential barrier, presum-

ably located at the Ag/LCMO interface, is always present

regardless of the conduction state. The memory state vari-

able that accounts for the history of the device is described

FIG. 12. (a) Remnant resistance loop showing fatigue effects. The blue and

red arrows point out the reduction and increase of the HRS and LRS states,

respectively. (b) Unfolded remnant resistance loop obtained from (a) as a

function of the number of pulses. Notice the reduction of the resistance win-

dow as the degradation proceeds. (c) Same results of (b) but in log-log axes.

Fitting parameters are shown in the figures.

FIG. 13. (a) Evolution of the remnant resistance as a function of the number

of pulses. Each curve corresponds to a different negative applied voltage.

All the curves start in LRS and evolve toward HRS. (b) Characteristic num-

ber of pulses (transient effect) for each applied voltage. Notice that T follows

a linear relationship with V.
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using a recursive operator with voltage thresholds. Contrary

to previous approaches for the low and high conduction

states, the reported model can deal with arbitrary input sig-

nals. This is of utmost importance in compact modeling for

circuit simulators. In addition, the transient fatigue effect

detected in our samples indicates that a large number of the

involved conducting paths are not able to withstand a long-

term switching process. To our understanding, the main

point for LCMO as functional oxide is the possibility of a

continuous modulation of the electron transport transmission

properties, a crucial feature for analog computing and neuro-

morphic applications. We suggest that the proposed model

could bridge the gap between basic material research and

specific applications such as multilevel conduction in non-

volatile memory devices or electrical synapses.
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