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We present a method that uses the one-particle density matrix to generate directly localized orbitals
dedicated to multireference wave functions. On one hand, it is shown that the definition of local
orbitals making possible physically justified truncations of the C&8mplete active spages
particularly adequate for the treatment of multireference problems. On the other hand, as it will be
shown in the case of bond breaking, the control of the spatial location of the active orbitals may
permit description of the desired physics with a smaller number of active orbitals than when starting
from canonical molecular orbitals. The subsequent calculation of the dynamical correlation energy
can be achieved with a lower computational effort either due to this reduction of the active space,
or by truncation of the CAS to a shorter set of references. The ground- and excited-state energies are
very close to the current complete active space self-consistent field ones and several examples of
multireference singles and doubles calculations illustrate the interest of the procedu020
American Institute of Physics[DOI: 10.1063/1.147631]2

I. INTRODUCTION main null, according to Brillouin’s theorefThe equiva-
. : . lence of these descriptions may be extended to multirefer-
The Lewis representation of molecules in terms of bonds P y

. . . -ence(CAS) problems, provided that the transformations are
and lone pairs of electrons commonly used in chemistry is

probably the first example of a relevant local description.o_nIy made_ inside the different blocks of inactive, active, and
Before the success of Koopmans’ theoténduced a preva- virtual orbitals. . . )
lence of the delocalized treatments, several localized meth- 1 ne more recent growth of interest for localized descrip-
ods providing interesting physical analysis were proposedions was initially due to the possible neglect of small
The valence bond methddwhich gives a physically moti- enough bielectronic integrals when localized orbitals are
vated hierarchy of the determinants in terms of neutral, sint/sed, and then widely motivated by the calculation of the
gly ionic, doubly ionic, etc., is one of the best examples ofcorrelation energy for a lower computational effort. Indeed,
such treatments. Later on, it was shovior single reference  since the number of virtual orbitals needed for the correlation
(single determinantaiproblems that both local and nonlocal of each electron pair may be dramatically reduced in a local
descriptions are equivalent, since one may always define éescription, significant savings of CPU time could also be
unitary transformation to go from the delocalized occupiedobtained for the correlated methods. In that philosophy, sev-
orbitals to the localized occupied ones so that a single refeleral local correlated treatments have recently been proposed,
ence is preserved. The Fock operator, which is diagonal ithe computational cost of which scales linearly with the mo-
the canonical Set, becomes block diagonal, i.e., the elemen'@CL”ar size. Among the most important ones, one may cite
between occupied and virtual molecular orbitéldO) re-  the Mgller—Plesset perturbation theoryMP2, MP3,
MP4),5~! the singles and doubles configuration interaction
3Electronic-mail: daniel.maynau@irsamc.ups-tise.fr (CISD),*> and singles and doubles coupled cluster
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(ccsD? and CCSMT).1* All these proposals are single consistent fieldCASSCH ones, for the ground state as well

reference methods. However, the benefit of a local descripas for the excited ones. Calculations at the M&D (multi-

tion for the calculation of the correlation energy is not anreference singles and doubldsvel have been performed for

attribute singular to the single reference description. Oneeveral chemical systems, and a systematic comparison be-

may in fact reduce the computational effort for multirefer- tween the results obtained for truncated and nontruncated ClI

ence descriptions too, when using a set of localized orbitalszalculations will be presented. Different outlooks for taking
In several problems requiring multireference descrip-advantage of the localized description in the scaling of the

tions, the active orbitals are often concentrated in a locatorrelation energy calculations are discussed in the Conclu-

region. This is the case, for instance, when we consider bongion.

breaking, magnetic systems with singly occupied orbitals lo-

calized on metal atoms, as well as spectroscopic problends PRESENTATION OF THE METHOD

that imply local excitations. An accurate description of such  we propose am priori method. It may be decomposed

systems generally requires highly correlated treatments tha4 two steps. The first one provides an initial guess of local-
have been, up to now, only accessible for the smaller oneszed orbitals that will then be optimized in a second step.
The interest of a local picture is twofold. They may be obtained through different procedures provided

(i) The first advantage is qualitative, and concems thdhat the orbitals are strongly localized and define an orthogo-

nature and the size of the active space. Let us conf@l Set.

sider, for instance, the case of a bond breaking. In &, What kind of local orbitals?
delocalized description, the active orbitals are the

ones that bring the largest correlation energy; there- The molecula_r orbitals cor_nmonly used in stan(_jard
fore, there is no control over their spatial location. chemistry calculations are obtained through self-consistent

Using local active orbitals, on the contrary, it becomes‘cleld (.SCF) or CASSCF procedures. . :
It is possible to replace the occupiééspectively, unoc-

possible to restrict them to those that are actually bro- | . i o .
ken during the chemical reaction cupied orbitals by a linear combination of themselves with-

(i)  The second advantage concerns the possible reducti@}" chan_glng the SC'.: energy. .AS well as mn the canonical
of the size of the reference space. The use of complet§CF orbitals, the choice of orbitals localized on bonds en-
active spacdCAS) of canonical MOs is responsible ables one to build a single determinant wave function. Notice

for a very steep increase of the number of referenceéhat not only covalent bonds are concerned; it is also possible
included in the calculation. This may be easily under-t© build core or lone pair orbitals in the same way. In that

stood when considering localized active orbitals ob-¢8S€ .the orbitals are atom celjtered and (.jOUbly occupied.
tained from the delocalized ones by unitary transfor- ,It IS a!so possible to use _smgly occupied atom-centered
mations, for instance. The isodimensional referencé’rb'tals’ like the two 1s orbitals of the 2|_—|mo|ecule, for
space generated by the CASow in localized orbit- example. The VB trad|t|cl)£1 uses such orbitals. The general-
alg contains determinants in which all the electronsIzed vaIencg bondGVB) methoq varlatlonally opt|m|zes_
are concentrated in a certain region of spéughly V?'e”‘:e. orblltals centergd on a given atom W'.th apprgprlate
ionic in the VB sensg and therefore whose weight in tail. Using singly occupied atom-centered orbitals, it is not

the wave function is close to zero. As shown in Ref possible to build a single determinant which gives the SCF

15, a localized multireference description instead ofENeroy. However, as will be shown later on, this can be an

the CAS would be both physically justified and sig- interesting solution. In the case of quasidegenerate systems,
nificantly less expensive. It is then intuitively clear for instance, a correct description can be obtained only

that the definition of localized active orbitals com- tEroggljh a Cl _calculal'uon myolvmgbseveral determinants. If_
bined with an appropriate multireference space wouldn®e Cl space is very large, it may be necessary to truncate it

be more effective for the treatment of these problemsand perform a selected CI. In this case, the size of the se-
Although this work will not address the question of lected space required to have a correct result will not be the

N-scaling behavior of the calculations, let us notice Same depending on the considered orbitals, as will be shown

that the use of a complete set of local orbitals allows

in the examples of Sec. Ill.
the possible neglect of small enough bielectronic in- In this work, we develop a formalism that permits all the
tegrals as well as the local treatment of electron cor-

above possibilities. The orbitals can be localized on a single
relation atom (for example, a core orbital or a lone paior a group
' of atoms(a bond or a fragment such as a complete aromatic
The method uses the one-particle density matrix calcuting, for instancg
lated from the CI of the single excitations acting on the mul- o ) ]
tireference space. It will be presented in the second sectiofe- A Prori methods: The generation of localized SCF
In the third section, different applications illustrate the effi- orbitals
ciency of the proposed density matrix based multiconfigura-  When looking for a localization method, the determina-
tion method in localized orbitals. The energies obtained frontion of localized Hartree—FockKHF) molecular orbitals
CASCI (configuration interaction inside the CASalcula- (MOs) seems to be a rational choice, as far as single refer-
tions carried out using the obtained set of localized orbitalence problems are concerned. Several methods are asing
are very close to the current complete active space selfposteriori relocalizing unitary transformations, for instance
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TABLE I. Butadiene molecule. Occupation of the local bond orbitals of the sing® @nd the double (C;
bonds. Ther bonding ands* antibonding orbitals clearly appear in both bonds with occupations close to zero.
The same applies for the and 7* orbitals in the double bond. The delocalization of theserbitals on the
single bonds is illustrated by the occupations of 1.28 and 0.66 on the single bond. The other orlitate
hybrid orbitals(see the text

C,C, (single bondl

Occupation 1.95 1.28 1.22 1.04 1.01 0.92 0.66 0.02
Orbitals o T h h h h T* o*

C,C; (double bond

Occupation 1.96 1.93 1.25 1.15 0.99 0.92 0.05 0.03
Orbitals T T h h h h T* o*

the methods of Boy§7, Edminston and Ruedenbér@, pure for an accurate guess have the highest priority, so they
Pipek!® and Angeliet al,2% which define an intrinsic crite- Will just be orthogonalized among themselves usingaf?
rion of localization(i.e., they maximize a localization func- Method.

tion). Relocalizations that use an extrinsic critefiafilocal- The valence orbitals are orthogonalized to the core ones
ization (such as projecting localized MOs on the canonicalPy Projecting out the core components and, then, among
ones work equally well. themselves by as~*? orthogonalization. Finally, the addi-

A direct way to obtain localized orbitals, i.e., one that tional nonvalence orbitals receive the same treatment as the

avoids the passage through the determination of canoniclénce onesthey are orthogonalized to the two previous
MOs, was opened by trepriori methods. Some of them use S€ts and the complete set of OAQy,} is obtained. .

a localization potential in the SCF equatidhs? Other We want now to obtain LMOs that correctly describe
methods start from guess-localized orbitals and use a proc®9nds or molecular fragments. The method proceeds through
dure of orbital optimization that keeps their local nature. Asthe calculation of a mono-electroni8CF, Huckel.). density
well as in delocalized descriptions, the optimization procesénatrix, which was already used in the past to determine
can be based on an energy minimization or use the ongitom-centered orbitals appropriate for nondynamical correla-
particle density matrix. While in the delocalized descriptionstion calculatlon_§.5'26The density matrix is then expressed in
the density matrix is directly diagonalized, giving the delo-the OAOs basigy;}

calized natural orbitals, keeping the local character of the Rij:<q30|ai+aj|<po>_ (1)
orbitals requires avoidance of such diagonalization and co

trol of the rotations between the orbitals. nLet us introduce an orthogonal projector on an atowf the

molecule as being the sum of the projectors on its OAOs
(this definition is commonly uséd)

1. Determination of guess of local orbitals

Pe=2 Xl 2

The set of chosen atomic orbitdlg,} should preferably lek
be of ANO (atomic natural orbitaltype?* In this way, the A projector on a fragmerf (for instance, two bonded atoms
occupied and antibonding molecular orbitals have large coif one looks for a bond LM@®may be defined as the sum of
efficients on the minimal basis set only. It is constituted ofthe projectors on the atoms belonging to that fragment
core orbitals, valence orbitals, and some additional nonva-
lence orbitals for extended basis calculations. Through the Pg= 2 Py . 3
following procedure, we will build orthogonal atomic orbit- KeF
als (OAO) in a first step, and localized MQ&MOs) which ~ The density matrices calculated on the projected functions
are linear combinations of the OAOs. In the present apPr®, are then diagonalized to get a new set of LMOs. The
proach, a great flexibility is permitted to the localized orbit- left orbitals are distributed in the classes of occupied and
als. An LMO can be atom centered for lone pairs or dame virtual LMOs according to their occupation numbetgpi-
that case, it is equal to an OAQor bond centered, or even cally close to 2 and 0, respectivelyThe orbitals exhibiting
delocalized on a molecular fragment. These orbitals are dissther occupation numbers are simply rejected.
tributed in the two classe®ccupied and virtual As an example, let us follow the construction of guess

The procedure starts by the generation of OAO througtorbitals for the butadiene molecule. In this simple case, the
a hierarchical orthogonalization of the atomic orbitals thatchoice is quite straightforward. In addition to the core orbit-
does not mix the different type&ore, valence, and addi- als of the carbons, the bonds to be constructed correspond to
tional nonvalenckof orbitals. One uses a hierarchical block- the Lewis graph of the gHg molecule. From the density
Schmidt orthogonalization scheme, where the usual normamatrix expressed in the basis of the OAOSs, partial density
ization step is replaced by & ¥ orthogonalization inside matrices are extracted for each bond.
each block corresponding to a different type of orbital. Table | presents an example of generation of guess or-
being the overlap matrix, the core orbitals that must be kepbitals for both single and double C—C bonds. The dimension
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of the partial density matrix is 88, which corresponds to presented here follows this scheme and provides, among all
the four %, 2p orbitals on each atom. Once diagonalized,the possible orbitals giving the SCF energy, a set of localized
this partial density matrix automatically gives one or tifar ~ ones.
the single or double bonaccupied orbitals and their corre- The procedure starts from the definition of a single ref-
sponding antibonding ones. The other eigenvalues corresrenced built on a set of occupied strongly localized guess
spond to occupations of the remaining bonds of the carboorbitals that is then separated in two classes, the inactive |
atoms. They are hybrid orbitals which belong to other bondsand the virtual V orbitals. Then, from the singly excited de-
and they are discarded. On may notice that theonding  terminantsa, a;®,, wherea,” (respectively,a;) is the cre-
orbital occupation on the single bond is quite large, even if itation (respectively, annihilationoperator of an electron in
is clearly unoccupied. This phenomenon corresponds to thie virtual orbitalr (respectively, occupied, the CIS matrix
delocalization of thew cloud between the double bonds is calculated. The diagonalization of this matrix provides the
through the central one. The correspondint) antibonding  coefficients of the singly excited determinar@s, in the
orbital has also an occupation rather far from zero. Vs wave function, which can be written in intermediate
There are six &4 density submatrices for the C—H normalization(the coefficient of the referenck is Co=1)
bonds. At the end, one has thre€€—C, sixo C—H, and two
7 C—C bonds. In the OAOQ basis, the valersandp orbltals_ W oig= Do+ 2 Cira’ ad,. (4)
of C and H are replaced by the bond C—C and C—H orbitals. i
The core and virtual OAO remain unchanged. If one wants to
use atomicp orbitals instead ofr bonds, it is possible to
keep thep OAOs and to ignore ther and 7* local orbitals.
In this case, a single reference calculation is impossible.

These coefficients are then used to compute the density
matrix R corresponding tol 5. The off-diagonal elements
of R are given by

Of course, the new basis is nonorthogonal. A new hier- R =(¥da, a|¥¢s)=Cj, . (5
archical orthogonalization is applied on these orbitals, as it . o , , .
was done to build the OAOSs. The diagonalization oR gives the quasinatural orbitals

This procedure, after being repeated on all bonds, protNOS corresponding tolc,s. A new CIS performed using
vides a nonorthogonal set of localized orbitals. The generahese NOs will give a new wave functiofic,s, which ap-
tion of an orthogonal space is achieved using a hierarchicd!®a's to be of lower energy in all practical cases
orthonormal_|zat|or_1 similar to '_[he one (_jes_cnt_)ed _for the first (Wi HW a9 < (WL HI W 4. (6)
set of atomic orbitals. The highest priority is given to the
inactive LMOs, then to the active ones, and finally to the  The new density matrixR’ will have smaller off-
virtual ones, each class of orbitals being orthogonalized byliagonal matrix elements and the diagonal elements will be
an S~ Y2 procedure. closer to 2 or 0. At convergence, the process gives a diagonal
Let us recall some advantages of the method: density matrix R;,=C;,=0). The Brillouin theorem is veri-

(i Due to th f a hierarchical orthogonalizati nfied, and the SCF energy is reached.
ue 1o fhe use of a nierarchical orthogonalizatio The diagonalization of the density matrix would delocal-
scheme, the procedure provides an orthogonal set of

strongly localized orbitals. ize the orbitals, and the origi_nal locality of the guess orbi_tals
(i) The methad avoids the problem of relocalizing thewould _be Ipst. Ong m_ust notice, however, t_hat if we consider
virtual nonvalence orhitals by considering the or- a matrlx dlagonallzatlo_n as rotatllon of orbitals, only the ro-
thogonal atomic ones tations betwegn oc_cup|ed and virtual are _usefgl to converge
i)  Finally, for local symrﬁetry reasons, a proper hybrid- toward a solut|o.n with HF.energy. At each iteration, rotat|on_s
ization, of the orbitals is obtained ' betwgen occupleq an'd V|rtua_1l orbltals may be frozen. Th|s
’ technique of partial diagonalization gives a set of localized
orbitals and the energy @b, is the SCF energy. Notice that
the converged density matrix is diagonal, even if we proceed
through partial diagonalizations.
The way to keep the local character of the orbitals along
The molecular orbitalgh; obtained from an SCF proce- the iterations is similar to the one proposed in Ref. 27. Let us
dure fulfill two properties. briefly recall the general features of this previous method.
The coefficients ofV 5 are used as first-order corrections to
the one electron orbitals according to the equations

2. Optimization of the localized orbitals: General
approach

(1) The energy (®o|H|Do) is minimal, where @,
=|¢1¢1 - PnPnl, N being the number of occupied or-

bitals. L,
(2) The single configuration interactid@IS) density matrix =1 2 Cirt, @
is diagonal, with eigenvalues 2 for the occupied, and 0
for virtual orbitals. ,
r'=r—2 Cyl, ®)

These properties are not independent. In an SCF procedure, '

the energy is minimized and, as a consequence, the secomdherei andr (i’ andr’) are the initial(new) set of occupied
property is verified. One could choose to fulfill prope(®  and virtual orbitals, respectively, ari@], the coefficient of a
first and to obtain the SCF energy in this way. The methodsingly excited determinard,”a;®,. The new set of ' and
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r’ orbitals is then orthogonalized and the method is iteratedrbitals. The optimization process is, however, not strictly
until convergence is achieved as in the proposed procedurequivalent. One must notice that, while starting from the
single reference SCF determinat,, the CIS does not
change the energy at convergence; this is no more true when
) ) ) one starts from a CAS. Even if CASSCF orbitals are used,
The technique that we use to impose the block diagonahe weight of some singly excited configurations is not zero,
shape of the density matrix at each iteration consists of mixang therefore the diagonalization of the CAS plus singles
ing the orbitals belonging to both classes | and V using thgcas-CIS gives an energy slightly lower than the diagonal-
exact passage matrhip that fully diagonalizes the density jzation of the CAS(CAS-CI). Only if one performs a con-

matrix, while preventing as much as possible the insid&racted Cl(taking care of all possible linear dependengies
block (intraclas$ rotations of these orbitals. where

The diagonal density matriRy is obtained by the uni-
tary passage matrild according to the equation

Rp=UARUp. (9) W cascis-contracted ¥ cas™ 2 Cira, a¥cas, (12)

3. Optimization of the localized orbitals: Technical
aspects

The matrixRp gives completely delocalized natural orbitals.

However, the insiddintrablock rotations may be approxi- and imposes the generalized Brillouin theorér) the two
mately calculated by projecting the mattil, onto the three €nergies would be equal. In that case, the energy would be
blocks corresponding to the | and V subspaces of the densitgdual to a standard CASSCF result, and the three spaces
matrix. Since the so-obtained vectors are no more orthogongrresponding to the I, A, and V classes would be equivalent
inside each block, a8~ Y2 orthogonalization is performed, to0 those obtained by a standard CASSCF. The inactiee
providing a block diagonal unitary passage matsix. The  spectively, active, virtuallocal orbitals could be obtained by
application of the matriyUp to the diagonal density matrix rotations of the CASSCF orbitals of the same class.

leads to a mixing of the vectors inside each subspace that The uncontracted alternative used in this work consists
restores the local nature of the initial orbitals. The blockof working in the space defined by the references and all the

diagona| density matriRDP obeys the equation nonidentical Slngly excited determinants. Let us c8ll
N ={®,} the set of the references of the CAS. The optimiza-
Rpp=UpRpUp . (100 tion of the localized orbitals may therefore be achieved

Notice that ifR is already block diagonal theRpp=R. The  Within the spaces’ cqntainipgS and all the singly nonredun-
Rpp Matrix might be directly obtained by the unitary passagedant excited determinantg’ a;®,
matrix W=UpUp , so that

— o d.
Rop=UpRoUp =Up(ULRURUL =W RW.  (12) S'={®pufa ai®i}. (13

This procedure prOVideS a Set of Orb-itals on Wthh the A|though the procedure will lead to an energy h|gher
references®, as well as the singly excited determinantsthan the CASSCF one, working with such a wave function
a, a;®, are expanded again and the method is iterated untihas two advantages over the previous propositidnthe
the convergence is aChieved, i.e., the denSity matrix is St(’:borresponding space is Orthogonél;) the wave function

tionary and diagonal from one iteration to the other. incorporates dynamical polarization effects, i.e., instanta-
neous response of the inactive electrons to the fluctuating
C. Multireference local orbitals field created by the active electrons, while the CASSCF

The iterations proceed through the calculation of thefL;nCttlorr]] onéyntal:r(]as Lnf‘t}ot?ccokl]m\fvtr:/e rmtehar; Rleld o;ttrhe ta%tlvi d
density matrix from a CAS plus singles and the calculation® o ons. ONe must notice, however, that the contracted a
ncontracted schemes give very similar orbitals.

of quasinatural orbitals, as sometimes done in ost-CASSCH . .
quasinat ! I np The presented method may easily be generalized to a

calculations” lected multireferen included in the CAS, th
As SCHHF) localized orbitals seem to be a rational selected mullireterence space include € » (N€ Space
dS containing now the set of the selected references, leading

choice for single reference descriptions, CASSCF localize . a :
orbitals would be desirable for multireference ones. In theto an approximate MCSCF description. Passing from a CAS

CIS space used above, the single reference deterninaist to antIMR slpaT:et. will t)he esdpemall.y tl)eneﬁm?l tYVhe” subse-
replaced by the CAS or, if we want to use a selected apguen y calcuialing the dynamical correlation —energy,
rough an MR-SD calculation for instance, the list of sin-

proach, by a subset of the CAS. There are now three classé . . . S

of orbitals, namely the inactive, active, and virt@alA, V). gly and doubly excited determinants being significantly re-
The guess orbitals are obtained in the same way as in th%uced. . o .

gu ! ' ! way ast Notice that the generalization of the previous procedure

single reference case. Concerning the active orbitals, the tate aver lculations is straiahtforward when consid
can be atom centergthey allow a VB picture of the CAS 0 state average calcuiations IS straightiorwa en cons
ering a mean density matrix (averaged for several states

function), or bond centeredboth bonding and antibonding
orbitals must be taken as actjve 1,2,..N) of the form
In the optimization process, there are now three classes
and, therefore, during the partial diagonalization of the den-  p1,.N_ 2 RK 14
. . . . . . = agR, (14)
sity matrix, the rotations also will be forbidden among active K=1N
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whereay is a weight that is adjusted according to the physi-
cal problem andRK the density matrix calculated for the
stateK.

IIl. APPLICATIONS

The applications presented in this section will illustrate
both the computational benefit of using localized orbitals,
through possible reduction of the number of references, and
the control of the location of the active orbitals when bond
breaking is considered.

A. Study of the ground state and the two first singlet
d—a* excited states of the bichromophoric trans -

bicyclo [3.3.0] octane-3,7-dione (BOD) molecule FIG. 1. Example of a bondin@n the lefy and an antibondin¢on the righ}

. ) . LMO optimized for the ground state of the BOD molecule.
The BOD molecule is a bichromophoric molecule con-

stituted of two ketone chromophores connected by a satu-
rated bridge’? In such systems, intramolecular electronic en-, . : . .
. using the density matrix of the ground-state function
ergy transfer occurs between the two chromophoric group ; .
o : : cas+s- concerning the calculation of thg —S, energy
The excitation energy is transferred from the excited donor,. . L . )
difference, an orbital optimization using an average density

chromophore to the ground-state acceptor. This process Irrs1atrix, the mean between the two density matrices of the

invol in ph hesi I h hysi ho-. .
involved in photosynthesis, polymer photophysics, and pho inglet excited state¥ L and > was preferable.

tochemical synthesis and is thus of fundamental importances. CAS+S CAS+S!

The qualitative picture of the intramolecular energy transfer’ he so-obtained orbitals are therefore adapted to both ex-

that is commonly used is a two-state model generating gited states, as would be the case for orbitals resulting from

double-well potential energy surface. In this compound, thén average CASSCF procedure. To exhibit the strongly lo-
energy transfer process is known to be nonadiabatic, sincg?lized character of the optimized orbitals, we have repre-
the energy difference between the two adiabatic excited€Nt€d in Fig. 1 a bonding LMO and an antibonding one,
statesS; andS, involved in the process is very small, result- optimized for the ground state. Concerning the ground state,

ing from a weak interchromophoric electronic coupling. Theit ha; *?ee” possible to reSt”Ft the CAS 'to an ,MR sSpace
determination of this coupling requires an accurate calculaS®Ntaining only the 18 determinants of major weight in the

tion of the energy difference between the two singlet statescASC! wave function without affecting the accuracy of the

therefore, the so-called difference-dedicated configuration int€Sults at the MRC(diagonalization of the references space

teraction DDCF (CAS-DDCI and MR-DDC) method has level as well as at the MIRSD level. Comparisons of the
been used. CASSD and MRF-SD calculations have also obtained resultgfor truncated and nontruncated spgosih

been performed to calculate the energy of the ground stafie® delocalized CASSCF and CASSD procedures are pre-
S sented in Table Il. The CASCI energies obtained from our

' Because of the size of the molecule. and since we Wergrocedure are very close to the traditional CASSCF ones, the

essentially interested in checking the performances of ouf/"or P€ing 0.038 eV. Reducing the space to 10% of its full

method at the CASSD level, STO-3G basis séfshave SiZ€ only affects the result by 0.014 eV.
been used. The geometries used in our calculations have 1he full CAS+SD spacelif one does not use symme-
been fully optimized® for the ground state and for the sec- tries) contains around 1410 determinants and is therefore

ond excited stategthat corresponds to the, /S, conical not tractable. Our calculation at the MRSD level involves
intersectiof at the CASSCF8,6) level in a délocalized de- only 13X 10° determinants and therefore also corresponds to
scription. The canonical active orbitals have the same phys@ reduction of the space to 10% of its full size. In order to

cal content as the chosen localized active orbitals describet]€Ck our method, we have compared the obtained ground-
in the next paragraph. state energy with the one resulting from a CASD calcu-

In order to choose the correct minimal active space, let

us consider the ketone group. The study of the 7* exci- .
tation requires to take as active theand 7* orbitals of the ~ 'ABLE Il Ground-state energy of the BOD molecule calculated using the
optimized localized orbitals at several level of correlation. The results ob-

CQ bo”(?' and the nonbondirrgorbi'gal of the OXyge” lone tained from delocalized CASSCF and CASSD methods are reported for
pair. Notice that for a better analysis of the physics we hav@omparison.
chosen to take two active LMQgr and 7*) instead of the

two p atomic orbitals. Since the molecule is bichromophoric, Dim. of the space Dim. without

one has 8 electrons in 6 orbitals, leading to an active space (Cop symmetry  symmetry  Energya.u)

[CAS(8,6)] containing 225 references, if no symmetry is im- CASSCRdeloc) 225 —452.884 129

posed. CAS(Cl)(loc.) 225 —452.882 729
__ The optimization of the orbitals has been performed in a gié%'ég’;g o Sex 10 1?_4X " :322:2% ig?

different manner for the ground state and for the excited MRSD(loc.) 13x 1P —453.342 071

states. The orbitals of the ground state have been optimized
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TABLE lll. Energy difference between th®, andS, excited states of the cess. We used th@OLCAS packagé7‘39 and the atomic natu-
BOD molecule calculated using the optimized localized orbitals with thera| orbitals(ANO) 382p1d basis set of Widmarkt al 24 The
DDCI algorithm. The CASDDCI result obtained using canonical orbitals is . . )
re - experimental geometry is used for the rest of the molecule
ported for comparison. a
(de_y=1.085 Adc_=1.339 A HCH=124.8), with ANO
Dim. of the space  Energy differenca.u) basis sets of type €2pld) for the C and (381p) for the H

CAS(DDCI)(deloc)  13.7x 10 and 225 ref. 235104 atoms?* For distances larger than 2.085 A the active orbita}ls
CAS(DDCI)(loc.) 13.7x10° and 225 ref. 24104 are correctly located on the breaking bond, and a canonical
MR(DDCl)(loc.) 9.6x10° and 58 ref. 2.3%10°° CAS(2/2) calculation gives a curve that is parallel to the

valence CA%12/12 result. At shorter distances, the two ac-
tive orbitals becomer and ¢* in nature, and the energy is
nconsequently too high. Lower solutions exist that can be
reached by changing the guess orbitals. In particular, there
Sexists a spacesf,7*) which gives the lowest energy, but
+SD one, the error being only 0.011 eV. which is not related to the process un_dfar considera_tion. In the
The minimal number of references necessary to descrip@€Sent work, for the sake of simplicity, we consider only
correctly both excited states is 58. Results of the MRDDCIINOSe solutions that can be obtained from the HOMO/LUMO
calculations are reported in Table Iil. This result compareUess. The usual solution to overcome discontinuities in a
very well with the CASDDCI one showing that such small CASSCEF calculation is to increase the active space size, so
energy differences can be calculated with an excellent acc)V® tested a CA®/4) space. This improves the situation, but
racy using this method. One should notice here that thdhe wave _functlon discontinuity is still pre_sent. Moreover, a
DDCI procedure eliminates all the double excitations whichl2rger active space means more determinants, and hence a
do not touch the active orbitalékeeping only the determi- Nigher computational cost. On the contrary, the use of local-
nants that play a differential role on the energy differénce |zeq orpltals permlts a corrept correlation of preusgly t'hose
this explains why the reduction of the reference space is nqrPitals involved in the breaking process. As shown in Fig. 2,
linearly correlated with the reduction of the MRDDCI one. the localized CA®/2) energy curve is continuous and par-

Of course, the gain would be more dramatic if traditional@!€! to the valence CAG2/12) result. _
MR+ SD schemes were used. The discontinuity in the CASSCEF results does not disap-

pear at Cl level. The CA8SSD calculations show that it is
still present at truncated CI level if delocalized CASSCF
orbitals are used(see Fig. 3. It is smaller for the

In order to show the problems associated with a delocalCAS(4/4)+SD than for the CAS(2/2) SD, but it is not
ized CASSCF description, we consider the case of the diss@liminated. The sizes of the CAS(2R2B5D and CAS(4/4)
ciation of a C—H bond in ethylene, which has been the sub-+SD are 637 848 and 496 255 0 determinants, respectively.
ject of several methodological work&333® We study a One may notice in this particular case that, due to the lack of
“radial” dissociation, in the sense that all the angles of thecontrol over the nature of the active orbitals, the delocalized
molecules were kept unchanged during the dissociation praicAS(2/2)+ SD converges, at short distances, on a higher

lation in canonical orbitals. This last calculation has bee
performed using &,;, symmetry. The localized MR SD
results is in excellent agreement with the delocalized CA

B. Bond breaking
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FIG. 3. C—H bond breaking in ethyl-
ene in delocalized and localized de-
scription for CAS+ SD calculations.
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energy solution, while the CAS(4/4)SD converges to a (i)
low energy solution(with the =/7* orbitals in the active
spacgé. The CAS(12/12)SD is impossible to perform,
since its size is more than ¥0 On the other hand, the cal-
culation with local orbitals does not show any discontinuity
even at the CAS(2/2) s.d. level.

IV. CONCLUSION

The present work proposes a method to obtain a set of
orthogonal localized orbitals within a MRCI calculation. The
orbitals can be, on request, atom-, bond- or fragment-
centered, and this gives a great flexibility to the procedure.
The algorithm does not proceed through an energy minimi-
zation, as CASSCF does. Instead, the orbitals are obtained
through the iterative(partia) diagonalization of the one- (ii)
particle density matrix obtained from the CI of the single
excitations acting on the references. In this way, by starting
from a guess of local orbitals, locality is maintained by an-
nihilating, at each iteration, the density matrix off-diagonal
blocks only.

The method provides energies and wave functions that
are extremely close to those obtained from the corresponding
CASSCEF calculation having the same active space. More{ii)
over, theexactCASSCF solution is recovered if an internally
contracted CI or perturbative scheme is used. The implemen-
tation of a contracted perturbative algorithm that produces
the exact CASSCF wave function will be presented in a
forthcoming paper.

It gives a fine control on theature of the active or-
bitals. In this way, it is possible to include in the ac-
tive space just those orbitals that are strictly required
by the nature of the studied phenomenon. As a conse-
guence, as we have shown in the case of the C—H
bond breaking in ethylene, a dramatic reduction of the
computational effort can be obtained. One should no-
tice that the wave function obtained in such a way for
a given active space is independéat convergencde

of orbital localization. This means that if a rotation is
performed(within each orbital clagson the localized
orbitals, a set of equivalent orbitals is obtained. These
equivalent orbitals can be delocalized, but they pro-
duce a wave function that is identical to the localized
one (the two sets of orbitals give the same engrgy

It permits a rational reduction of the reference number
with respect to a CAS expansion even in strongly cor-
related systems, such as multiple-bond breaking or
magnetic systems. The benefit of this reduction is es-
pecially important when one treats the dynamical cor-
relation effects through MRSD calculations, the
size of which is proportional to the number of refer-
ences.

It provides orthogonal localized virtual orbitals which
are difficult to obtain in manw posteriorilocalization
procedures.

At the moment, our approach is relatively expensive,
since it implies the transformation of the bielectronic inte-

The present procedure is particularly suitable for thegrals at each iteration. However, we notice that only a subset

treatment of quasidegenerate systems. In particular, it worksf the two-electron integrals needs to be transformed in order
perfectly well even in those cases where an SCF solutiotto perform the required single-ClI calculation. One could fur-
cannot be found, and where SCF-based localization methodber reduce the number of integrals needed by using a
(e.g., Boys are therefore of a difficult application. We notice second-order perturbative scheme, involving integrals having
that the use of localized orbitals in a CASSCF or post-at most one nonactive orbital index. A further efficiency as-
CASSCF context is important for several reasons. pect is related to the symmetry of the system. The present
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