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Abstract

In this article a new procedure to optimize the design of a Multiple Receivers So-
lar Power Tower system is presented. The proposed procedure allows to optimize
the different receivers (height, aperture tilt angle, azimuth angle and aperture
size) as well as the heliostat field layout, seeking to minimize the levelized cost
of thermal energy.

The optimization problem is high dimensional, with a black-box nonconvex
objective function that is hard to compute.

Our method is based on an alternating greedy-based heuristic method, al-
ready used by the authors to design a system with a single receiver, which
simultaneously optimizes the receivers and the heliostat field. The proposed
procedure allows one to determine the overall number of heliostats, their loca-
tions and the aiming region of each field.

Keywords: solar thermal power, heliostat field layout, nonconvex
optimization, greedy algorithm, multiple receivers

1. Introduction

Solar Power Tower (SPT) systems are known as one of the most promising
technologies for producing solar electricity, as claimed in the literature [2, 21,
25]. An SPT system is here considered to consist of three main components:
tower, multiple receivers and a field of heliostats comprising rectangular mirrors.
Direct solar radiation is reflected and concentrated by the heliostat field onto the
receivers, placed at the top of the tower. The heliostats have two-axis movement
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in order to reflect the direct light from the sun to fixed targets on the receivers.
The thermal energy is transferred in the receivers to a heat transfer fluid and
electricity is produced through a conventional thermodynamic cycle.

In recent years, higher power requirements are imposed on the SPT systems,
calling for large-scale plants such as Gemasolar (19.9 MW and 2650 hel. see [33,
10]), Khi Solar One (50 MW and 4120 hel. see [35]) and Ivanpah (377 MW and
173500 hel. see [34, 6]). Having only one receiver forces to locate heliostats far
from the tower, increasing atmospheric and spillage losses, as pointed out in [24,
29, 32]. As said in [26], the experience shows that higher conversion efficiency of
solar energy to electricity can be achieved only at the high temperatures reached
using multiple receivers technology, as addressed in this paper.

There exist different proposals in the literature for spatial configurations of
multiple receivers: vertical [28], circular [7, 14, 15], same focal spot [9] and
horizontal, see [29, 31] and Figure 1. In our approach a horizontal distribution
is considered where each receiver is characterized by its own height in the tower,
aperture tilt angle, azimuth angle and aperture radius.

Different approaches of the heliostat field design have also been studied in
the literature, see [4, 24, 26, 28, 29, 31]. A common approach, called the field
separation method, is to distinguish for each receiver a separate region, called
aiming regions, where the heliostats will we placed, see [4]. Different shapes are
usually imposed to the aiming regions, such as concentric circular trapezoids [28]
and ellipses [29, 31]. However such aiming regions overlap, and it is not trivial
how to decide the aiming strategy for heliostats at the intersection of the regions.

The use of the field separation method is mainly based on two facts: the
different heliostats performance regarding their position in the field [32], and the
computational time reduction by implementing simplified methods to calculate
shading and blocking effects [18, 27].

If, for instance, we consider three aiming regions namely, North, West and
East, the West region will be most efficient at the beginning of the day, and
the East region in the afternoon. These different performances imply that the
optimal number and density of heliostats will not necessarily be the same for
each selected region.

The heliostat location problem is usually solved by applying a parameterized
geometrical pattern. The pattern parameters are optimized and the final num-
ber of heliostats is obtained by oversizing the field, see [29]. This way, although
the optimal parameters for the oversized field were obtained, there is a high risk
that a strong distortion exists between the original and final configuration. The
field separation strategy has already been used under radially-staggered layouts
in [32].

In order to design the SPT system it is essential to understand the perfor-
mance of the subsystems formed by the receivers and the heliostat field. The
field and the receivers are interdependent, as pointed out in [28], where it is
studied how increasing the receiver heights reduces some optical losses (shad-
ing, blocking and cosine effects) in large heliostat fields. It is thus important to
design both components simultaneously.

In this article a new procedure to design a multiple receivers SPT system is
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presented, where the receivers and the heliostat field layout are simultaneously
optimized. The receivers variables and the heliostats (number and positions) are
optimized through an alternating process to obtain a multiple receivers system
that minimizes the levelized cost of thermal energy (LCOE).

The methodology presented to solve the heliostat location problem is a
greedy-based algorithm which follows a pattern free layout (used with single
receiver systems in [12]). The final number of heliostats and the field shape
are found during the optimization process. For simplicity, the heliostats are
considered aiming the same receiver regardless the instant of time.

As far as the authors are aware of, the use of non imposed field geome-
tries and the optimization of the field shape simultaneously with the receivers
characteristics remains unexplored.

The rest of the paper is organized as follows. In Section 2, the SPT system
is presented. Section 3 explains the optimization problem and our methodology
to solve it. We apply the proposed algorithms to a given configuration, and
discuss the main results in Section 4. The last section is devoted to summarize
our results and to present some perspectives for further work.

2. Decision Variables and Functions

The optimal design of an SPT system consists of determining the apertures
dimensions and receivers positions in the tower (Multiple Receivers Optimiza-
tion) and the location of the heliostats (Field Optimization) so as to minimize
the LCOE. In the following subsections the variables, feasible sets and functions
involved in the optimization problem will be presented.

2.1. Decision variables

In the chosen system of coordinates, the positive x axis is the North direction,
the positive y axis is the West direction and the z axis is orthogonal to the
ground. We will deal with cavity receivers with circular aperture, see [2, 13]
and Figure 1(a). Although our approach is valid for any number of receivers, we
consider for simplicity three receivers, called North, West and East, numbered
as receiver 1, 2 and 3 respectively.

The four most relevant variables associated to each receiver design are con-
sidered, namely the height h in the tower, the aperture tilt angle from the vertical
ξ, the azimuth angle α which mesures the separation from the North axis and
the aperture radius r, see Figures 1(a)-1(b). From now on we will denote by
Θi the optimization variables related with receiver i and by Θ the full list of
decision variables concerning the receivers,

Θ = (Θ1,Θ2,Θ3) ∈M4×3 with Θi = (hi, ξi, αi, ri)
t ∈ R4 ∀ i = 1, 2, 3 . (1)

Some constraints, influenced by technical and legal regulations, determine
the feasible region Θ. They can be written as follows:

Θ =


Θ ∈M4×3 : rmin ≤ ri ≤ min(hi, rmax) ≤ hmax ∀ i = 1, 2, 3

ξi ∈ [0, π/2]
αi ∈ [αi, αi]

 , (2)
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where rmin and rmax denote the minimum and a maximum receiver radius and
hmax is the maximum value for the tower height. The ranges for the variables
αi are calculated as follows:

α1 = max{−π/2, α3 + ς3 + ς1} , α1 = min{π/2, α2 − ς2 − ς1} ,
α2 = max{0, α1 + ς1 + ς2} , α2 = min{π, α3 − ς3 − ς2} ,
α3 = max{−π, 2π + α2 + ς2 + ς3} , α3 = min{0, α1 − ς1 − ς3} .

(3)

where the angles ςi can be calculated through the following equations:

ςi = arcsin

 ri√
r2
i + d2

ap

 ∀ i = 1, 2, 3 . (4)

The fixed parameter dap denotes the distance between the aperture and the
center of coordinates, see Figures 1(a)-1(c).

In what concerns the field, the heliostats locations, given by the coordinates
(x, y) of their centers, are the variables to be used. All heliostats are assumed to
be rectangular, to have the same dimensions and to be composed of rectangular
facets. See [11, 20] for approaches where heliostats of different sizes are allowed.
The finite collection of coordinates of the centers of the heliostats defines the
heliostat field, S. The heliostats must be located within a given region Ω ⊂ R2

and they have to rotate freely avoiding collisions between them. The feasible
region S can be written as follows:

S =


S ⊂ Ω : |S| < +∞

||(x, y)− (x′, y′)|| ≥ δ ∀ (x, y), (x′, y′) ∈ S
(x, y) 6= (x′, y′)

 , (5)

where δ > 0 is a given positive parameter, called security distance. Observe
that the variable S is a set whose cardinality is not fixed in advance.

As already mentioned, we assume that each heliostat is always aiming the
same receiver. The separate heliostat fields denoted by Si for i = 1, 2, 3, can be
expressed as follows:

Si = {(x, y) ∈ S : heliostat at (x, y) aims at receiver i} with S =

3⋃
i=1

Si . (6)

2.2. Functions

The function to be optimized, the LCOE, is an aggregation of two criteria,
namely, the total investment cost and the thermal energy collected by the field.

The investment cost C takes into account the investment in solar power plant
equipment (tower, receivers and heliostats). Hence it depends on the receiver
variable Θ, and the number of heliostats in the field |S|, as follows:

C(Θ, |S|) = β1(max
i
{hi}+ κ)σ + β2π

3∑
i=1

r2
i + cF + c|S| , (7)
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where β1 and β2 are empirical constants with values in (0, 1), κ and σ are
positive and given by appropriate physical considerations and c denotes the
cost per heliostat. For simplicity, the cost associated to the land (purchasing
and preparing) is considered fixed and denoted by cF .

The thermal annual energy E collected by the field into the receiver takes
the form:

E(Θ,S) =

∫ T

0

Πt(Θ,S) dt− γ1 , (8)

where t denotes the time instant, Πt is the outlet thermal power collected at
time t, calculated as in [5, 12, 16, 17, 18], and γ1 is a constant that mesures the
fixed energy losses related with the whole system.

3. Problem Statement

Our goal is to design an SPT system with multiple receivers technology in
order to minimize the LCOE of the system. Usually, when designing an SPT
system, a fixed time instant is used to size the plant, as explained in [12, 28].
This time instant is known in the literature as the design point, denoted by Td,
where a minimal power for each receiver is required, that is:

ΠTd
(Θi,S) ≥ Π0

i ∀ i = 1, 2, 3 . (9)

Including these constraints, the optimization problem can be written as fol-
lows:

(P)


min
Θ,S

F (Θ,S) = C(Θ, |S|)/E(Θ,S)

subject to Θ ∈ Θ
S ∈ S
ΠTd

(Θi,S) ≥ Π0
i ∀ i = 1, 2, 3 .

The characteristics of the objective function are challenging: nonconvex,
black-box type, computationally expensive and the number of variables (thou-
sands of heliostats in commercial plants, see [10]), making this problem difficult
to solve.

The optimization problem (P) has two blocks of decision variables, namely
those related to the design of the receiver Θ, and those related to the field lay-
out, S. In order to handle the problem, as we did with a single receiver in [12],
we are going to separate (P) in two subproblems: the Multiple Receivers Opti-
mization and the Field Optimization.

The Multiple Receivers Optimization problem, denoted by (PS) and given
below, describes the optimization of the multiple receivers when the field of
heliostats is fixed.
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(PS) S fixed


min

Θ
F (Θ,S)

subject to Θ ∈ Θ
ΠTd

(Θi,S) ≥ Π0
i ∀ i = 1, 2, 3 .

The second subproblem, the Field Optimization problem denoted by (PΘ),
describes the field optimization for a fixed multiple receivers configuration:

(PΘ) Θ fixed


min
S

F (Θ,S)

subject to S ∈ S
ΠTd

(Θi,S) ≥ Π0
i ∀ i = 1, 2, 3 .

Observe that the cardinality of S is not fixed in advance in problems (P)
and (PΘ), thus we cannot express them as standard optimization problems in
fixed dimension.

In the following subsections we present strategies devised to solve prob-
lems (PΘ) and (PS) independently. Once both subproblems are solved, we
apply an alternating algorithm to obtain a solution of the main problem (P).
This alternating algorithm sequentially optimizes the field for the receivers
given configuration and, then, the receivers are optimized for the obtained
field. The process is repeated until no improvement in the objective function is
reached or the difference between two consecutive iterations is irrelevant, that
is ||F (Θk,Sk)−F (Θk+1,Sk+1)|| ≤ ε0 for a given ε0. See [12], for further details
on the application of this approach to the single receiver case.

3.1. Multiple Receivers Optimization (PS)

In order to design a multiple receivers configuration we propose to optimize
them sequentially. We say that the multiple receivers optimization algorithm
performs an iteration once all the receivers have been modified. The algorithm
stops after an iteration when no improvement in the objective function is found
or the difference between the obtained configuration and the previous one is
insignificant, i.e., ||Θk −Θk+1||∞ ≤ ε1 for a given ε1.

Individually, the optimization of each receiver is performed using the cyclic
coordinate method, see [1]. The local search performed by the method at each
variable is limited to the corresponding feasible interval given by the feasible set
Θ, see (2). The power requirements are included in the objective function by
penalizing the non-feasible solutions. At receiver i the following stopping rule
is applied: ||Θk

i −Θk+1
i ||∞ ≤ ε2 for a given ε2.

3.2. Field Optimization (PΘ)

Locating heliostats amounts to deal with a difficult large-dimensional mul-
timodal black-box optimization problem. This is why heuristic methods are
applicable, which do not guarantee to find the globally optimal solution, but
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are fast and do not require much knowledge about the function itself. As cus-
tomary in the literature, we impose that heliostats aiming different receivers can
not be mixed. This way, we can divide the heliostat field optimization problem
in two stages: the division of the feasible region Ω into three aiming regions and
the location of heliostats within each aiming region obtaining the three separate
fields Si. In the following, we detail the proposed procedure to solve problem
(PΘ) under the previous assumptions.

Given a multiple receivers configuration Θ, the field optimization procedure
starts by discretizing the feasible region Ω in order to separate it into three
regions of empty intersection. For each point (x, y) in the feasible region Ω, the
energy generated by one single heliostat centered at (x, y) and aiming at receiver
i, for i = 1, 2, 3, are calculated. Then, the optimal aiming per such point, if
no other heliostats existed in the field, is identified as the receiver where the
maximum thermal energy is collected, i.e. max

i
{E(Θi, {(x, y)})}.

Since Ω is infinite, a finite grid is chosen, obtaining plots such as the one in
Figure 2(a), yielding the energy generated, and Figure 2(b), yielding the split
given by the optimal aiming: red, black and blue correspond with West, North
and East receiver.

The figures used to illustrate the explanation are obtained after applying
the proposed method to an annulus shaped feasible region Ω and the following
multiple receivers configuration:

Θ =


100.5 100.5 100.5
12.5 12.5 12.5

0 90 −90
6.39 6.39 6.39

 , (10)

with units detailed in Table 3. An annulus shaped feasible region is considered
since heliostats can not be placed neither near nor far away from the tower due
to several limitations, for instance, security constraints.

As we already mentioned, the regions have not the same influence over
the objective function (North region reaches better values if we are in the
northern hemisphere, see Figure 2(a)) and also, different power requirements
could be considered for each receiver. Therefore, the previous process may
not lead to the best field configuration. Different weights are applied to the
obtained energy values in order to give more or less priority to the northern
region. That is, for each point (x, y) and each weight w, the optimal aim-
ing is calculated as the receiver where the maximum value is achieved, i.e.
max{wE(Θ1, {(x, y)}), E(Θ2, {(x, y)}), E(Θ3, {(x, y)})}.

Once one partition of Ω is obtained, the three sets of boundary points are
identified. A polynomial fit is applied to each set of points. That is, three poly-
nomial fits are applied to the following boundary points: North-West, North-
East and West-East; obtaining pw, qw and sw polynomials respectively. In the
given example, the south region is fairly separated by the x axis as can be seen
in Figure 2(a).

Given the weight w and following the previous notation, each aiming region
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is denoted by Ωwi and can be expressed as follows.

Ωw1 =

{
(x, y) ∈ Ω : x ≥ 0

qw(x) ≤ y ≤ pw(x)

}
, (11)

Ωw2 =

{
(x, y) ∈ Ω : y ≥ pw(x) if x ≥ 0

y ≥ sw(x) if x < 0

}
, (12)

Ωw3 =

{
(x, y) ∈ Ω : y ≤ qw(x) if x ≥ 0

y ≤ sw(x) if x < 0

}
. (13)

As a first example, w is set to 1, i.e. no prioritized region is considered. After
applying the procedure, p1, q1 and s1 are obtained as shown in Figure 2(c),
where the West-East polynomial corresponds to the x axis.

If five different weights wk ∈ R+ are considered, for each weight we obtain the
corresponding three polynomials pwk

, qwk
and swk

, which define three different
aiming regions. As can be seen in Figure 2(d), considering w = 1.010, resp.
w = 0.990, more priority, resp. less priority, is given to the North region.

The problem is solved for the partitions of Ω corresponding to the various
weights. At the end of the process the field layout which reaches the best LCOE
value is selected as final solution.

Once we have calculated the three aiming regions for a given weight w, our
second goal is to obtain the three heliostat field layouts, that is Si ∈ S w

i where
S w
i = S ∩Ωwi for i = 1, 2, 3. We start locating heliostats at the most favorable

region, that is Ωw1 if we are in the northern hemisphere. We obtain S1 solving
problem

(
P1

Θ

)
given below:

(
P1

Θ

)
Θ fixed


min
S1

F (Θ,S1)

subject to S1 ∈ S w
1

ΠTd
(Θ1,S1) ≥ Π1

0 .

Once S1 is obtained, the procedure continues solving
(
P2

Θ

)
and

(
P3

Θ

)
simul-

taneously to obtain S2 and S3. Both problems are described below, for i = 2, 3
respectively:

(
PiΘ
)

Θ fixed


min
Si

F (Θ,S)

subject to Si ∈ S w
i

||(x, y)− (x′, y′)|| ≥ δ ∀ (x, y) ∈ Si , (x′, y′) ∈ S1

ΠTd
(Θi,Si) ≥ Πi

0 .

Note that in both problems, we include as constraints the heliostat positions
from the subfield S1 already calculated. Collisions between heliostats must
be avoided and the security distance must be respected by all the heliostats,
including those located near the boundaries.

We apply a greedy-based algorithm to solve the heliostat location problems
involved, see [12]. This Greedy Algorithm locates the heliostats one by one at
the best position found in the selected region. At each step the shading and
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blocking effects are modified taking into account the heliostats already located.

The heliostat location method is described in Algorithm 1, where
(
PiΘ
)k

denotes
the location of one heliostat at aiming region i where there are already k − 1
heliostats located in the field. The method has two phases. In the first phase,
called Requirement Phase, heliostats are sequentially added, and the process is
stopped when the power requirement of the corresponding receiver is reached.

The Requirement Phase ends with a feasible field, in which the power at
the design point is attained. To minimize the LCOE of the whole field, we
continue locating heliostats in a second phase, called Completion Phase, even
though we exceed the minimal power requirements. Applying again the Greedy
Algorithm at each of the three subfields we obtain three new heliostat posi-
tions: {(xi, yi)}3i=1. The heliostat positions selected to be part of the field is
the one where the best LCOE value is achieved, that is the position (xj , yj)
where max

i
{E(Θ,S ∪ {(xi, yi)})} is achieved. If none of the three new positions

improves the LCOE of the system or any of the maximal power requirements
Π+
i is achieved (receiver security constraint), the algorithm stops and gives as

solution the field obtained so far. Otherwise, the heliostat field is updated with
the new position.
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Algorithm 1 Heliostat Location Algorithm

Require: Θ

S,S1,S2,S3 = Ø Requirement Phase

k ← 0
while ΠTd

(Θ,S1) < Π0
1 do

k ← k + 1 ( North Field )

(xk, yk)← solve
(
P1

Θ

)k
with Greedy Alg.

S1 = S1 ∪ {(xk, yk)}
end while
S ← S1

for i = 2, 3 do
while ΠTd

(Θ,Si) < Π0
i do

k ← k + 1 ( West and East Fields )

(xk, yk)← solve
(
PiΘ
)k

with Greedy Alg.
Si = Si ∪ {(xk, yk)}

end while
S ← S ∪ Si

end for
S∗ ← S Completion Phase
repeat
k ← k + 1
S ← S∗
for i = 1, 2, 3 do

(xki , y
k
i )← solve

(
PiΘ
)k

with Greedy Alg.
end for
(xj , yj)← max{E(Θ,S ∪ {(xki , yki )})}
S∗ = S ∪ {(xj , yj)}

until F (Θ,S∗) < F (Θ,S) or ΠTd
(Θi,S∗) > Π+

i for any i
return S final field

Following the example with weight w = 0.990, after the Requirement Phase
the algorithm gives as solution the field shown in Figure 3(a), where heliostats
aiming different receivers are highlighted with different colors, and heliostats
located at the Completion Phase are highlighted with white asterisks. The
product of the efficiency coefficients (cosine, shading and blocking, intercep-
tion and atmospheric) for each heliostat at different time instants are shown in
Figure 3(b)-3(d).

4. Results

The SPT system is assumed to be placed at the same location of the reference
plant called PS10, see [22]. In Table 1, all the fixed parameters are detailed.
The lack of results available in the literature in this multiple receivers approach
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Figure 3: Heliostat Field S0 and Efficiency Coefficient
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has made impossible to carry out a comparison of the obtained results with
possible competitors.

Parameter Default value Ref.

Location and Time

Site Sanlúcar la Mayor (Seville) [23]
Latitude 37o26′ N [22]
Longitude 6o15′ W [22]
Design Point Td March Day 21 Hour 12 assumed
Design direct normal irradiance DNI 823.9 W/m2 assumed
DNI model cloudless sky assumed

Heliostat

Name Sanlucar120 [22]
Width 12.84 m [22]
Height 9.45 m [22]
Optical height z0 5.17 m [23]
Minimal safety distance δ heliostat diagonal+ds [8]
σoptical 2.9 mrad [22]

Field

Slope 0o assumed
Shape annulus assumed
Minimum radius 50 m assumed
Maximum radius 103 m assumed

Table 1: Parameter Values

We detail in this section the iterations performed by the proposed alternat-
ing algorithm. As detailed in Section 3.2-Figure 2(d), we have considered five
different weights in previous experiments and the best results were found with
w = 0.990. We maintain this value constant, and we apply the Alternating
algorithm taking as initial solution Θ0, detailed in Table 3. The minimal and
maximal power requirements are set to Π0 = 38.27 MWth and Π+ = 40.18
MWth respectively and equal for the three receivers.

The Alternating algorithm performs three complete iterations and stops
when ||F (Θ1,S1)−F (Θ2,S2)|| < ε0, with ε0 = 0.001. The three heliostat fields
obtained during the process, S0, S1 and S2, are shown in Figures 3(a)-4(a)-
4(b), respectively. Regarding the multiple receivers optimization algorithm, the
stopping parameters are set as ε1 = ε2 = 0.1.

As shown in Table 3 and Figure 5, applying the algorithm a reduction on
the LCOE value is achieved. Note that the label enumeration corresponds with
the configurations detailed in Table 3 (column 2) and that heliostats aiming
different receivers are highlighted with different colors.

During the optimization process, the aperture radiuses are reduced and the
receivers positions are modified, unlike the receivers height, that remains ap-
proximately constant. The aiming regions, location and number of heliostats
in the different fields have also been modified by the algorithm according to
the receivers modifications. The final solution is configuration number 3 which
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corresponds with (Θ1,S1) where the minimum LCOE value is achieved.
Regarding the obtained heliostat field layouts, some irregularities appear at

the boundaries. The shape of the final field could be smoothed by using, for
instance, a nonrestricted refinement method [8] or selecting continuous piecewise
linear polynomials to better adapt the boundaries discontinuities.

Step h [m] ξ [grad] α [grad] r [m]

Θ0
Θ1 100.50 12.50 0 6.39
Θ2 100.50 12.50 90 6.39
Θ3 100.50 12.50 −90 6.39

Θ1 100.53 8.72 −0.81 4.83
Θ2 100.50 17.24 80.94 4.44Θ1

Θ3 100.50 17.96 −81.32 4.48

Θ2
Θ1 100.50 10.71 −0.26 4.44
Θ2 100.50 17.50 75.41 4.11
Θ3 100.50 17.43 −76.09 4.11

Table 2: Alternating Algorithm Results: Receiver

Step Pb |S| ΠTd [MWth] E [GWHth] C [Me] C/E

k = 0 1 : (Θ0,S0) 2009 118.7550 326.83 5.9984 0.01835

2 : (Θ1,S0) 2009 112.0731 310.62 5.3916 0.01736
k = 1 3 : (Θ1,S1) 2033 115.0178 314.55 5.4445 0.01731

4 : (Θ2,S1) 2033 110.4583 306.45 5.3443 0.01744
k = 2 5 : (Θ2,S2) 2084 114.8432 312.30 5.4567 0.01747

Table 3: Alternating Algorithm Results: Configurations

5. Conclusions and further work

In this article, a method to design multiple receivers SPT systems is pro-
posed, where the receivers and the heliostat field are simultaneously optimized.
The method identifies the so-called aiming areas (regions of points with the
same aiming strategy). The boundaries of the aiming areas are calculated by
polynomial approximation, and embedded in a pattern-free procedure, called
Greedy Algorithm [12], applied to locating the heliostats.

Several extensions of this work are possible, in some cases with not much
effort. Throughout the paper we have considered independent power threshold
levels for the different receivers, each measured at one (common) design point.
It is straightforward to extend our approach to the case in which overall power
threshold levels, or multiple design points are considered.
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Figure 4: Heliostat Fields
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The calculation of the optimal number of receivers and the design of an
aiming strategy are not addressed in this work. We assume a homogeneous
flux distribution, see [9]. However, differences in flux density will occur over the
absorber area, and the distribution will also vary during the day and the seasons.
An appropriate control is required to adapt the mass flow in the absorber to the
solar distribution. The design of an aiming strategy is a continuous nonlinear
constrained black-box optimization problem of very large dimensions as pointed
out in [3], which deserves further analysis, see for instance [19].

The field has been designed so that one natural performance, namely, the
LCOE, is optimized. However, solving the optimization problem with various
objective functions is also possible. See for instance [36] for a multi-objective
thermoeconomic optimization approach with one single receiver.

Multi-Towers configurations are also an interesting innovation in SPT sys-
tems, see [30]. The calculation of the optimal towers positions and the aiming
strategies to be applied are the major additional difficulties, which may be ad-
dressed by a repeated application of the methods presented here.
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