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1 Introduction

In this paper we focus on a mathematical model describing the process of cells invasion in the surrounding
extracellular matrix. Because of the key role played by the invasive processes in biological phenomena
like, for example, wound healing, morphogenesis or tumour invasion, there are a large number of studies
concerning them.

In [I0] the authors developed a mathematical model in order to describe the migration of tumour cells
through a collagen gel. More precisely, the model is based on the hypothesis that the cells invasion is the
final result of the triad of adhesion, proteolysis and motility such that in contact with the extracellular
matrix, the invasive tumour cells produce proteolytic enzymes which degrade it favoring the migration.

Our objective is to study a version of a model which underlies the models proposed in [3] and [10] (see also
the references therein) which involves three key variables: u(z,t) the density of invasive cells, v(z,t) the
density of extracellular matrix and m(z,t) the concentration of degradative enzymes such as proteases,
each of them considered at = € Q and time ¢t > 0. Through this paper @ ¢ RY, N > 1 is a bounded
domain with a regular boundary. The model is the following:
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where the coefficients dy, do, A\, a1, as, a4, 01, B2 are positive constants and s is non-negative. It
is assumed that the change in time of the cells density is due to the diffusion, to the haptotaxis with
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respect to spatial gradients in the collagen gel and to the process involving proliferation and degradation
if ag # 0. The new cells are created at the rate as > 0 and their degradation is caused by the cells death
or neutralization due to the presence of the collagen gel. The function x describes the sensitivity of the
cells to spatial gradients of collagen and is assumed to be non-negative.

In the equation (L2)) it is assumed that the proteases degrade the collagen gel at the rate A.

The proteases concentration is affected by the diffusion, natural decay and production, this last term
being proportional to the product of the cell density and a non-negative function g depending on the
collagen gel concentration.

In what follows we consider the system ([I))-(3]) together with the boundary conditions
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where 1 denotes the unit outward normal vector of 9€2. We have supposed that there is no flux of cells
or proteases across the boundary of the domain. The same hypothesis is assumed for the extracellular
matrix.
We consider also the initial conditions

(u,v,m)(x,0) = (ug, vy, mo)(x), x € Q. (1.5)

Taking into account the biological interpretation for the solution of the system (III)-(I3]), we shall require
that the functions wug(z), vo(z), and mo(z) are non-negative.

For g(v) = v and for a constant chemotactic coefficient x(v) = x, the mathematical model (.I))-(LH) was
previously studied numerically in [I0] assuming that the cells invasion was radially symmetrical. In the
same hypotheses for g and x, the system was considered in [I1] where the existence of global solutions
was investigated in the 3-dimensional case. In this paper we prove the global existence of the solutions
when ¢ and x are arbitrary functions satisfying some hypotheses that will be given later. Moreover, we
also study the asymptotic behaviour of the solutions.

After nondimensionalizing the system ([I))-(I3) and redenoting the functions x and g if necessary, it
becomes

%:Au—V-(ux(v)Vv)—l—,uu(l—u—v) reQ, teR, (1.6)
% = —mw reN, teRy (1.7)
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%‘“X(“)%:%_ZZO €00, teR, (1.9)
(u,v,m)(z,0) = (uo, vo, mo)(x) T € Q, (1.10)
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We notice that the new functions x and g are obtained from the initial ones by a rescaling that does not
change their initial properties.
Finally, we mention here that we can obtain an equivalent system to (L6)-(LI0) by making the change
of variables

w = uz, 2= e Jo X(5)ds (1.11)



In this way the system (L8)-(TI0) transforms into

%—ZJ = Aw+ x(v)Vv - Vw + pw (1 —wz"" = v) + x(v)wom ze, teRy (1.12)
% = —mv re, teRy (1.13)
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rri dAm —ym + wz~ " g(v) re, teRy (1.14)
‘2—2:%—?:0 €09, teR, (1.15)
(w,v,m)(x,0) = (uge™ Jo" X vy mo)(z) = (wo,v0, mo) () x e (1.16)

In this paper we are concerning to prove the existence of a unique global solution of (L8)-(TI0) and
also to investigate asymptotic behaviour of the solution in a more general case when d and ~ are positive
constants and p is a non-negative constant.

We mention that in the case when g(v) = v and x(v) = x is a constant, in [II] the authors proved the
global existence of solutions of ([I2)-(I6) in the 3-dimensional case based on a priori estimates. In
order to derive L? estimates, they used a similar approach as in [12].

We point out that in what follows we establish that the a-priori LP estimates, p > 1, for the variable
w (and also for u) are uniform in time. This fact will be important when we establish the asymptotic
behaviour of the solutions.

This paper is organized as follows. In Section 2] we give the notations and terminology used through
the paper. In Section [3] we prove the local existence and the non-negativity of solutions for non-negative
initial data using a fixed point method. In Section[dwe show that the solution constructed in the previous
section can be prolonged in time until infinity when N = 3. Section[Hlis devoted to the stationary problem
associated to (LI2)-(LI6). In the last Section we show the convergence to the steady-states and we obtain
an explicit rate of convergence in some cases.

2 Preliminaries and notations

In this section we collect some tools and notations that will be used in the paper.

Let @ ¢ RY, N > 1 be a bounded domain with smooth boundary. We are using in this paper the
standard notation of function spaces. By LP(2) and W*P(Q) with 1 < p < oo, k > 1 we denote the
Lebesgue spaces and respectively, Sobolev spaces of functions on . If X is a Banach space with the
norm || - ||x, for T > 0 we denote by L?(0,T; X) the Banach space of all Bochner measurable functions
w: (0,T) — X such that |Ju||x € LP(0,T).

Given a positive number v, we denote by C¥(Q) the Holder space of [v] times continuously differentiable
functions on Q. We denote by C**/2(Q x (0,T)) the Holder space of exponents v and v/2 by respect to
x, respectively ¢ of continuous and bounded functions defined on Q x (0,T). If J is an interval of real
numbers, the notation C*(J; X), k > 1, k € N stands for the space of k times continuously differentiable
functions from J to the Banach space X.

Throughout this paper we denote by C, C; (i = 1,2, ...) positive constants which may vary from line to
line. These positive constants will be independent of time, but we shall indicate explicitly on which other
parameters they are dependent, if it will be the case.

Let p € (1,00) and a, b be two positive constants. We denote

A:=—-aA+D
the positive self-adjoint operator with the domain defined by

D(A) = {u € W2P(Q); % =0 on BQ}. (2.1)



For 0 < 6 < 1 we denote the fractional powers of the operator A by A? : Xﬁ — LP(Q) where the space
Xg is endowed with the graph norm

||UHX3 = HAQUHLP(Q)'

Let us mention that X, = D(A), X) = LP(Q) and X/* is continuously embedded into X[ if 6; > 65,
moreover this embedding is compact if 8; > 2. We recall some results that we shall use throughout the

paper:
(i) we have the embedding properties (see [5, Theorem 1.6.1])

N N
X = whi(Q), k——<20——, q=p (2.2)
q p

— N
% v .

(79) for all u € LP(Q2), p € (1,00) and t > 0 there exists a positive constant C (#) such that (see [5l
Theorem 1.4.3])
A% o)y < C(0)t % )l 1oqy, 6>0 (2.4)

for some 6 € (0, 1);
(#4i) for all w € LP(Q), 1 < ¢ < p < o0 and ¢ > 0 we have

_ _p_N(1_1 _
1A= )| oy < C (B)t P F G D) e jul| paq), 820 (2.5)

for § € (0,1).
Throughout this paper we assume that x and g are non-negative functions which satisfy the following
conditions

(Hy) x € C*(Ry), x >0, x and X’ are globally Lipschitz continuous with Lipschitz
constants L, and L, respectively;
(H2) g€ C*Ry), g=>0,gand ¢ are globally Lipschitz continuous with Lipschitz

constants L, and Ly respectively.

3 Local existence and uniqueness

In this section we establish the existence of local in time non-negative solutions using a standard fixed
point argument.
Let p,q € (1,00). We define A; = —A+1 and Ay = —dA +~I the positive definite self-adjoint operators
with the domains D(A4;) = X, and respectively D(Ay) = X given by @I). Given 7 >0, 1 < p < 00
and 0 € (0,1) we denote

Y, = C (0.7 W), Z = C([0,7]:X0)

We consider the closed set
ng = {(wvvvm) € KJ X YOO X Z; H(wvvvm)HqumeZ < P}

where [|(w,v,m)lly, .y «z = [wlly, + [vlly. + llml[z and p is a positive constant to be fixed later.



For t € [0,7] and (w,v,m) € B}? fixed we define the mapping I := (Fy, F, F3) by
t
Fy(wwm)(t) = W + [ G m) (5)ds,

0
t

Fy(v,m) () = o — / Ga(v, m)(s)ds,

0

t
Fy(w,v)(t) = e2m + / e~ (=942 Gy (10, v) (s)ds,
0

where we denoted

Gi(w,v,m) :== x(v)Vo - Vw + (p+ 1) w — pw (wz"" 4+ v) + x(v)wom,

Gz (v, m) :== mu,

1

Gs(w,v) :=wz" "g(v).

Lemma 3.1 Let Q ¢ RN, N > 1 be a domain with C? boundary and p > N. Given an initial value
(wo,v0,m0) € WH(Q) x WH22(Q) x X[, where € (NQ—‘;’), 1] and q > NN—fp if N > 2, there exists 7o > 0
(depending only on [[uollyy1.4(q), [[Volly.e(q) and ||m0||Xg) such that, for all 7 € (0,7] the application

F is a contraction from By into itself.

Proof. We shall prove first that the closed set B} is invariant by F' for all 7 € (0, 70] where 7o will
be chosen later. Taking (w,v,m) € B}, using the embeddings [2.2), [2.3), the estimate ([2.4) and the
hypothesis (H1) we estimate

t
13,0 m) Ol ey < e~ 0]y oy +CO) [ [[ale I Gawom] |
0

¢
-6
< Ca [unllyragey + CO) [ (=57 |G w0, ) ds <
0
<O wollwragqy +COplo(p+1) (Lyp +x(0) + pp (14 Ca (p)) + (u+ 1)) 7%, vtelo,7] (3.1)
where Cy (p) = 27 Lxptx (O] We also have
[Fo(v,m) ()i (o) < [vollwis(o) +20°1, Vit e[0,7]. (3.2)
Taking into account the embeddings [2:2)), (2.3), the estimate (2Z4) and the hypothesis (H2), we obtain

t
—tA 0 _—(t—s)A -1
Bt )@y < [l mal, + € 6) [ [age 2wz g
0

t

< Calmallxg +C(0) [ (t= 5wz g(0)] g ds <
0
< s [lmol|xo +C (0) C2 (p) p (Lgp + g(0) 7177, Wt € [0,7]. (3.3)

Denoting Cy = max {1, Cy,Cs}, the estimates (3.1, 82]) and (B3] imply that there exists the constant

Cs(p) =CO)plp(p+1) (Lyp+ x(0)) + Co (p) (Lgp + g(0)) 4+ pp (1 + C2 (p)) + (1 + 1)]



such that
[F1(w,v,m)|ly, + [[Fa(v,m)|ly, + [|F3(w,v)]|z <
<Cy (||w0||wl,q(n) + vollwree () + ||m0||xg) +Cs(p) 770 + 2077

provided that (w,v,m) € B}»9. Now we fix p > 204 (||wo||W1,q(Q) + [|vollw.ee () + ||m0||X£) > 0 suffi-
ciently large and we choose 71 > 0 small enough such that F'(B}9) C B4 for all 7 € (0,71].

In what follows we prove that F' is a contraction. Let (w,v,m), (w,v,m) € B}, where 7 € (0,71] and p
was fixed previously. Taking into account (2.2), (Z3]), (24) and the hypothesis (H1) we estimate

HFl(va?m)(t) - B (Ev v, m)(t)”Wl’q(Q) <

ds+

t
0) / HA?e*(t*S)Al (x(v)Vv - Vw — x(7)Vw - V1)
La(Q)

t
— S Al — —(l—sS A1 — —_—tds
(et 1) /HA" (- — “’)Hm(g) ds + uC(6) / HA‘;e (=) (221 — 23 1)]‘ oy 5
0
t
+pC(8 / HA?e*(tfs)Al (wv — wo) ds + uC(6) / HA?e*(t*S)Al (x(v)wvm — X(E)wv—m)‘ ds <
La(Q) La(Q)
0 0
< Colp)r ™ [lw =y, + v = Tlly_ +Im -], vte[or] (3.4)
where
Co(p) = C(0) {p (Lyp + x(0)) [1 + pp (1 + 2C2(p))] + 2upC2(p) + (n + 1)}
Also we obtain
B2 (w, v,m)(t) — Fo(@,7,m)(t)lwr (o) < 207 (v =Tlly_ +lm =ml,),  vtelo,7].  (3.5)
Using (22)), 23), (Z4) and the hypothesis (H2) we get
t
|1F3(w, v)(£) = F(@,0)(8)]|xg < / [ Age 0% [ o) — =@ ds <
0
<Crlp)r = [lw = wly, + o -7lly. ], Vte07] (3.6)

where

Cr(p) = C(0) Ca(p) (Lgp +9(0)) (p+ 1) -

Thus, taking 7 sufficiently small such that 79 < 71, we obtain from (34)),([330]) and ([B3.6]) that the mapping
F is a contraction from BJ'? into itself for all 7 € (0, 7). =
We shall prove now the existence of a unique non-negative maximal solution to (([L12))- (LI6).
Theorem 3.2 Let Q CRY, N > 1 be a domain with C? boundary and p > N. Given (wo,vo,mo) €
Wha(Q) x Whe(Q) x Xg, 0 e (NQ—";’), 1), 9= 55 sz 2 and r = max {2q,p}, there exists T > 0
(depending only on [[wolly1.qc0ys 1vollyr.(a) and ||m0||Xg) such that the problem (I12)-(114) has a
unique solution (w,v, m) defined on an interval [0,T) C R and

we C([0,T);WH(Q)) NC ((0,T); W>"(Q2)) N C* ((0,T); WH9(2))

v e C([0,T);Wh>(Q) NC ((0,T); WH>(Q))

m e C([0,7);X)nC((0,T);W?P(Q))nC* ((0,T); XL).

Moreover, the solution depends continuously on the initial data.



Proof. Lemma [3.1]shows that the map F: B): — B9, 7 € (0, 7o), has a unique fixed point (w, v, m)
which is the weak solution to the system ([LI2)-(TI6). Taking into account the fact that the map F is
a contraction and the estimates established in Lemma [3.I] we obtain the continuous dependence of this
solution on the initial data.

In what follows we show the existence of a unique maximal solution to (IL.I2)-(I6]) having the regularity
properties stated in the theorem. First we can prove that for every fixed t € (0, 7p] the maps G1(¢) :
Wha(Q)xWhe(Q)x X! — L1(Q), Ga(t) : Whe(Q)x Xf — W (Q) and Gs(t) : WH(Q)x W2 (Q) —
LP(Q) are Lipschitzian using similar arguments to those used in the proof of Lemma [311 Therefore
applying [5l Theorem 3.5.2] we obtain

we O ((OmEWH(Q), me O ((0.m):x). 87)

Let us observe that for every t € (0, 7], w(t) € W4(Q) is the solution to the problem

—Aw(t) —a(t) - Vw(t) = f(t) — %—?(t) x €N
ow
o =0 x € 00

where we have denoted
a(t) == x(v(t)Vo(t) € (LX), f(t) = (pw (1 —wz" —v) + x(v)wom) (t) € LI(Q).

The elliptic regularity implies that w(t) € W24(Q) for every t € (0,79]. As ¢ > N/2, we deduce from
the Sobolev embeddings that w(t) € W?22¢(Q). Finally, by recurrence, we obtain w(t) € W?27(Q),
r = max {2¢,p}. In a similar manner we can prove

m € C ((0,70); W?P()), 2<p<oo.

In order to show the uniqueness of the solutions in the spaces indicated above, let us suppose that
(w1,v1,m1), (we,va,ms) are two different solutions to the system (LI2)-(I6). Let [0,7) the maximal
interval where both solutions are defined and

I={te[0,T); wi(zt)=mwa(z,t), vi(z,t)=wva(x,t), mi(z,t) = ma(x,t), Yo € Q}.

From the local existence we deduce that I is a nonempty set, so let 7.x > 0 be maximal such that
[0, Tmax) C I and suppose Tmax < T. As I is a closed set in [0,T") (from the continuity of the solutions), it
follows that [0, Tmax] C I. Applying now the local existence result with the initial conditions considered
in Tiax it follows that the system (LI2)-(TI6) has a unique solution on a small interval (Timax;, Tmax + €)-
This contradicts the maximality of 7%, hence Ty = T

Let us remark that the choice of 7 in Lemmal[3.Ildepends only on the initial data, respectively ||wo| W)
[voll s (q) and ||m0||X£, so the solution (u,v,m) can be extended up to a maximal time Ty,ax = T that
depends also only on the initial data. m

Remark 3.1 Let us mention that in fact we can obtain from the Theorem [3.2 a better reqularity for w.
Indeed, G1(t) € C*(Q) for some 0 < a < 1 and w(t,-) € C*T*(Q). Thus fort >0, (t,x) — w(t, z;wo) is
continuously differentiable in t, twice continuously differentiable in x, and hence w is a classical solution.

In view of (LII) we observe that Theorem implies also the local existence of the solution to the
initial system (LO)-(TI0). Moreover, we shall show the non-negativity of local solutions to (L6)-(TI0)
corresponding to non-negative initial values (wy, v, mo).

Theorem 3.3 Let Q C RN, N > 1 be a domain with C? boundary and p > N. Given the non-negative

initial value (ug,vo, mo) € WHP(Q) x Wh(Q) x X!, 0 € (NQ—';p, 1), there exists T > 0 (depending only



on [[wolyw1.0 (s V0l () and ||m0||X9) such that the problem (I0)-({I10) has a unique non-negative
solution (u,v,m) defined on an interval [O T) C R and

we C([0,T); Wh(Q)) N C ((0,T); Wh=(Q)) N C* ((0,T); WH9())

ve C([0,T);Wh(Q)) NC* ((0,T); WhH>(€))

me C([0,7); X)) NC((0,T); W»P(Q)) nC* ((0,T); X)) .
Moreover, the solution depends continuously on the initial data.

Proof. From ([II]) and taking into account (ug,vg) € WHP(Q) x W (Q) we obtain wy € W1P(Q) and
the hypotheses of Theorem are satisfied. Using again (LTI we recover the regularity of w.
Let us observe that from the equation (7)) we obtain

_ m(z,s)ds
v =1pe { (3.8)

which implies the nonnegativity of v. We shall prove the nonnegativity of the solution u by the truncation
technique used in [13, Theorem 2.1]. According to [I3], there exists a decreasing function H € C3(R;R;.)
and a constant Csg > 0 such that H(u) > 0 if u < 0 and H(u) = 0 if u > 0 and having the properties

0 < H"(u)u? < CH(u), ueR (3.9)
0 < H'(u)u < CH (u), ueR (3.10)
0 < H(u) < Cu?, ueR. (3.11)

We consider the non-negative function

t) = /H(u(x,t))dac, 0<t<T

The definition of the function H(u) implies that ¢ € C([0,7];R4) NC((0,7];R), ¢(0) = 0 and ¢ has the
derivative

'(t) = /H’(u) /H” ) |Val? d:v—i—/ux( VH" (u)Vu - Vvd:c—l—u/H u(l —u—v)de <
)
C/H v) [Vol? d:c—i—uC/H 2 < Ciolt)
for all 0 < t < 7 where

~[1 2 2
Cs = C |5 (Exlollpm oy +X(0)) V07 ey + 1|

Thus the Gronwall inequality ensures ¢(t) = 0 for all ¢ € [0, 7], that is u(t) > 0 on Q for ¢t € [0, 7]. Finally,
since ug(v) is a non-negative function it is straightforward to prove that m(t) > 0 on 2 for ¢ € [0, 7] using
the maximum principle for parabolic equations. But 7 > 0 is arbitrary, so the desired positivity follows.
[

Theorem 3.4 Under the same hypotheses as in Theorem[33, if vg € W27 (), r = max {2q,p} then the
problem (L.4)-(I10) has a unique non-negative solution (u,v,m) defined on an interval [0,T) C R and

ue C([0,T);Whi(Q)) NC ((0,T); W>"()) nC* ((0,T); WH(Q))
veC([0,T);W>"(Q))nC" ((0,T); W>"(Q))
m e C([0,7); X)) NC((0,T);W>P(Q))nC* ((0,T); X)) .

Moreover, the solution depends continuously on the initial data.



4 Global existence in time

We denote by (u, v, m) the maximal non-negative local solution to the problem (LG)-(TI0) on [0,7") and
we shall prove that T = 400 in the case N = 3. Throughout this section all the constants are independent
of T and when it will be the case we shall make explicit their dependence on the data of the problem.

Lemma 4.1 Let Q C RN, N > 1 be a domain with smooth boundary and (ug,vo, mo) € L*(Q)x L>(Q)x
LY(Q). Then the solution (u,v,m) to the problem (L.8)-(I10) satisfies the following estimates

lu(-,t)] L1 () < max{|Q],[[uollL1 )} (4.1)
lv(- )|l Lo @) < llvoll o),
[m (-, O)llLr) < mollzr@ye™ + [Lgllvoll Loy + 9(0)] max{|Q], [[uoll L1 (o) } (4.3)

for allt > 0.

Proof. Integrating the equation (L)) in space and taking into account the non-negativity of the solution
and the boundary condition (I9) we get

i/ udx <u/ u(x,t)dac—u/ u?(z,t)dx.
dt Jo Q Q

Applying Jensen’s inequality and Gronwall’s lemma we obtain ([.T]).

The boundedness of v results immediately from the equation (7). We obtain ([A3) integrating the
equation (L8) in space and taking into account the boundary condition (L9)), the estimates (@1, (£2)
and the Gronwall lemma. m

Corollary 4.2 Let Q C RN, N > 1 be a domain with smooth boundary and ug € L*(2) (or, equivalently
(wo,vo) € LY(Q) x L>=(Q)). Then

w(-, )l L1e) < max{[Q, luoll1(0)} (4.4)
for all t > 0, where w(z,t) is the function given by (I11]).

In what follows we show that if the initial data myg is in an appropriate space, then we can find a bound
for m in L7(€2), j > 1 for ¢ > 0. This result is based on [6, Lemma 4.1].

Lemma 4.3 Let Q CRY, N > 2 be a domain with smooth boundary. Assume that there exist v € [1,N)
and 1 <p <rN/(N —r) such that

[u( D)l L) < Co
for all t € (0,T) and (vg,mp) € L>®(Q)x WP(Q). Then
[m (- D)llyr, <C (P, 7, [vol Lo (), ||m0||W1’P(Q)) (1+Co) (4.5)
for allt € (0,T).

Proof. We fix 1 <p < rN/(N —r) and we choose § such that

<ﬁ<l+ﬁ E_N—’I‘
2 2 \p rN '

1
2
From the representation formula

m(t) = e t2my + /6_(t_S)A2u(s)g(v(s))ds, vt € (0,T) (4.6)
0



and taking into account (Z3]) we obtain

ds
Lr(Q)

N

t
I Ol < C0) Imallwas + [ 4767 uo)glots)
0

<C () Imallwss + 5B (L unl e +9(0)] . € 0.7)

’
_N
2

'@\»—‘

Using Lemma [Tl the statement follows. m
Remark 4.1 If mg € LY(Q), the estimate ({.5) is still valid for allt € [7,T) where T € (0, min {1,7T}).

Corollary 4.4 Let Q C RN, N > 2 be a domain with smooth boundary and assume that the hypotheses
of Lemma[{-3 are satisfied. If r € [1,N/2) then

[m ()l < Cro (4.7)
forallt € (0,T) and 5

The next proposition asserts that if the initial value is in a suitable space and (A1) is satisfied, then we
obtain an estimate for w, and respectively for u, in L%(QQ), for all ¢ > 1 and ¢ > 0. Moreover, we shall
show later that if wg € L>(§2) then we derive a bound for w in L () for all ¢ > 0.

Proposition 4.5 Let Q C R? be a domain with smooth boundary and (wo, vo, mo) € LI(Q) x L>®(2) x
WP, 1< q<oo,p> 2. Then there exists a constant independent on time C11 = C1(p, lwoll Lagay > [voll oo ()
such that the solution w(x,t) to the system (L.12)-(I10) satisfies

lwll e 0,750 < C11, V1<qg<+oo. (4.8)

Proof. Multiplying the equation (LI2)) with qw?~'271, ¢ € [2,00) and integrating in space we have

d 4(g—1 2
E/Z_lwq - _(qi)/z—l ‘qu/2‘ +uq/z_1wq (1—wz! —v)+

q
Q Q Q

+(¢-1) /z_lx(v)qum. (4.9)
o)
On both sides of (@3] we add the term 5||w‘1/2||%2(m where ¢ > 0 is a constant to be determined later.

Taking into account the non-negativity of the solution and Lemma 1] we obtain

d [ _ g1 [ - ?
G [0+ e By < ~H [ 9w 4 (quCia + ) ey +
Q Q

+(g-1) ClB/qu, (4.10)

Q

where
Chz = Cia ([[vol| e (@) = € 2 IPolice i@ XOllvoll= o
fo v 2oo v [eS]
Cia = Cua (|[voll=(0)) = €7 "ol X Ol @ (L lug]| < (o) +x(0)) l[voll = -

Now we estimate the last two terms from the right-hand side of (I0)). Using Gagliardo-Nirenberg and
Young’s inequalities and Lemma [l we obtain

~1)/(3q—1 2¢/(3¢—1)
(quCiz +¢) ||wq/2||%2(9) <C(Q) (quCia +¢) ||wq/2||w 22/)( ” )|| ||Lq1/sz)q

4q/(3q—1
< w2 1200 + Crallwl 25, (4.11)
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where
- _ 2 e\ —3@-1/2 (3(qg—1) (3¢g—1)/2
1 =Gules g ol 12D = (m) (3) <WC(Q) (quCiz + ) |

Taking into account Holder, Gagliardo-Nirenberg and Young’s inequalities, the boundedness ([@7)) and
Lemma [T we estimate the last term from the right-hand side of (ZI0)

(g—1) 013/wqm <(g-1) 013||wq/2||%4(ﬂ)||m||L2(Q) <
Q
< (g = 1) CasC(Q) w2325 6 7 w250 ml o) <
< w1200y + Crslml 150wl g, (4.12)
where

1 e\—3(2a-1) (3(2¢ —1)
= oo Q)= — - S
C15 = Ci5(e, ¢, |lvoll Lo, 1€2]) <3(2q 1)) (4) (2(3(1 1)

From (£I0), using (@4), (1), (@II) and (@I2), we get

d _
E/z Lt 4 w2250 <
Q

2(3¢g—1)
(¢—1) 0130(9)) .

4(q—1) - 2 € 4q/(3¢—1) 4(3¢—1)
<= / V2| 4 w2 2y + Cra(@wl SV + Cus(@)Imll 5 il gy <
Q

e 4(g—1) 5
< (5 1) 1902 ) + 10t )+ Crn (1.13

where
Crs = C1o(e, 0, voll (), 120) = (Cua(e,0) + Crs(e, )OI ) (max{1, 121, lluollr o 1)

Choosing ¢ = 2, from ([@I3]) we obtain
d [ 14 1 / 1 g
— — < Chs.
dt/z w? + 012 zZ W 16
Q Q

Applying Gronwall’s lemma, the last inequality implies

ol < [z < Cramax (ol €}
Q

and we conclude the proof. m

Corollary 4.6 Let Q) C R? be a domain with smooth boundary and (ug, v, mo) € LI(Q) x L>(Q) x WP,
1 < q<oo,p> g Then there exists a constant Ciz = Ciz(p, uoll age) » [1voll Lo (0 » IM0llwr10 ()

independent on time such that the solution u(z,t) to the system (II12)-(I16) satisfies
||u||L00(0)T;Lq(Q)) < Cir, V1<g<+oo. (4.14)

We prove now the uniform boundedness for w using the previous Proposition. For this we use the iterative
technique of Alikakos [I] and for the sake of completeness this argument will be presented briefly in the
next Proposition.
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Proposition 4.7 Let Q C R? be a domain with smooth boundary and (wg, v, mg) € L=(Q) x L>(Q) x
WP p> 8. Then there exists a constant Cyg = Cis([[woll o () » 1Yol oo () independent on time such
that the solution w(x,t) to the system (I12)-(110) satisfies

”wHLoo(o,T;Lao(Q)) < Cis. (4.15)

Proof. We estimate the last term from the right-hand side of (£10). Using Holder, Gagliardo-Nirenberg
and Young’s inequalities and (7))

(¢—1)Cas / wim < (g — 1) Cus |22y [l 20y <

Q
9/5 1/5
< (g = 1) CraC@Q)l[w?2 |33 2 g w2 iy Il 220y <
< 5||va/2||%2(Q) + 5||U’Q/2||%2(Q) + Cig (e, q)||w¢Z/2||%1(Q)7 (4.16)

where

10
Cio = Cualect) =5 (55) &0 = ) CoaCl@] Il

10
Introducing (@I6) in (@I0) we obtain

d 4(q —1 2
—/z’lwq +5||w‘1/2||2L2(Q) < {6— M] /‘qu/z’ +
dtQ P J

+ (1gCi2 + 2¢) ||?UQ/2||%2(Q) + Cho(e, Q)qu/znil(n)- (4.17)

Using again Gagliardo-Nirenberg and Young’s inequalities, we infer

6/5 4/5
e < oo e,
L2(Q) W12(Q) L1(Q)
<e Hqu/Q‘ +e qu“\ + Cor (&) || W‘
L2(Q) L2(Q) LvQ)’
or equivalently
2
o < s o o]
L2 11— L2(Q) L1(Q)
where € < 1 and
2 (3\%? 5/2
021 = 021 (E) = g g e 020 (Q)

Multiplying the inequality (£IR) by (ugCia + 2¢), we obtain from (17

_ 4(q—1 2

G el g < |- ) / [Fut2[ + Crole, )2 3 )+
Q
I (ngCha + 2¢) Hv q/z‘ 4Oy qu/z‘ _
1—¢ L2(Q) LY(Q)
chlz + 25)8 CAlg-1) /’qum‘ n
1—¢ q
Q
C 2€)
+ |: paiz + 6 Co +C19 E q] qu/2’ (4.19)
L)
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We choose .

e=———<1
Coa(q+1)

where Coo = max {uC12,3}. Hence
(1gCrz +2¢)  4(g—1)

€+ - e < 7 .
Thus we obtain from (Z19)
1 2
B LI RN — Pl e H W‘ 4.20
dt Zown C12C99 (q+ 1)/2 v 23(Q) w LI(Q)7 ( )
Q Q
where
2 (3\°° 5/2 oy (1GC12022 (¢ + 1) +2) 3
23 23(€,9) 3<5) 20 () Coa(q+ 1) -1 (Coz (¢ +1))2 +
1/9\" c 9 ()10 10
35\ 10 (Co2 (g +1))" [(¢ — 1) Cr3C Q)] Il z2(q)-
Applying Gronwall’s lemma we deduce from the last inequality
2
/wq < /zilwq < C12 max /wg, C22Co3(g,q) (g +1) sup/wq/2 ) (4.21)
>0
Q Q Q

We consider ¢; = 27, with j € N and we use [@2I) and an iterative technique in order to estimate
lwll L4 (). Denoting

a; = CyCas3(e,q) (¢ + 1) < Cauqy®,
the inequality (Z2I)) becomes

/w‘“ < (2 max max{||w0||%j1(m ) ||wo||Qjm(£2)} ) @ sgp/w‘“/2 (4.22)
=0
Q

for all ¢ > 0. Recursively, we obtain from (£.22)

1/q; i—1\ o=
lwll po; < Clz/q] maX{HwOHLl(Q) ) ||w0||L°°(Q)} (aja?ha?iz---a‘f] 1) s

20 > L 1 1— L
<ozl za>max{||w0||p(m,||w0||Lm(Q)}. (4.23)

Taking 7 — oo in the last inequality we deduce ([EI3). =

Corollary 4.8 Let Q C R3 be a domain with smooth boundary and (ug,vo,mo) € L>®(Q) x L>(Q) x
WP(Q), p > . Then there exists a constant Cos = Cas([[uoll Lo () » 1Yol Lo () independent on time
such that the solution u to the system ([12)-({I14) satisfies

||u||LOO(07T;LOO(Q)) < Cos. (4.24)

Lemma 4.9 Let Q C R? be a domain with smooth boundary and (ug,vo,mo) € LP(€2) x L>(€) x XF(€2)
where p >3, 0 € (3,1). Then
[lm (- 8)]l xo < Cas, (4.25)

for allt € (0,T).
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Proof. Taking into account the representation formula ([@6), the hypothesis (Hz) and the estimate (€14
we obtain

ds

N

t
Im (. Bllxg < Climollx + [ [[ 486~ uo)gtus))]
0

t

< Clmollxg +C(0) /(t =)0 [lu(s)g(v(s)) |l 1o ds <
0

t
< Cllmollxs + C17C(9) (Lg l|voll . + 9(0)) /(t — 5)Pe8=0) g,
0

Denoting
Cas = max { Cllmo xg, C17C(6) (Ly ool o +9(0) 8 T(1 = 6) },

where I denotes the Gamma function, the last inequality implies (£23]). =
Lemma 4.10 Let Q C R? be a domain with smooth boundary and (ug,vo, mg) € LP(Q) x Wh>(Q) x

Xg(Q) where p > 3, 0 € (3+—p, 1). Then

2p
o)l < Car (1 +1), (4.26)
for allt € (0,T).

Proof. From the equation (LI3) we obtain
, ¢
Vo=e¢ Jom (VUO - vo/ Vm) (4.27)
0
which implies
t
IVoll oo < IIVollLoe + llvoll L /0 [Imlyy1.00 ds < [[vo] 1,00 max {1, Ca6} (1 41) .

Next, taking into account Lemma [£.9] and denoting
Ca7 = |Jvo|| oo () max {1, C6 }
we conclude the proof. m

Lemma 4.11 Let Q C R? be a domain with smooth boundary and (ug, vo,mo) € WH4(Q) x W1 (Q) x
Xg(Q) where p > 3, 0 € (?—pp, 1) and q > %. For t € (0,T) we have

(- t)lwraggy < Cas(1 +t)e“", (4.28)
forallt € (0,T).

Proof. First we establish a bound for [[w(:,#)[/y1.a(q). Taking into account the representation formula

t
w(z,t) = e My + /e_(t_S)AlGl(w,v,m)(s)ds, vVt e (0,T) (4.29)
0
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we get

ds <
La(Q)

t
- Dllwsacoy < el + [ 4% 261w, 0.m)|
0

t

<C ||w0||wl,q(g) +C (0, q) Car {Lx ||UO||L°°(Q) + X(O)} /(t - 5)79 e 0= (1+5s) ||w||W1,q(Q) ds+
0
t

+Cu |(p+1) + pCr1Cra + 1 ||vo||Lm(Q)} / (t—s) e 0t ds+

0
t

0 _§(t—s
+ C11C26 Ly [|voll o () {HUOHL“’(Q) +X(0)} /(t—s) e 29 ds <
0
t

< Cao + Ca1 / (t— )" ™50 (14 5) ] 1.0 gy
0

where
Cs0 = C [[woll 10y + C118” " max {026 [[voll o () [Lx l[voll e () + X(0) ]
(p+1)+pCiiCra+p ||’U0||L°O(Q)} } INGEOR
G = C (6,9) Cor | L [0 o ) + X(0)
and I is the Gamma function. Applying Gronwall’s lemma in the last inequality we obtain
lw(, t)llwia@q) < Capel (1700  L1=0)Cart (4.30)
Finally, as u = w21 we get from ([£206) and (Z30)

u(, t)lwra) < 127 lwre @ llwllwrag) <
< Cua |1+ Cor (L Joll ey +X(0)) (1 48] gy <

< 2012030 max {1, 027 (LX ||UO||L°0(Q) —+ X(O)) } eF(lfﬁ)Csl (1 4 t) eF(lfﬁ)Cslt'
Denoting

C28 = 2012030 max {1, 027 (LX ||UO||L°°(Q) + X(O)) } eC’glF(l—Q)7
029 = 031F (1 — 9)

the last inequality implies (£25). =

5 Steady-states

Additionally, we suppose that the function g satisfies the following property:

(Hs)  g(v) #0if v #0.
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In this section we deal with the stationary problem associated to (LI2)-(II6). More precisely, we are
interested in the solution of the system

0=Aw+x(v)Vv- Vw + pw (1 —wz™" —) €N (5.1)
0=mv €N (5.2)
0 =dAm —ym +wz 'g(v) x €N (5.3)
ow Om

Bl Q. A4
a0~ on 0 xed (5.4)

Theorem 5.1 If (w*,v*,m*) € C1(Q) x WH>(Q) x C1(Q) are the non-negative solutions to (51)-([5-4),
then they are given by

(w*,v*,m*) =(0,,0),
(w*,v*,m*) = (k,0,ky~"g(0))

where k =0 or k=1 if p >0, k >0 is an arbitrary constant if p = 0 and v € WH°°(Q) is an arbitrary
non-negative function.

Proof. We distinguish between two cases: w (x) g(v (x)) > 0 at some point z € Q, or wg(v) = 0.
First, we suppose that there exists at least a point € § such that w (z) g(v (x)) # 0. We claim that

minm(z) > 0.
€N

To prove this, we assume that there exists xo € € such that m(z¢) = 0. We have two possibilities:

a. if zy € Q, then [4, Theorem 3.5] implies that m is a constant function and we deduce that m(z) =0
for all x € Q, but this is not a solution for the equation (G5.3]).

b. if o € 09, then using [4l Lemma 3.4] we get

which contradicts (&.4]).

Since min m(x) > 0, the equation ([B.2]) implies v(x) = 0 for all € Q. Therefore the function w(x) is a

€N
solution of the following equation

—Aw=pw(l —w) =z
gw _ 0 x € ON. (5:5)
o

a. If =0, we deduce that the solutions of (5.H) are w = k where k is a non-negative constant.

b. If 1 > 0, then using a similar argument as in [2] we obtain that w = 0 and w = 1 are the only
non-negative solutions to (5.3).

Therefore, from (E3)-(&4) we obtain that m is a constant and moreover
m = ky *g(0)

where k is a non-negative constant if y =0and k=0or k=1 if g > 0.
We suppose now that for all € Q, wg(v) = 0. Then from ([B.3)-(E4) we get m = 0.
We observe that wg(v) = 0 implies wv = 0, using the hypothesis (Hs). Arguing as in the previous case

we prove that either w = 0 or minw(z) > 0.
e
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a. If w =0 then any v € W1>°(Q) , ¥ > 0 solves (5.2).
b. If minw(z) > 0 then wg(v) = 0 implies g(v) = 0 and by (H3) v = 0. Therefore, (5.1) with the

€N
boundary condition can be written in the form (55). Hence w = k where k is a non-negative

constant if y =0and k=0or k=1if p > 0.

6 Asymptotic behaviour of global solutions

In what follows we study the asymptotic behaviour of the global solution (u, v, m) to the problem (L6l)-
(CI0). Under some additionally hypotheses on the initial data we shall prove the convergence of the
solutions to the steady states.

Hereafter Q C R? is a domain with smooth boundary.

Lemma 6.1 Let u > 0, vg € L*°(Q) be positive and if p > 0 we assume 0 < vo(z) < 1 for all x € Q. If
there exists a constant a > 0 such that ug(x) = a, then every global solution u(x,t) satisfies

vo
(s)ds
u(z,t) > min{l,a}e{X , (6.1)

for all x € Q, t > 0. Moreover, if there exists a positive constant M such that
g(v) = M (6.2)
for all v € Ry, then there exists a constant ¢ > 0 such that
m(x,t) > o >0, (6.3)
forallz €2, t>0.

Proof. Let p be a positive constant to be chosen later. By multiplying the equation (L6) with 2~ (w —
p)—, where (w — p)— = max{p —w, 0}, and after that integrating over Q we get

sar [ w=p2) == [ V=g = 5 [ ot - o2 -

Q Q Q

- [ =g~ [ ) o) (6

Q Q

Let us notice that in the case g = 0 the right-hand side of (6.4)) is non-positive. If u > 0, choosing the

vo
= [x(s)ds . . s .
constant 0 < p < (1 —wvg)e © implies that the last term in (6.4]) is also non-positive. Integrating

(64) in time and taking into account the above considerations we have

s)ds
/Zﬁl(w—p)z— </eof)(() (wo — p)2.

Q Q

Using the same procedure as in [8] finally we obtain

vo
(s)ds
u(z,t) > min{1,a} e{ * , (6.5)
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for all z € , t > 0. Next, we conclude the proof by applying the maximum principle for the parabolic
problem

—dAm + ym = ug(v) xeQ, teRy
a—m = 3:639, t€R+
I
m(z,0) = mo(z) z€Q

using the hypothesis g(v) > M > 0 and the estimate (G.5). =

Lemma 6.2 Let (uo,vo, mo) € L*(Q2) x (WH2(Q) N L>®(Q)) x WIP(Q), p > . Assume that vo > 0 and
the assumption [(6.3) is satisfied. Then we have

/Q v (2972(1) P < Oxe ™, (6.6)
forallt>0,g>1and 0 < k < qo.
Proof. Using the equation (0 we deduce

2
dt [ vy - /m]wﬂ] —%/QV(vq)-Vm, (6.7)

for ¢ > 1. On the other hand, multlplylng (L) with v, ¢ > 1 and integrating in space, we have

__/vaUq / v+ 4 /qu %/ﬂqu—%/ﬂug(v)vq. (6.8)

Inserting ([6.8)) in (67) we get

/|Vvq/22_—q/m’VUQ/2’ 44 q+—2 m2vq+ﬂ/qu Z U() (6.9)
2d dt 2d 2d Jg 2d Jo, OV '

Now, taking into account (63)) and multiplying the equality ([63) by ', 0 < k < go, we obtain

d d 2
o (ekt/Q|Vvq/2|2> < 2%{% ekt/qu + g—dekt/mzvq—i— g—gekt/qu. (6.10)
Q 0 0

Integrating the last inequality on (0,¢) we have

t
ekt/|VUQ/2|2 < /|va/2|2 € kt/qu 2d/ ks/m v+ 2 e’“/qu. (6.11)
QO Q 0 0

Since v(z,t) = voe~ Jom and m(z,t) = o >0,
v(z,t) < ||U0||L°°(Q) e 7. (6.12)
Introducing the estimate (612) in (611) and taking into account (3] and (L1), we get

[rvoop <e [vps
Q Q

t t
+ 2% [voll 7 (0 maX{HmHLl(Q) 7010} e(’““’q”Jrq/e(’““’q)s+7/e(’“_"”s e g
0 0

/2 q q+ —k
/|va 2+ 55Cs2 ol g (1+ Uq_k> e, (6.13)
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where
(39 = max {0107 ||m0||L1(Q) + (Lg”UQHLoo(Q) + g(O)) max{|Q|, ||u0||L1(Q)}} .

Finally, from (6I3) and denoting

. q/2,2 q q —q"”}/
Cs3 = /|VUO "+ ﬁCw ||”0||Loo(9) <1 * oq — k) ’

we conclude the proof. m

Theorem 6.3 If the hypotheses of LemmalG 2 are satisfied, then

u(-t) = l| Loy < Case™ ™, (6.14)
[v(, )] Lo sz) < Csze™ 7, (6.15)
[m(-,t) =y g(0)|| o) < Caoe™ 1, (6.16)
where Csg, C37, C3g, Cyo are positive constants independent on t, Csg = ||vo| () and
1
o J Yo, MU= 0
o] (6.17)
1, w> 0.

Proof. Let a be a positive constant to be chosen later. By multiplying the equation (L6 with
(u— a)2p+1, p > 0 and integrating in space we get

& [a—am < —prnep+n [w-o vt
Q Q

2
+ 22P (p + 1) (2p —+ 1) 025 max {025, a2p} (LX ||v0||ioo(g) + X(O)) /|V1)|2 +
Q

+2u(p+1) /u (1—u)(u— )™ —2u(p+1)/u2v(u—a)2p—|—2uoz(p—|—1)/uv(u—oz)zp. (6.18)
Q Q Q
In the case p = 0 we consider a =u = % s{ ug. Using the Poincaré inequality we obtain from (G.I8])
d )* + C @)? < ||ulf; Ly |lvol7 0)" [ [vof
at (u =)+ Csq [ (u—T1)" < ||u||L°°(0,t;L°°(Q)) X ||U0||L°°(Q) + x(0) [Vol™.
Q Q Q

Using Lemma for ¢ =1, k # C34 and applying the Gronwall inequality in the last estimate we have

C33

—min{k,C34}t
e . 6.19
|k — C34|} (6:19)

2
2
(ORI AN [nuo — 320 + C5 (L Ioll7 = o + x(0))
Moreover, for p > 2 it follows that
() = @l g < 22 max {72, B} [luo = T3y +

2 C33 — min
+ O35 (Lx ||U0||iao(sz) + X(0)> m] e (k:Caalt, (6.20)
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In the case p > 0 we consider @ = 1 and taking into account Lemma and Lemma[6.2] we obtain from

6.13)

d

E (u N 1)2;D+2 + O35 / (’U, _ 1)2;D+2 <

Q Q

2
<2 Camax {1, G} | 0+ 1) 20+ 1) Cos (Lilloo] ey + x(0)) [ 1908 + 20192 o] gy
Q

where

vo
(s)ds
035:2u(p+1)min{1,a}egx .

Applying Gronwall’s inequality, using the estimate (G0 and choosing k # Cs5; we obtain
2p+2 2p+2 2
u(t) = 15520 < {llto = 11522 ) + 22 Cls max {1, €32} 200192 ol o ) +

2 C — min 35
+ (p+1)(2p+1)Cos (Lx ”vOHiN(Q) + X(O)) Vf—igé?ﬂ} } e {k,Cas}t, (6.21)

Taking into account (6:20) and (62I)) we conclude the estimate ([@I4).
By multiplying the equation (6] with (m — ﬂw‘lg(O))QpH, p = 0 and integrating in space we get

d

5 [ =202 = —2a(p+1)? [~ g(0)2 [T -

Q Q

—2y(p+1) /(m — Ty 'g(0)**2 +2(p+1) /(m —uy " g(0))*P* (ug(v) —ug(0)) <
Q Q

< —2d(p+1)° / (m— Ty g(0)) |Vm[? — 5 (p+ 1) / (m — 1wy g(0)) 2+
Q Q
2p+1
o / max { Lut 2022, g202(0) fu — 7} <
Q

v (p+1)

4p+3

< Ap+1) / (m — 1y 1g(0)) 2+
Q

(2p+ 1"
R R (1 1ol e e

2p+2
) O ) — T
Using the estimates (6.14), (6.15) and the Gronwall lemma, when v # min {C37,20} we obtain

m =y g(0)[| s < [llmo = g(O)|[250 7, +

(2p + 1)210le max {Lg 19] (017038)2p+2 ,92p+2(0)036}
4p+4

+ — min{C3s7,(2p+2)0,v(p+1) }t

e

Y2+ (p+ 1) |y — min {C37, 20}

and we conclude the estimate (G.IG). m

In the next theorem we shall prove that starting with initial data in suitable spaces we obtain stronger
convergences.
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Theorem 6.4 Let (ug, v, mo) € L=(Q) x WH>(Q) x WLP(Q), p > 3. Under the hypotheses of Lemma
[61, we have

[o(-8)[lwree < Can (1+1) e, (6.22)
lm(,t) =@y~ g(0)]| xg < Caz (L + 1)t e, (6.23)

for all t € (0,t). Moreover, if the hypotheses of Lemma[{.1]] are satisfied, then
() = Tlwroe < Cage” 295, (6.24)

for t sufficiently large. The constants Cy1, Ciz, Cuz, Caq are positive and independent on t, and U is

given by (6.17).

Proof. Let 0 € (32%, 1). From the representation formula (£6]) and taking into account (24, (£I4]),
614), [ETI5) we obtain

m (1) = 7 g(0)]| ¢y < lle™ [mo — w9 (0)] g + / [ A% fug(w) —mg(o)] s <
< CO)t e (lmoll o) + Ty 9(0)| o)) +
t
+ O(H,p)/(t — )P0t [Ilug(v) —ug(0)ll 1 () + lug(0) —ﬂg(O)IIme)} ds <
0
< CO)t e (|lmo| Lo () + Ty g(0) [2]) +
t
+C (6, p) LyCrrCis / (t = 5)"" =00 =5ds 1 C (6, ) Csag (0 / (= 8)™ e=0=9)~Cors s
0 0
— -1 C(eap) —0 — min{0,§,Cs7}t
< max 0(6‘) (HmQ”LP(Q) + uy g(O) |Q|) " (L9017C38 +9(0)Cs6) ¢ (1 +t)t e .

Denoting

_ C (9,
C42 = max {0(9) (Ilmoll e(e) + Ty 'g(0) |92]), 1(_ g) (LyC17C38 + 9(0)036)} ,

043 = min {U, 5, C37}

the last inequality implies the estimate (6.23)).
Taking into account (£27), the estimate ([6.24]) and the embedding ([23]), it follows that

t
IVl < o (nwonm ool [ =00y ds) <
0

<o (Il + Crallnl [ 14 91570005 <
< 2max {1,CpC ' T (1= 0)} [|vo]l i (14 £)e™ "
The last inequality together with (615) imply (6.22) where
Ci = (14 2max {1,C2C ' T (1= 0)}) ||vol . -
We start now to prove ([624). Let ¢ty > 0 sufficiently large. Taking into account the embedding ([2:3]), we

obtain from (G.23)

V| e gy < Case™ 20wt

21



for all t > to. If we take also into account [.27)), the last inequality implies

t
960y < & (190l @y + Cas ol miey | €7405) <
0

2C
< max {1, XN 15 } [[vo[[ w10 (@) e 7t (6.25)
43

for ¢ sufficiently large. From the representation formula

t
w(z,t) = e~ Ay (4) + /6_(t_5)A1G1(w,v,m)(s)d8

to

and taking into account ([.8)), (4IH) and (6I5), we obtain
lw (- 8) =l o < lle™ 7 (w(to) =) || xo+

/ HA9 —(t=s) A1 [x(v)Vv -V + (p+ 1) w — pw (wz™" +v) + x(v)wom — EH

L ()

<CO) (t = t0)™" e u(to) — | o)+

t
9 - s
+C(0,p) (Lx 100l oo () + X (0 / (t—s) o) VOl oo ) IVl () dis+

t t

+uclgc<9,p>/<t—s> T30 o~ 1] ) + C (6, p>/<t—s> #6009 [l — T g +
to t()
t

+ pnC11C38C (0,p) / (t—s) e 7 dst
to
t

+ C11CssC (G,p) (LX HUO”LOO(Q) + X(O)) /(t — 5)79 6_5(t s) —os HmHLDO(Q) (6.26)

to

Let us observe that

v p
= 6l < e oy 1 = Wy < Cat ey [ \ | s
Q

p _—opt
<O476 Upv

where I
Cyr = 20%1)025038 12" max {038 <7X> 7X(0)} :
From the above inequality, using (6.14)), it follows also that

lw = || Ly () < max {Css, Car} e ™77, (6.27)

Using the estimates (.25), (614), (€29), (6I5) and ([6.27), we obtain from (6-26))

lw (-,8) =Tl xo < Clas (t — to)' ™% e ™MOTComH Oy (t —19) 7 e+
t
+Can [ (£= 5 e S0 [V g ds

to
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where

C (9,
Cyg = 1%5) {[max {C36,Car} 4+ C11C26C'38 (Lx l[voll o () + X(O))} + 1 (C18C36 + 011038)}

Cig = C(0)e’ (Cr1 + [[ull o))
2Cy2
oo = C6.0) (L ol + x0) max {1, 272 oy -

Taking into account the embedding (2:2) and applying the Gronwall lemma we obtain from the last
inequality
w (1) =] o < Cag (¢ —to)' % e MO Cor}t L Oy (¢ — 1) % 004
t t
+ 05060506971F(1—9) Cuge™ min{d,0,Car}t / (S _ to)l_e (f . S)—O ds + 0496—615 / (S _ to)—O (f . S)—O ds| <
to to

< Cys (t— to)lfe e~ minddoCorlt 4 oy (¢ — t0)79 e 0ty
ra_e) 22 Wm(t—t) T -0

+ 050605069* (048 (t _ tO) + 2049) e min{d,0,C37}t <

INE R
_ _ T (t—t) 'T(1 -6 0—1p(1_ ~ min{é.o
< (t _ tO) 0 (048 (t _ tO) + 2049) <1 + 229 2050\/_( 1_‘(05) — 9)( )60505 ra 9)) e {9, ,Cs?}t'
2
(6.28)
Let us observe that

lu(t) = allwree < flz7Hlwre - lw = Gllwre + @z 27 = Ul (6.29)

Using ([6.25]) we obtain

_ 2C o

I~ e < iz |1+ G (Eu ool ey +x(O)) max {1,525 ol [ e (630

Taking into account (6.10) and (625, we estimate

. v 20 B
27" = Uy < Cusll / x(s)ds|| L + Chz (Lx lvoll poe () + X(O)) max {17 wf} [0 lyyr1.00 () €77 <
0

L 2C
< |:C46038 (%038 + X(0)> +Ch2 (Lx lvoll poe () + X(O)) max {17 Téj} ||U0||W1,oo(9)} e 7" (6.31)

From (6.29), using the embedding (2:2) and the estimates (6.2])), ([€30), ([631), we obtain

||’U,(t) — ﬂ”wl,oo < C51||’LU — ﬂHWl,ao + O5Qﬂ€_at <

<

1-6
051 (t _ to)ie (048 (t _ t()) + 2049) <1 4 22972050 ﬁ(t _Ft(og) eg(]‘ — 9) 6050591F(19)> + O52E efmin{é,a,C:w}t
5=

where
20
Cs1 = Cis {1 + O (LX 0]l o ) + X(O)) max {1, Tf} llvollwl,m(m}

L 2C
Csz = {046038 (%038 + X(O)) + C1z (Lx [voll oo () + X(O)) max {17 0—45} ||U0||W1~°°(Q):|
43

The last inequality implies (6.24]) for ¢ sufficiently large. m
In what follows we investigate the case when g(0) = 0 and we start with an auxiliary lemma.
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Lemma 6.5 Let f € C1(0,+00) satisfying
[isenas<e. [irols<c
0 0

then
lim f(t) =0.

t—o0

Proof. Assume that tlim f(t) # 0, then there exists a sequence {t, }nen, tn — 00 such that
—00

|f(tn)|>c>07 Vn 2= no.

We can assume that ¢,1 > ¢, + 1 (otherwise we take a subsequence). Let 0 < 7 < 1, then for all n > ng

ot ot tnt1
£t + = 50 < 5+ 1) = S(e)l = | [ £@as| < [ Ir@las< [ 17
tn tn tn
But
tnt1
lim / If/(s)|ds =0
tn
o1 0 tnt1
(otherwise, on a subsequence, [ |f’(s)|ds > C which implies [ |f'(s)|ds = > [ [f'(s)]ds — o).
tn 0 no ty
Then for n > ni1 > ng we have
tnt1

C
[ 1ras <3
2
t’Vl
Therefore

C

which implies

tn+1 c
[ 17)ds = 5.
t’Vl
which contradicts the hypothesis. m
Theorem 6.6 Let ju > 0 and (ug,vo, mo) € L'(Q) x (WH2(Q)NL>(Q)) x WHP(Q), p> &, Let g be a
function satisfying the hypotheses (H2) and (H3)and g(0) = 0. Then
Jin [l (-, )| L2 () = 0, (6.32)
lim (00Ol =0, g3 1. (6.33)

Moreover, if g(v) = Cszv for all v > 0, where Cs3 is a positive constant independent on t, then

Jim [lu(-,#) 7|20y = 0, (6.34)

where T is given by (0.17).
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Proof. On multiplying the equation (L8] by m, integrating over 2 and taking into account the estimates
B3), [@I5) and the hypothesis (H3), we obtain

1d
2dt/ +d/|Vm| +7/m =—L, /uvt (6.35)

Q Q

Integrating in time the last equality we get

o] fionor | [ cun [

Q

t
//IVmI2 <G, (6.36)
0 Q

/ / m? < C. (6.37)

Therefore we have

0 Q
From (G.35) we deduce
d
E/T)’L2 g —ZClzclng/vt—FZd/|Vm|2—|—2'y/m2
Q Q Q Q

and integrating in time we obtain

t

t t t
/ %/m2 < —ZClzC'lng//vt—l—Zd//|Vm|2—|—2'y//m2. (6.38)
0 Q 0 Q

0 Q 0 Q

The last inequality together with (636, (63T) and Lemma 6.5 imply (632).
In order to deal with the convergence of v, we integrate in time the estimate (6.9) and we obtain

t t
/|Vvq/2|2+q//m|VUq/2|2+2id//ug(?})vq <
Q J Jo J Jo

t
/ Vv q/2|2 qu + —/ m? mo?.
d Q Q
The last inequality, taking into account also (6.I]), implies

¢

// g(v)v? < Csy. (6.39)

Q
0

On the other hand

¢ t t t

d
/ E/ < —Lg,//vq“vt — |g’(0)|//qut —ng/ vy <
0 00 00 0

Q
1
< (L 00l ey +19'0)] + 4Ly ) 192 0]l gy < C. (6.40)
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From Lemma [65], (639) and ([G.40) we get ([6.33]).

In order to have the last estimate we multiply the equation (ILI2) by (w — a), where a is a constant to
be determined later and we obtain

%% [z (w—a)?] = —/z_l IVwl|® + ,u/wz_l(l —w)(w—a)+ ,u/w2z_1(1 — 2z H(w —a)-
Q Q Q Q
—u/wz_lv(w —a)+/x(v)w2z_1mv —a/x(v)wz_lmv. (6.41)

Q Q Q

We consider first the case p = 0. Taking a = u, from the equation (LI3]) and integrating in

S
[

9=

D

time the last inequality we get

/z_l(w—ﬂ)2+2/t/z_l|Vw|2 < / [z (wo — 1)*] + 2 t/w2z_1x(v)mv <
0 Q

Q Q 0 Q

— _ 2
< [ Lo~ 0] + 2002190 (Lol + X(0) ool o 0100 -

Q
t t
//|Vw|2 <//z—1|w|2 < Css. (6.42)
0 Q 0 Q

Therefore we have

From (641]) we deduce

%/[z‘l(w—ﬂﬂ <2/2‘1|le2—2/x<v)w2z‘lvt—2ﬂ/x(v>wz‘1vt-

Q Q Q Q

Integrating in time the last inequality and taking into account ({1]), (@IH) and ([@42) we obtain

t t t l
/ %/ [z Y (w —m)?]| < 2//2—1|le2 —2//X(U)w2z_1vt —2ﬂ//x(v)w2‘lvt < Csg (6:43)
0 0 Q 0 Q 0 Q

Q

where
Cs6 = 2C55 + 2C12C15 |Q|2 (max {1, ||U0||LOO(Q)} + Clg) (LX ||U0||L°°(Q) + X(O)) ||’U0||LOO(Q) .

Let us remark that we have the following estimate by using Poincaré inequality and (6.42)

t t t
//z’l(w—ﬂ)Q<2012//(10—@)2—1-2012//(E—ﬂ)z<
0 Q 0 Q 0 Q

t t t
< 20012//|Vw|2 +2Clg//(w—a)2 <C+ 2012//(E—ﬂ)2 (6.44)
0 Q 0 Q 0 Q

where w = ﬁ J w. Then, in order to obtain the estimate (6.34) using Lemma[G.5] it is enough to prove
Q

/t/(w —-1)?<C. (6.45)
0 Q
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Using ([6.39) for ¢ = 1, an easy calculation shows us that

t t
//(1 — 2 H2 < O max )(2(5)//112 < C12C53C54 max xX2(s). (6.46)
T s€(0,llvoll oo () 0 % s€(0,llvoll oo ()

Taking into account the last estimate we obtain

// B //|Q| / |Q|Cf8O/:Z(1—Z‘1)2<

g—c C?%.Cs5C max 2(s 6.47
Q] 2B 0 oo e gan) ¥ (s) (6.47)

which implies (6.45). From (6.43),[644) and (6:47) the estimate ([6.34) follows.

We consider now the case p > 0. From (G.41]) we obtain

1d _ _ _ _ _
2dt E 1(w—1)2}:—/z 1|Vw|2—,u/wz 1(w—1)2—|—,u/w2z 1 -2z"Yw-1)—
Q Q Q
—u/wz_lv(w— 1) — /X(v)z_lw2vt <
Q Q
< —/z_l [Vw|* — g/wz_l(w ~1)%+ /w32_1(1 -2+ /wz_lv2 - C57/w2vt, (6.48)
Q Q Q Q Q

where .
Csr = o3 w0117 0 (@) X (0) [0 [l oo () (L l[vo]| s o) + X(0)) -

From the above it follows that

1d
@ [z (w—1)"] + %min{l,a}/zfl(w —1)% + /zfl |Vwl|?
Q Q Q
< /w32_1(1—2_1)2—|—/wz_1v2—057/wzvt.
Q Q Q

Integrating the last inequality on (0,¢) we have

%/[ “w =1’ + Smin{, a}// —1)2+/t/21|vw|2

Q

1 9 }Ox(s)ds
Cl?ClS 1 -z hH2 4 012018 v+ 018057 |Q| ||U()||LOO Q) + (’wo — 1) eo . (6.49)

sz
Taking into account (6.486) and (IBEQI) with ¢ = 1, we obtain from (6.49)

%/ [z (w - 1)%] + gmin{l,a}/t/zl(w— 1)? 4—/t/z1 |Vw|? < Css, (6.50)
0 Q 00

Q

where

g
B 1 f x(s)ds
X2(8) + 0531> + 0570128 1Y) HUO||L°°(Q) + B /(wo — 1)260 .

Css = C12C18C54 (CI2CI8
)

max
SG(OvHUDHLm(Q))
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The inequality ([G.50) implies

O/SZz—l(w -1 <C, (6.51)
O/Q/zl IVuw|® < C. (6.52)

From (6.48) we deduce that

%/ [e 7w = 1)%]| < 2/2—1 |Vw|2+2u/wz—1(w— 1)2+2u/w22_1 (1= 2w — 1) +

Q Q Q Q

+ 2u/wzilv |w—1] = 2/x(v)zflw2vt

Q Q

and integrating in time we have

t t t t
/ jt/ 27w —1)2 2// 71|Vw|2—|—2u018//zfl(w—1)2+u0120128//(1—271)2+
0 0 00 0 Q
t t t
+H0128// (w—1) +M01208//02+ﬂ// N
0 Q 0 00

t

— 901502 (Lyllvol =) + X(0) / v <
0

Q
t
// Y Vw]? + Clg+12//2 (w—1) —i—uClgClg//l—z
0

Q

—
—_
g
|
—_
~—
no
|

T 1C1aCE / [ + 200k 190 (Lol + X(O0) ool
0 Q

Using ([@39), (646), (€51 and (652) we conclude

d
/ —/ [ ' w-1)7]| < C (6.53)
dt
0 Q
The last inequality and (651 imply
Jim [z (w—-1)%] =0. (6.54)
Q

From (6.54) and taking into account the following estimate

max x(s)
() = 1] 7o) < @0 le@? /Z_l (w =1+ 27" = L r2(),
Q

we conclude the proof. m
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