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Resumen

A flux-limited second order scheme with the C-property is used to solve the one
dimensional or two dimensional Saint-Venant system for shallow water flows with
non-flat bottom and friction terms, as is introduced in [7].

High resolution at low cost can be obtained by applying a point-value multires-
olution transform [2, 3, 9] in order to detect regions with singularities. The above
method is applied in these regions, while a cheap polynomial interpolation is used in
the smooth zones, thus lowering the computational cost.

1. Introduction

The numerical simulation of physical problems modeled by systems of conservation
laws is difficult due to the presence of discontinuities in the solution. High-resolution shock
capturing (HRSC) schemes succeed in computing highly accurate numerical solutions, typ-
ically second-or third- order in smooth regions, while maintaining sharp, oscillation-free
numerical profiles at discontinuities. The power of a HRSC scheme lies usually in a com-
putation of the numerical flux function of the scheme often expensive, which is the main
drawback of these schemes, specially in multi-dimensional computations. However, the
costly numerical flux function of a HRSC scheme is only necessary in a neighborhood of
singularities, so, Harten in [9] proposed a scheme based on reducing the computational
cost using the smoothness information of the data obtained from a multiresolution trans-
form. The goal is to save time in the evaluation of numerical flux functions, replacing the
expensive numerical flux evaluation with a cheap polynomial interpolation in the smooth
regions.
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On the other hand, the shallow water system is used to model real-life applications
in which the flow regime is steady or quasi-steady, and much effort has been devoted to
design numerical techniques that are capable to preserve steady states at the discrete level
as well as to accurately compute the evolution of small dynamical perturbations of these.
The inclusion of the source term in a direct discretization of the system becomes a non-
trivial issue, because many schemes do not respect stationary solutions. In [7], the authors
seek to obtain an extension of the numerical scheme developed by Donat and Marquina
in [4], that avoids the use of averaged quantities in computing the numerical flux function
at cell interfaces, for non-homogeneous conservation laws by incorporating the idea of flux
gradient and source term balancing in [6]. However, the extension based on the use of
two spectral decompositions at each computational interface does not satisfy the exact
C-property of [1], and a combined 1-Jacobian/2-Jacobian scheme is proposed.

In this work, we apply the multilevel technique developed in [3] to the shallow water
system. The basic underlying shock capturing scheme is the 1J − 2J scheme of [7]. The
inclusion of the source term is, then, done directly through the numerical divergence
operator, and the multilevel technique can be applied in a straightforward manner to the
shallow water system.

The paper is organized as follows: In section 2, we recall the basic ingredients of the
multilevel algorithm. In section 3, we present the main steps of the method used to solve
the 2D shallow water equations, as well as some remarks on the C-property for the scheme.
Finally, we present several numerical experiments that validate the technique in section 4.

2. The multilevel algorithm

The multilevel strategy has been described an analyzed in [3], here we only present
the main steps. Let us consider a 2D system of hyperbolic conservation laws:

Ut + F (U)x + G(U)y = 0 (1)

where U is the vector of conserved quantities. We consider discretizations of this system
on a Cartesian grid G0 = {(xi = i4x, yj = j4y), i = 0, · · · , Nx j = 0, · · · , Ny} using
the semi-discrete formulation:

dUij

dt
+ Div(U)ij = 0, (2)

with the numerical divergence computed as:

Div(U)ij =
Fi+ 1

2
,j − Fi− 1

2
,j

4x
+

Gi,j+ 1
2
−Gi,j− 1

2

4y
, (3)

where F (u1, · · · , uk+m) and G(u1, · · · , uk+m) are consistent numerical flux functions, which
are the trademark of the scheme.

The goal of the multilevel method is to reduce the cpu time associated to the underlying
scheme by reducing the number of expensive flux evaluations. To undestand the basic
mechanism, let us consider Euler’s method applied to (2),

Un+1
ij = Un

ij −4tDiv(U)n
ij (4)
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If both Un and Un+1 are smooth around (xi, yj) at time tn, then (4) implies that the
numerical divergence is also smooth and we can avoid using the numerical flux functions
of the scheme in its computation. On the other hand, if a discontinuity appears during
the time evolution, the Riemann solver of the scheme has to be called to compute the
numerical divergence. So, the smoothness analysis of Un to Un+1 and the computation of
Div(U) using this information, are the most important part of the algorithm.

As in [2], the computation of the numerical divergence Div(Un) on the finest grid is
carried out in a sequence of steps. The numerical divergence is evaluated in all the points
on the coarsest grid GL using the numerical flux function of the scheme, and for the finer
grids, the divergence is evaluated recursively, either by the same procedure or with a cheap
interpolation using the values obtained on the coarser grids. The different resolution levels
are specified by a set of nested grids {Gl, l = 1, · · · , L} given as follows,

(xi, yj) ∈ Gl ⇐⇒ (x2li, y2lj) ∈ G0 (5)

The information about the regularity of the data contained in the multiresolution
transform of the numerical solution is used to determine a flag vector ((bl

ij)l,ij), whose
value (0 or 1) will determine the choice of the procedure to evaluate the divergence. Given
a tolerance parameter ε, the value is obtained by applying two tests to the detail coefficients
(or wavelet coefficients) (dl

ij)l,i,j :

if |dl
ij | ≥ ε ⇒ bl

i−k,j−m = 1 k, m = −2, · · · , 2

if |dl
ij | ≥ 2rε and l > 1 ⇒ bl−1

2i−k,2j−m = 1 k, m = −1, 0, 1 (6)

where large values of the detail coefficients correspond to non-smooth zones of the solution
like shocks or contact discontinuities, existing or in formation. The multilevel evaluation
of the numerical divergence is made as follows: The divergence Div(U) is computed at
the points of the coarsest grid using the scheme. Then for the finer grids, for example if
the divergence is known on Gl, the values of Divl−1(U) on Gl−1 are computed using the
boolean flag:

if bl
ij = 1, compute Divl−1(U)ijdirectly with the scheme

if bl
ij = 0, compute Divl−1(U)ij = I[(xi, yj);Divl(U)], (7)

where I[(xi, yj);Divl(U)] is a 2D polynomial interpolation of Div(U) around the point
(xi, yj) using the values computed on Gl.

The process is repeated from l = L, · · · , 1 and, once it is completed, we obtain the
values of Div(U) on the finest grid G0, which are needed by the ODE solver.

3. The shallow water equations

The shallow water equations is a hyperbolic system of conservation laws that approxi-
mately describes various geophysical flows. The source terms are due to topography, we do
not consider wind effects and Coriolis force. The resulting system of equations becomes:

Ut + F (U)x + G(U)y = S (8)
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where h is the water depth, q1 and q2 are the two components of the discharge, and z is the
bottom topography. The numerical technique we use, follows [7]. We consider a method of
lines approach in which the time integration is performed via a TVD-Runge-Kutta method
(see [8]). The spatial terms are treated in a dimension by dimension fashion, thus, it is
sufficient to give a description of the technique for the one-dimensional system. Let us
consider the 1D system:

Ut + F (U)x = S(x,U) (9)

and rewrite in the form Ut + G(U)x = 0, with G(U, x) = F (U) + B(U, x) and B(U, x) =
(0,

∫ x
x̄ ghzxds)T . As in [7], we use a semi-discrete formulation of the type

Ut +
G+

i+ 1
2

−G−
i− 1

2

4x
= 0 (10)

where the computation of G±
i+ 1

2

only involves integral terms over consecutive cell centers

and follows the basic design strategy in Marquina’s flux formula: two states are computed
at each side of a cell-interface, UL and UR, and the numerical flux functions are obtained
by applying the scalar algorithm to “sided” local characteristic fluxes. The states UL and
UR at each side of a given interface are obtained by ENO interpolation of the physical
variables as specified in [5]. Unless specifically stated, the order of the interpolation used
to compute these states is the same as the order of the scheme. Given UL = UL

i+ 1
2

and

UR = UR
i+ 1

2

, the left and right states at the i + 1
2 cell-interface, the flux functions G±

i+ 1
2

shall be defined as

G±
i+ 1

2

=
2∑

p=1

(Ĝ±
i+ 1

2

)p,LRp(UL) + (Ĝ±
i+ 1

2

)p,RRp(UR) (11)

where Lp(UL), Rp(UL)(Lp(UR), Rp(UR)), p = 1, 2, are the left and right eigenvectors of the
Jacobian matrix J(U) = F ′(U), associated to the eigenvalues λp(UL)(λp(UR)). (Ĝ±,p

i+ 1
2

)L,R

are the local modified characteristic fluxes, whose high order terms involve only quantities
of the form

Bi,i+1 = Bi+1 −Bi = (0,

∫ xi+1

xi

ghzxds)T (12)

and the contribution of the source terms at first order depends only of the wind coming
from the right (+) or left (−) at the interface (more details in [7]).

3.1. C-property

Bermúdez and Vázquez [1] and Vázquez-Cendón [10] discussed an approach for ap-
proximating source terms which is designed for quasi-steady and steady flow. Consider the
shallow water equation for the quiescent flow case,

u(x, t) = 0 and h(x, t) = D − z(x, t) ∀(x, t)
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Figura 1: Exact water surface and topography at steady state.

For this stationary case Ut = 0, if the source term approximation balances with the
numerical fluxes, then the numerical scheme satisfies:

the approximate C-property, if the numerical scheme is accurate to the orderO(4x2)
when applied to the quiescent flow case;

the exact C-property, if the numerical scheme is exact when applied to the quiescent
flow case.

In this way, it is proven in [7] that if UL
i+ 1

2

= UR
i+ 1

2

(e.g. = Ui+Ui+1

2 ) (1J), the scheme verifies

the exact C-property, and if UL
i+ 1

2

6= UR
i+ 1

2

(2J), the scheme verifies the approximate C-
property, provided the order of accuracy is at least 2. Hence, the preferred option is to
combine both, the 1J-2J scheme, to get the benefits of both alternatives. This is the
scheme of our choice in the next section.

4. Numerical experiments

This section is devoted to the presentation of the results obtained with the multilevel
algorithm. In order to evaluate the quality and efficiency of the algorithm, there are some
parameters to be tested. The quality is analyzed by measuring the difference between
the multilevel solution Un and the reference one, Un

ref , which corresponds to the scheme
without multiresolution, in some appropriate norm (we choose the discrete l1-norm). The
efficiency of the multilevel algorithm with respect to the reference simulation is controlled
by two parameters, from one side, the percentage of numerical divergences computed
directly per time step, %f , is an important quantity, but a more concret measure is given
by θiter, the cpu gain for a given iteration, and θ, the gain for the global simulation.
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First of all, we are going to validate numerically the C-property in the multilevel
algorithm, we follow [11] and consider a smooth topography given by

z(x, y) = 0,8e−50((x−0,5)2+(y−0,5)2)(13)

with (x, y) ∈ [0, 1]× [0, 1], we see that in a quiescent state (q1 = q2 = 0), we maintain the
steady flow (see figure 1). In table 1, we show the measurements of the L1-error and the
percentage of numerical divergences computed directly per time step with multiresolution.
We can see that the l1-error is of the order of roundoff error. The C-property is, thus,
preserved.

Grid size G0 %fmin - %fmax l1-error
257× 257 6,5784 - 6,5784 5,4674 · 10−15

513× 513 1,6510 - 1,6510 1,1376 · 10−14

Tabla 1: Steady state with smooth topography. L1-error and percentage of divergence
computed

Next, we consider a test containing shocks and rarefaction waves (Leveque 2D test
[11]). The bottom topography is given as

z(x, y) = 0,5e−50((x−0,5)2+(y−0,5)2) (14)

on [0, 1]× [0, 1] with g = 1. The initial conditions are q1 = q2 = 0 and

h(x, y) =
{

1,01− z(x, y), 0,1 < x < 0,2;
1− z(x, y), otherwise.

(15)

In figure 2, we display the level curves of the numerical solution obtained with and without
the multilevel algorithm, and we can observe that the numerical simulation is of the same
“quality” as the reference simulation.

On Figure 3 we show the l1-error measured for variable h(x, y) when applying the
multilevel algorithm with Nx = Ny = 64 and 2 levels of refinement, for different values
of the tolerance ε. We can observe that, as in [3] the closeness to the reference simulation,
can be controlled by adjusting the tolerance suitably.

Grid size G0 %fmin - %fmax cpu gain θ

64 × 64 62.77 - 81.17 1.2838
128 × 128 33.20 - 56.99 2.0174
256 × 256 15.49 - 30.76 3.5156

Tabla 2: Leveque 2D test at time t = 0,7. Percentage of resolved flux and cpu gain

Finally, we show in Table 2 the global gain for each simulation and the maximum and
the minimum values for %f in the simulation. We can observe that the finer the grid,
the smaller the percentage of direct flux evaluations. In Figure 4 we represent θ(t) and
%f(t). We can observe that, there are few non-smooth structures in the flow, the gain is
quite large for fine grids. The behavior of θ(t) is roughly inversely proportional to that of
%f(t).
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Figura 2: Leveque 2D test at time t = 0,7.Left: reference simulation. Right: multilevel
simulation with ε = 10−4
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Figura 3: Leveque 2D test at time t = 0,7. Error between the multilevel algorithm and the
reference one for different values of ε. Nx = Ny = 64 and L = 2
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