
PHYSICAL REVIEW B 1 MARCH 1997-IIVOLUME 55, NUMBER 10

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by idUS. Depósito de Investigación Universidad de Sevilla
Glassy behavior in a simple model with entropy barriers

A. Prados and J. J. Brey
Fı́sica Teo´rica, Facultad de Fı´sica, Universidad de Sevilla, Apartado de Correos 1065, E-41080 Sevilla, Spain

B. Sánchez-Rey
Escuela Polite´cnica Superior, Universidad de Huelva, E-21819 La Ra´bida, Huelva, Spain

~Received 13 September 1996!

We study the dynamical behavior of a system with a variable number of particlesn. The empty state
n50 is the ground state, while all the other statesn.0 are degenerate in energy. In equilibrium, the mean
number of particles is equal to unity, independently of the temperature. The static properties are the same as for
the Backgammon model recently proposed by Ritort@Phys. Rev. Lett.75, 1190~1995!#, while a variation of
the kinetics is considered. The elementary dynamical processes are the arrival and departure of a particle. The
rate of the departure process is constant, while the arrival rate is obtained from the detailed balance condition.
Thus, there is no energy barrier separating the ground staten50. Nevertheless, glassy behavior appears due to
the presence of effective entropy barriers. At low temperatures, the response functions are shown to obey
f(t).exp@2(t/t)g#. In thermal cycles of cooling and reheating from low temperatures, the system shows
hysteresis, which follows from the trend of the system to approach the normal curve characterizing the heating
program.@S0163-1829~97!03710-7#
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I. INTRODUCTION

The study of glassy behavior has been quite an active fi
in recent years. A review of the main features observed
real glasses, and several microscopic models showing s
larity with them, can be found in Refs. 1 and 2. In relaxati
experiments, the linear response functions show nonex
nential behavior. In particular, a Kohlrausch-Williams-Wa
~KWW! decay is usually found. In cooling experiments
laboratory glass transition, in which the properties defin
the state of the system become frozen, is observed. The
sition is associated to a fast increase of the relaxation tim
the temperature is lowered. During reheating, hysteresis
fects show up, with the system returning to equilibrium fo
lowing a path which is different from the cooling one.
more detailed discussion of the rich phenomenology
glasses is available in Refs. 3 and 4.

There is a great variety of models trying to explain glas
behavior. The simplest one is a two-level system~TLS!,
where an energy barrier must be surpassed in order to
from the excited to the ground state.5,6 In some models, the
increase of the relaxation time is associated to the introd
tion of cooperativity in the dynamics of the system,7 but
there is also an energy barrier separating the ground s
from the excited ones. This barrier plays an essential rol
the divergence of the relaxation time at low temperatures.
the other hand, entropy is known to play an important role
the description of glassy behavior since the pioneering w
by Adam and Gibbs.8

Recently, Ritort9,10 has proposed a model without ener
barriers, in the sense that the system can always reach
ground state without any energy-activated process. The
namical study of the model has focused on thermal cycle
cooling and reheating, and zero-temperature properties a
ing. The system displays glassylike behavior, despite the
sence of energy barriers, and the divergence of the relaxa
550163-1829/97/55~10!/6343~13!/$10.00
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time is due to the entropic contribution to free energy ba
ers. These appear because of the small number of direc
in phase space along which the energy decreases. Slow
laxation shows up because the system has to explore a
phase space region before reaching the ground state.

Because of the rules governing its dynamics, the mo
has been referred to as the Backgammon~BG! model. It can
be visualized in several different, although equivalent, wa
Here we present one of them, while another one is discus
in the final section. Suppose we have a two-dimensional
tice with a particle at each site. Then, an external mechan
is introduced such that particles tend to aggregate in the
rection perpendicular to the lattice. Particles remaining
the lattice have a larger energy than those which are ag
gate to them, so that the minimum energy is reached w
all particles form a unique aggregate at a given site. All si
and particles being equivalent, this state has a degenera
given by the number of sites~or particles!. The dynamics of
the system is defined by means of a Markov process in wh
each particle can move to any other site, with transitio
rates given by Metropolis dynamics. Since the spatial
rangement of the sites in the plane plays no role at all,
model is of a mean-field type. Mean-field approximations
not accurate to describe relaxation through energy barrier
real structural glasses, because of the nucleation proce
taking place in them. Nevertheless, as pointed out by Rito9

the effect of entropy barriers should not depend very stron
on the range of the interactions and the information obtai
from this kind of model is expected to be relevant also in
case of short-ranged interactions.

In this work we introduce a model that keeps the ma
characteristic of Ritort’s model, namely the absence of
ergy barriers for transitions to the ground state, and allows
analytical treatment of the dynamics. We consider a sys
with a variable number of particlesn, in which the ground
state has no particles,n50, while all the states withn.0
6343 © 1997 The American Physical Society
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are degenerate. The statics of this system is equivalent to
BG model with indistinguishable particles.11 The dynamics
is formulated by means of a master equation with transit
rates verifying the detailed balance condition. The equa
can be exactly solved for constant temperature proces
allowing the identification of the mechanisms leading to no
exponential relaxation and to the divergence of the relaxa
time. For cooling processes we show the relevance of
relaxation modes of the master equation and of the ene
relaxation time to characterize the laboratory glass transi
and the freezing temperature, respectively. Along heat
the dynamical behavior of the model is understood from
trend of the system towards a ‘‘normal’’ curve.12 In particu-
lar, the hysteresis effect, which is so characteristic of glas
is directly related to the approach to this normal curve. T
existence of such a curve is a quite strong prediction of m
els bases on a master equation formulation of the dynam
Whether there is a normal curve also for real structu
glasses remains an open question.

The results obtained will be compared to other previou
considered models and, in particular, the one-dimensio
Ising model with Glauber dynamics.13 Let us mention that
the Ising model may be relevant in the context of structu
glasses, since it has been proved to accurately describ
evolution of the configuration of a one-dimensional syst
of particles with anharmonic and competing interactions14

Although energy barriers exist in the model studied in R
13, glassy behavior appears in both cases for similar reas
Probably, this is also the case for any model showing gla
behavior, as long as its dynamics is described by a ma
equation.

The plan of the paper is the following. In Sec. II th
model is formulated, and the master equation describing
dynamics is solved for the constant temperature case. Re
ation properties are considered in Sec. III, focusing on
stretched exponential decay found at low temperatures.
tion III A is devoted to the study of the equilibrium tim
autocorrelation function of the energy, while linear rela
ation after a temperature perturbation is the subject of S
III B. Thermal cycles are studied in Sec. IV, and coolin
processes are considered in Sec. IVA, where the labora
glass transition is analyzed in detail. Section IVB deals w
heating processes. The normal curve associated with a g
heating program is defined, and its relation to the obser
hysteresis effect is discussed. Finally, the main conclus
of the paper are summarized in Sec. V.

II. THE MODEL

The model we consider has a variable number of partic
n. This number completely specifies the state of the syst
The empty state,n50, has zero energy,e050, and all the
states withn.0 are degenerate, with energyen5e. The sys-
tem is in contact with a heat and particle bath characteri
by a temperatureT and fugacityz[exp(2a). Therefore, the
equilibrium probability of finding the system in staten is

pn
~0!5Ce2bene2an, ~2.1!

where b5(kBT)
21, kB being Boltzmann’s constant. Th

constantC is determined from the normalization conditio
and it is given by
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C5
12e2a

12e2a~12e2be!
. ~2.2!

Now, we assume that the bath is such that the equilibri
average number of particles is unity, independently of
temperature, i.e.,

^n&05 (
n50

`

npn
~0!51. ~2.3!

This provides a relationship between the fugacity and
temperature, namely

a5 ln~11e2be/2!. ~2.4!

We notice that expressions of this kind are typical wh
passing from a canonical description to a grand-canon
one, and the latter is required to correctly reproduce the n
ber of particles in the system. Using this relation, Eq.~2.2!
reduces toC5exp(2a), and the equilibrium distribution can
be written

p0
~0!5e2a, ~2.5a!

pn
~0!5e2be2a~n11!, n>1. ~2.5b!

The introduction of a bath verifying Eq.~2.4! has been
stimulated by the work carried out in Refs. 9–11, where t
variations of the BG model are studied. In these modelsN
particles can occupyN different ‘‘abacuses’’r51, . . . ,N.
While in one of the models9,10 the particles are considered a
distinguishable, in the other one11 they are treated as indis
tinguishable. This is the only difference between both mo
els. Except for an additive constant, the energy of a giv
configuration is proportional to the number of occupied a
cuses. There is no limitation in the number of particlesnr
being in a particular abacusr , except the one following from
the total number of particles,( rnr5N. Since all the aba-
cuses are equivalent, the average number of particles in
of them must be unity at equilibrium.

The model described above mimics the equilibrium pro
erties of the BG model with indistinguishable particles.
brief discussion of this is given in Appendix A. The idea is
focus on one of the abacuses, considering the remainde
them as a bath in the limitN→`. The condition given by
Eq. ~2.4! guarantees that this limit is taken keeping the sa
both the number of abacuses and the number of particle

From Eq.~2.5! it is straightforward to obtain the equilib
rium properties of the system, as functions of the tempe
ture. The average energy is

^E&05 (
n50

`

enpn
~0!5e~12p0

~0!!5e
e2be/2

11e2be/2 , ~2.6!

and its fluctuations are given by

sE
25^E2&02^E&0

25e2
e2be/2

~11e2be/2!2
. ~2.7!

Fluctuations in the number of particles are

sN
25^n2&02^n&0

252ebe/2. ~2.8!
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This quantity diverges in the low-temperature limit, whe
most of the probability corresponds to the ground state. D
to the condition of the mean number of particles being eq
to unity, the probability distribution has a long tail as a fun
tion of n. Therefore, there is an effective correlation leng
associated to the divergence of the fluctuations of the num
of particles. Finally, the equilibrium entropy reads

S

kB
52 (

n50

`

pn
~0!lnpn

~0!52ln~11e2be/2!1be
e2be/2

11e2be/2 .

~2.9!

This expression coincides with the entropy per abacus in
BG model with indistinguishable particles. It is free of th
pathological behavior shown by the entropy in the case
considering the particles as distinguishable, where it
comes negative at low temperatures.9,11

Next, we proceed to formulate the kinetics of the mod
The elementary dynamical processes we will consider are
arrival or the departure of one particle, and therefore
dynamical evolution of the system will be given by a on
step process15 master equation,

dpn
dt

5r n11pn111gn21pn212~r n1gn!pn , ~2.10!

wherepn(t) is the probability that the system hasn particles
at time t, r n is the transition rate from staten to staten21
~loss of one particle!, andgn is the transition rate from stat
n to staten11 ~gain of a particle!. Of course, the state
n50 is a reflecting boundary,

r 050. ~2.11!

As we do not want to introduce any energy barrier o
structing the relaxation of the system towards the grou
state, we will take

r n5n, n.0, ~2.12!

where n is a constant parameter with dimensions of f
quency. The transition ratesgn are chosen in order to verify
the detailed balance condition, i.e.,

g05ne2be2a, ~2.13a!

gn5ne2a, n.0. ~2.13b!

Since the ground state can be reached at any temper
from any other state without surmounting any energy barr
possible divergence of the characteristic relaxation time
glassy behavior can only appear in the model due to
presence of entropy barriers. In fact, glassy behavior is to
expected, because at low temperaturesa→0 according to
Eq. ~2.4!, and the leading behavior of the transition rates
given by

gn.r n5n, n.0, ~2.14a!

g0.ne2be. ~2.14b!

One can argue where the model, as formulated here, in
porates the entropy barriers which are so evident in the o
nal BG model. At low temperatures, the probability of fin
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ing the system in an excited state far fromn51, which is the
only one from which the energy can decrease, is of the sa
order asp1 up to n5O(a21). This reflects the equivalenc
of all the abacuses in the original BG model. The relaxat
slows down because the random walk performed byn among
the excited states contributing to the energy is symmet
and it takes a very large time to the system to relax fr
statesn5O(a21).

Very recently, some random walk models have been p
posed to mimic the zero-temperature dynamics of the
model.16,17To put our work in a proper context, it is impor
tant to note that, first, we will study here the finite tempe
ture kinetics of our model and, secondly, that we are usin
grand-canonical ensemble description. For this reason
random walk is not symmetric, except in the limitT→0. Our
aim is not to propose a model that exactly reproduces
dynamics of the BG model. Instead, we want to retain
main features in a solvable model, in order to identify t
relevant mechanisms leading from entropy barriers to gla
behavior.

The solution of the master equation in the case of ti
independent temperature can be obtained by using stan
procedures.15 The constantn in the transition rates will be
used to set up the time scale, and thus it will be taken eq
to unity in the following. We look for the eigenvalues an
eigenvectors of the problem. The former are given by

l~q!511e2a22e2a/2cosq, ~2.15!

where q runs in the interval@0,p#. Besides, there is the
eigenvaluel50, whose eigenvector is the equilibrium di
tribution given by Eq.~2.5!. All the eigenvaluesl other than
l50 are strictly positive, as it must be the case for a mas
equation with transition rates verifying detailed balance. T
eigenvector associated tol(q) is

j0~q!5S 2p D 1/2e~be2a!/2cosh~q!, ~2.16a!

jn~q!5S 2p D 1/2e2[be1a~11n!]/2cos@nq1h~q!#, n>1.

~2.16b!

Hereh(q) is a real function defined by

e2ih~q!52
e2 iq2be2a/22e2be2a111e2a22e2a/2cosq

eiq2be2a/22e2be2a111e2a22e2a/2cosq
,

~2.17!

and

h~0!5p/2. ~2.18!

It has the propertyh(2q)52h(q)1p. The eigenvectors
jn(q) verify the closure relation

pn
~0!1E

0

p

dq
jn~q!jm~q!

pm
~0! 5dnm . ~2.19!

By using the above equation, any initial condition can
expressed as a sum over the eigenvectors,
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Dn~ t50![pn~ t50!2pn
~0!5E

0

p

dqg~q!jn~q!,

~2.20!

with

g~q!5 (
m50

`
Dm~ t50!jm~q!

pm
~0! . ~2.21!

Now, it is trivial to write the time evolution of the deviatio
from equilibriumDn(t),

Dn~ t ![pn~ t !2pn
~0!5E

0

p

dqg~q!jn~q!e2tl~q!.

~2.22!

This provides the general solution of the master equation
the time independent temperature case. Sincel(q) is strictly
positive for allq, 0<q<p, Dn(t) goes to zero in the infinite
time limit, as expected.

As already discussed, at zero temperature the mode
duces to a symmetric random walk with an absorbing bou
ary atn50. Therefore, the probability distribution tends to
stationary state withpn5dn,0 . The decay to this state is ver
slow and aging effects occur, even if the system was initia
in equilibrium at low temperatures. Since it is easily se
that atT50 our model becomes equivalent to ‘‘model B
studied in detail in Ref. 17, we will not discuss the agi
effects here.

III. RELAXATION PROPERTIES

In this section we are going to study the relaxation pro
erties of the model at a given constant temperature. Atten
will be focused on~a! the time autocorrelation function o
energy in equilibrium and~b! the linear relaxation of energ
after a temperature perturbation. It must be stressed that
quantities does not coincide, because the ensemble des
tion of the model does not correspond to the canonical o

A. Energy time autocorrelation function

The time autocorrelation function of the energy in eq
librium is given by

^E~0!E~ t !&05 (
n50

`

(
m50

`

enemp1u1~n,tum,0!pm
~0! , ~3.1!

wherep1u1(n,tum,0) is the conditional probability of finding
the system in staten at time t given it was initially in state
m. Let us introduce the response function

f~ t !5
^E~0!E~ t !&02^E&0

2

^E2&02^E&0
2 , ~3.2!

that verifies

f~0!51, lim
t→`

f~ t !50. ~3.3!

The conditional probabilityp1u1(n,tum,0) is the solution
of the master equation~2.10! with the initial condition

p1u1~n,0um,0!5dnm . ~3.4!
or

e-
-

y
n

-
n

th
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-

By making use of Eq.~2.19! it is easy to see that

p1u1~n,tum,0!5pn
~0!1E

0

p

dq
jm~q!

pm
~0! jn~q!e2tl~q!,

~3.5!

sincepn
(0) corresponds to the null eigenvalue, andjn(q) to

l(q). Therefore, it is

^E~0!E~ t !&05 (
n,m50

`

enempn
~0!pm

~0!

1 (
n,m50

`

enemE
0

p

dqjn~q!jm~q!e2tl~q!

5^E&0
21E

0

p

dqa2~q!e2tl~q!, ~3.6!

where we have introduced the function

a~q!5 (
n50

`

enjn~q!. ~3.7!

Substitution of Eq.~3.6! into Eq. ~3.2! yields

f~ t !5
*0

pdqa2~q!e2tl~q!

*0
pdqa2~q!

. ~3.8!

It follows that f(t) decays monotonically from its initia
value, f(0)51, to zero. This could have been foresee
since it is a general property for equilibrium autocorrelati
functions in models whose dynamics is described by me
of master equations with the transition rates verifying t
detailed balance condition.

The problem has been reduced to calculate the func
a(q), defined by Eq.~3.7!, that can be written as

a~q!5 (
n51

`

ejn~q!52ej0~q!, ~3.9!

because

(
n50

`

jn~q!50, ~3.10!

due to the orthogonality of the eigenvectorsj(q) with re-
spect to the equilibrium distribution. From Eqs.~3.9! and
~2.16a! we obtain

a~q!}cosh~q!. ~3.11!

The proportionality constant in the above relation is irr
evant for the calculation of the response function, given
Eq. ~3.8!. The functionh(q) defined in Eq.~2.17! is rather
involved, but simple expressions are derived both in the l
its of short and long times. For short times,t!1, it is

f~ t !;e2tlM, ~3.12!

where

lM[tS
215

*0
pdql~q!a2~q!

*0
pdqa2~q!

5ea21. ~3.13!
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Thus, the relaxation in the short time regime is exponen
as it is the usual case in systems described by ma
equations.18 In the limit of long times, a Laplace’s analys
of Eq. ~3.8! gives

f~ t !;
ea21

2p1/2e9a/4~11e2a/22e2a!2
e2t~12e2a/2!2

~12e2a/2!4t3/2
.

~3.14!

Aside from slow algebraic corrections, the relaxation is ag
exponential, but with a characteristic time

tL5~12e2a/2!2, ~3.15!

which is different from the one of the short time regime. Th
is also the most common case in models described by ma
equations. This fact, together with the monotonic decay
the equilibrium autocorrelation function, leads to a nonex
nential relaxation regime at intermediate times.18 This re-
gime is expected to be more relevant as the time scales s
ration becomes larger. This is the case whenea→1. Then,
both characteristic times diverge, but

tL@tS . ~3.16!

Taking into account Eq.~2.4! for a, it follows that
ea→1 is equivalent tob→` or T→0. In this limit, both
Eqs.~3.12! and~3.14! become much simpler. For short time
it is

f~ t !;e2at, ~3.17!

whereas in the long time region

f~ t !;
1

p1/2

e2a2t/4

~a2t/4!3/2
. ~3.18!

This latter equation shows that relaxation takes place ov
time scale

s5
a2t

4
, ~3.19!

which is much longer than the defined by the initial exp
nential. Thus, separation of time scales comes up, and
exponential relaxation is to be expected in an intermed
time window.

The picture we have obtained is similar to the one fou
in the low-temperature relaxation of Glauber’s Isin
model.19–21Therefore, we make use of the same techniq
to derive the behavior of the correlation function in the
termediate time regime in the low-temperature limit. To b
gin with, we obtain an expression which is valid in the tim
scale defined by Eq.~3.19!. We introduce a new variableu
through

q5au/2. ~3.20!

Then, a simple analysis gives

f~ t ![f̄~s!5
4

pE0
`

du
u2

~11u2!2
e2s~11u2!, ~3.21!

where terms of ordera have been neglected. For very lon
times,s@1, Eq. ~3.18! is of course recovered. However,
l,
ter

n

ter
f
-

pa-

a

-
n-
te

d

s

-

the regions!1 we do not get the low-temperature version
the short time behavior, as given by Eq.~3.17!, since it cor-
responds to the much shorter time scale defined bya21.
Over the time scales, that behavior collapses onto the poi
s50. Actually, s!1 corresponds to an intermediate tim
window wheret is large buts5a2t/4 is small (a!1). It is
easy to see that

lnf̄~s!;2
4

p1/2s
1/2, s!1. ~3.22!

Therefore, from Eqs.~3.19! and ~3.21! we get

lnf~ t !;2S 4a2t

p D 1/2, ~3.23!

which is a stretched exponential or Kohlrausch-William
Watts ~KWW! function,

lnf~ t !52S tt D g

, ~3.24!

with

g51/2, ~3.25a!

t5
p

4a2;
p

4
ebe. ~3.25b!

Thus, at low temperatures the relaxation timet obeys the
Arrhenius law, with an ‘‘activation’’ energye. One may ask
himself which is the physical origin of this behavior, sinc
the system does not have to surmount any energy barrie
reach the ground state. In our model, as in the one propo
by Ritort,9 there is an entropy barrier. At low temperatur
a→0 and a symmetric random walk is performed by t
system among all the excited states. The characteristic re
ation time will be dominated by the diffusion process fro
the mean position in the excited region to the staten50. The
mean position in the excited statesn̄exc is given by

n̄exc5
(n51

` npn
~0!

(n51
` pn

~0! 5
^n&0

12p0
~0! 5~12e2a!21, ~3.26!

where we have made use of Eq.~2.5a!. This quantity must
not be confused with the average number of particles in
cited states. In the limit of low temperatures

n̄exc;a21@1. ~3.27!

Then, an estimation to the time needed to diffuse u
n50 will be

tdif5O~ n̄exc
2 !5O~a22!. ~3.28!

The above equation can be considered as a qualitative ex
nation of the relaxation timet dependence on the temper
ture shown by Eq.~3.25b!, since it is reasonable to expe
that t5O(tdif), the mean time taken by the system to get
the ‘‘bottleneck’’ in the configuration space.

A simplified picture of the evolution of the equilibrium
time autocorrelation functionf(t) of the energy can be
given in terms of the three time regimes we have found,
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f~ t !5H e2at t!1,

e2~4a2t/p!1/2 1!t!4a22,

p21/2~a2t/4!23/2e2a2t/4 t@4a22.

~3.29!

A similar behavior has been previously obtained for rela
ation in different models.18,19,22 It must be noticed that the
scheme described by Eq.~3.29! is consistent with both em
pirical and numerical results for glassy systems, where n
exponential relaxation and KWW behavior is usually fou
over an intermediate time window.23

It is possible to estimate roughly the range of validity
the KWW function. One can determine the time intersectio
t i and t f of the KWW function with the short and long tim
exponentials, respectively. It is found thatt i54/p and
a2t f.6.28. In the time interval (t i ,t f) the KWW function is
expected to hold, and the relaxation function verifi
exp(24a/p)>f(t)>0.06. Although this is a very crude est
mation, we conclude that most of the relevant part of
relaxation of f(t) at low temperatures is given by th
stretched exponential in Eq.~3.29!, becausea!1.

In Fig. 1 we have plottedf(t) for be510, which corre-
sponds toa56.731023. The solid line is the KWW func-
tion given by Eq. ~3.23!. As discussed in the paragrap
above, it is valid over an intermediate time window corr
sponding to the relevant part of the relaxation. For very lo
times, relaxation is exponential, and the KWW function
not a good approximation. For very short times, relaxation
also exponential, but the difference with the KWW functio
is negligible over the scale of the figure.

Finally, it must be remarked once more that the KW
decay found at intermediate times follows from the existe
of two exponential regimes valid at very short and very lo
times with a clear separation of their respective time sca
A detailed discussion can be found in Ref. 18 for any syst
whose dynamics is described by a master equation. The m
point is whether most of the relevant part of the relaxat
can be described by a KWW function as a consequence
clear time scale separation. This happens in our model
cause the relaxation spectrum becomes very broad at

FIG. 1. Plot of the equilibrium autocorrelation function of e
ergy, for a temperature value corresponding toe/kBT510. The dia-
monds are the numerical evaluation of Eq.~3.8!, and the solid line
is the stretched exponential of Eq.~3.29!.
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temperatures. This is not a general property for all mas
equations, and KWW relaxation may not show up for a giv
choice of the transition rates, if the relaxation spectrum
sociated to them remains narrow at low temperatures.

B. Linear relaxation of the energy

The energy relaxation after a temperature perturbatio
characterized by the response function

c~ t !5
^E~ t !&2^E&0
^E~0!&2^E&0

, ~3.30!

where

^E~ t !&5 (
n50

`

enpn~ t !5e@12p0~ t !#. ~3.31!

Using the definition ofDn in Eq. ~2.22!, we have

c~ t !5
D0~ t !

D0~0!
. ~3.32!

Substitution of the exact solution of the master equation
constant temperature obtained in Sec. II, Eqs.~2.21! and
~2.22!, leads to

c~ t !5
*0

pdqg~q!cosh~q!e2tl~q!

*0
pdqg~q!cosh~q!

. ~3.33!

We have to calculateg(q), from the initial conditions
Dn(0). Wewill consider that the system was in equilibrium
at a temperatureb1Db. Then, the temperature was insta
taneously changed tob at t50. In the linear response ap
proximation,

Dn~0!5pn
~0!~b1Db!2pn

~0!~b!5
dpn

~0!

db
Db, ~3.34!

and the functiong(q) in Eq. ~2.21! reads

FIG. 2. Energy relaxation in the low-temperature region, fo
temperature value corresponding toe/kBT510. The diamonds are
the numerical evaluation of Eq.~3.33!, while the solid line corre-
sponds to the KWW function of Eq.~3.43!. In this logarithmic
scale, we have restricted ourselves to positive values of the
sponse function.
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g~q!5Db (
n50

`

jn~q!
d

db
lnpn

~0! . ~3.35!

The expression of the equilibrium distribution, Eq.~2.5!,
is equivalent to

lnpn
~0!52be~12dn0!2a~n11!, ;n>0, ~3.36!
e
u
-
v

a

n

n
l
v

a
n
th
u

and substitution of Eqs.~2.16! and ~3.36! into Eq. ~3.35!,
together with the relation

da

db
52

e

2

e2be/2

11e2be/252
e

2
e2a2be/2, ~3.37!

leads, after some algebra, to
g~q!5S 2p D 1/2eDbFe~be2a!/2cosh~q!1
1

2
e2be22a

cos@q1h~q!#22e2a/2cosh~q!1e2acos@h~q!2q#

~11e2a22e2a/2cosq!2 G . ~3.38!
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The above expression forg(q) is rather involved for arbi-
trary temperature. In the low-temperature limit,a→0, intro-
ducing again the time scales defined by Eq.~3.19! and the
variableu of Eq. ~3.20!, one gets

c~ t ![c̄~s!5
8

pE0
`

du
u2~u221!

~11u2!3
e2s~11u2!. ~3.39!

The relaxation of the energy takes place over a time scal
ordera22, as it was the case of the equilibrium energy a
tocorrelation. In thes time scale, the initial exponential re
laxation does not show up, because the short time beha
of c(t) is given by

c~ t !.e22tsinha, ~3.40!

and at low temperatures its characteristic time sc
(2a)21 collapses onto the points50. For very long times,
s@1, a Laplace analysis of Eq.~3.39! yields

c̄~s!;2
2

p1/2

e2s

s3/2
. ~3.41!

The previous equation tells us that energy relaxation is
monotonic. In fact, it is proved in Appendix B that

E
0

`

dtc~ t !50, ~3.42!

implying thatc(t) is negative in a time region. However, i
the intermediate time windows!1 a stretched exponentia
decay is again obtained, though the general argument de
oped in Ref. 18 cannot be directly applied. Fors!1, it is
easy to show from Eq.~3.39! that

lnc~ t !;2S 16a2t

p D 1/2. ~3.43!

Therefore, a simplified picture of the energy relaxation
low temperatures is obtained, which is similar to the o
found before for the energy autocorrelation. In terms of
three relevant time regimes that have arisen in our disc
sion,
of
-

ior

le

ot

el-

t
e
e
s-

c~ t !5H e22at t!1,

e2~16a2t/p!1/2 1!t!4a22

22p21/2~a2t/4!23/2e2a2t/4 t@4a22.

~3.44!

At very long times, the relaxation functionc(t) crosses the
t axis and decays to zero from negative values. This is q
a small effect, since a numerical estimation of the minimu
of c(t) givescmin.20.05.

Therefore, the KWW function in Eq.~3.44! also gives a
relevant information about the energy relaxation at low te
peratures. In particular, its relaxation time

tE5
p

16
a22;

p

16
ebe, ~3.45!

can be used to characterize the relaxation of energy aft
homogenous perturbation in temperature. It must be
marked thattE also follows an Arrhenius law at low tem
peratures. A qualitative explanation of this behavior, in ter
of the diffusive motion of the system, can be given along
same way as in the previous section. Obviously, the stretc
exponential approximation is not able to explain the cross
of the t axis that takes place at very long times, but it acc
rately fits most of the relevant part of energy relaxatio
namely up toc.0.1.

In Fig. 2 the energy relaxation function obtained nume
cally is compared with the KWW function in Eq.~3.44!. The
value of the parameter is the same as in Fig. 1, i
be510 (a56.731023). In the variables used in Fig. 2
exponential relaxation corresponds to a straight line of un
slope, while KWW relaxation is represented by a straig
line of slope equal to the parameterg in Eq. ~3.24!. The
logarithm scale used amplifies the discrepancies, espec
for short times, where the difference between the KW
function and the initial exponential is in fact negligible.

IV. THERMAL CYCLES

Here we are interested in studying the behavior of
model when it is continuously cooled down from high to lo
temperatures, and afterwards reheated. This is usually ca
a thermal cycle. Upon describing it, the system may dev
from equilibrium while being cooled, leading to the kinet
phenomenon known as the laboratory glass transition. In
heating process, equilibrium is approached again at h
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temperatures, but the system follows a different curve fr
the cooling one, and hysteresis shows up. The kinetic be
ior just discussed is shown by a wide class of materials2,4

and also by some simple models.9,11–13,21,24Nevertheless,
analytical results are scarce,13,21although quite a general ex
planation of the hysteresis phenomenon has been given12 It
can be understood as the monotonic approach to a ‘‘norm
curve, different from the equilibrium one, characterizi
heating processes. As the proof in Ref. 12 was made for
canonical ensemble, a generalization for the case consid
here is presented in Sec. IVB.

The remainder of this section is organized as follow
First, we study cooling processes, and the existence of
laboratory glass transition. Secondly, heating processes
considered, paying special attention to the appearanc
hysteresis, and relating it to the trend of the system to
proach the normal curve.

Let us point out that we have not been able to solve
actly the master equation for the case of time-dependent
perature, that implies that the transition rates are also t
dependent. The procedure developed in Ref. 13 is valid w
the eigenvectors of the master equation do not depend
temperature. This is not the case here, since the eigenve
of the master equation, given by Eq.~2.16!, are temperature
dependent through the functionh(q) in Eq. ~2.17!. There-
fore, we have performed a Monte Carlo simulation of t
master equation, using a generalization of the Bortz-Ka
Lebowitz algorithm25 for master equations with time
dependent transition rates.26 Nevertheless, some analytic
estimations can be done, and they will be compared w
numerical results.

A. Cooling processes and laboratory glass transition

Now we are going to study the continuous cooling of t
system to low temperatures. In order to analyze the devia
from equilibrium values of the properties of the system,
will follow a reasoning similar to that used in Ref. 13. W
start from the relaxation spectrum of the master equation,
~2.15!, and notice that the modesl depend on temperatur
througha, and therefore they are time dependent in a giv
cooling programT(t). In this spectrum, the relaxation rate
of the system vary with their labelq, from the minimum
value, corresponding toq50,

l1511e2a22e2a/25~12e2a/2!2, ~4.1!

to the maximum one, forq5p,

l2511e2a12e2a/25~11e2a/2!2. ~4.2!

Given a cooling law, to each of the relaxation modes
can associate a characteristic time scale

s~q!5E
t

t0
dt8l~q;T8!, ~4.3!

wheret0 is the extrapolated time for which the temperatu
would vanish according to the cooling program, a
T8[T(t8). The times(q) is roughly proportional to the ef
fective number of transitions left to the model(q;T) before
reachingT50. For times longer than the onet(q) making
s(q)51, one can consider that the mode will not experim
v-
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any more transitions. Thus, for temperatures lower than
one corresponding tot(q) the contribution of the mode will
not evolve in time and can be considered as ‘‘frozen.’’ In th
way, we can determine a freezing temperatureT(q) for each
value ofq. Equivalently, one can introduce the notion of
‘‘demarcation’’ mode qD(T), such that modes with
q<qD(T) are frozen, while modes withq.qD(T) are still
relaxing at the given temperature.13,27

The laboratory glass transition begins at the tempera
T1[T(t1) given by the relation

E
t1

t0
dt8l1~T8!51 ~4.4!

or

qD~T1!50, ~4.5!

i.e., only the slowest relaxation rate is frozen, and the de
tion from equilibrium starts off. On the other hand, the sy
tem will be completely frozen at a temperatureT2[T(t2) for
which the fastest relaxation mode does not evolve any m
namely,

E
t2

t0
dt8l2~T8!51 ~4.6!

or

qD~T2!5p. ~4.7!

A global image of the freezing phenomenon can be obtai
by means of the time scale

s5E
t

t0
dt8

1

t~T8!
, ~4.8!

wheret(T) is the time characterizing the relaxation of th
propertyP we are interested in after a temperature pertur
tion. For instance, in our modelt would be the KWW relax-
ation timetE in Eq. ~3.45!, if we want to describe the energ
evolution during the cooling process. An estimation of t
‘‘global’’ freezing temperatureTf for the propertyP is ob-
tained by makings51, i.e.,

15E
t f

t0
dt

1

t~T!
, ~4.9!

and thenTf5T(t f). Since the laboratory glass transition
very narrow in temperature, at least when the system
slowly cooled, an approximation to the frozen value of t
propertyP under consideration would beP0(Tf), i.e., the
equilibrium value at its freezing temperatureTf .

It is important to note that the temperaturesT1, T2, and
Tf depend both on the cooling rater c and the cooling law
f (T) defining the cooling program,

dT

dt
52r cf ~T!. ~4.10!

This is also the case in other simple models whose dynam
is described in terms of master equations. For some cho
of the cooling lawf (T), the system remains in equilibrium a
all temperatures.6,13We are not going to discuss this proble
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here, but focus our attention on the behavior of the sys
when it is being linearly cooled,

dT

dt
52r c , ~4.11!

i.e., f (T)51, which is the most usual cooling program
real experiments4 and also in theoretical studies of mod
systems.9,11,24,28

The relaxation modesl1 andl2, Eqs.~4.1! and~4.2!, and
the time characterizing the energy relaxationtE are written
as functions ofa, defined by Eq.~2.4!. Then, it is useful to
transform the time integral in the definition of thes scales
into an integral overa with the aid of

da

dt
52rc~12e2a!@ ln~ea21!#2, ~4.12!

where Eq.~4.11! has been taken into account, and

rc5
2kBr c

e
~4.13!

is an adimensional cooling rate, giving the time scale o
which a evolves.

As discussed above, the beginning of the laboratory g
transition is estimated to take place at a timet1 such that
T(t1)5T1, beingT1 the temperature in Eq.~4.5!, i.e., the
one at which the slowest relaxation mode freezes. By us
Eqs.~4.1! and ~4.12!, we can write

15
1

rc
E
0

a1
da

~12e2a/2!2

~12e2a!@ ln~ea21!#2
, ~4.14!

wherea1[a(t1). In the limit of slow cooling,rc!1, and it
follows thata1!1. For this case, Eq.~4.14! simplifies to

15
1

4rc
E
0

a1
da

a

~ lna!2
. ~4.15!

To solve this relation fora1, we make the change of variab
a5a1x,

E
0

a1
da

a

~ lna!2
5

a1
2

~ lna1!
2E

0

1

dx
x

@11~ lnx/ lna1!#
2

;
a1
2

2~ lna1!
2 . ~4.16!

The last integral can be done by dividing the interval (0
into the two subintervals (0,u lna1u21) and (u lna1u21,1). In the
first interval, the integrand is bounded by unity, and the
tegral is negligible. In the second interval, it isu lnxu!ulna1u,
giving rise to the result in Eq.~4.16!. Substitution into Eq.
~4.15! yields

15
1

8rc

a1
2

~ lna1!
2 . ~4.17!

By making use of the slow cooling condition,a1!1, we
have

2lna1; ln~8rc!. ~4.18!
m

r

ss

g

)

-

Now, we take into account thata1;exp(2b1e/2), to get

T1;
e

kB

1

u ln~8rc!u
. ~4.19!

In order to calculate the fictive temperatureTf , we start
from Eq. ~4.9!, with the relaxation time of energytE given
by Eq. ~3.45!,

15E
0

a f
da

dt

da
tE

21~a!5
16

prc
E
0

a f
da

a2

~ea21!@ ln~ea21!#2
.

~4.20!

As before,a f is the value ofa corresponding toTf . For
slow cooling, it isa f!1, sincea f,a1. Then, the above
equation reduces to

15
16

prc
E
0

a f
da

a

~ lna!2
. ~4.21!

In this way, we have arrived at an expression similar to E
~4.15! for a1. Therefore,

E
0

a f
da

a

~ lna!2
;

a f
2

2~ lna f !
2 ~4.22!

and

15
8

prc

a f
2

~ lna f !
2 . ~4.23!

Again, a reasoning along the line of the one above Eq.~4.19!
gives us

Tf;
e

kB

1

u ln~prc/8!u
. ~4.24!

A similar dependence on the cooling rate is obtained in r
experiments,4 and has also been found in Glauber’s Isi
model.13 Taking into account the comment below Eq.~4.9!
one can estimate the residual value of the energy, i.e.,

er[ lim
T→0

@^E&~T!2^E&0~T!#5^E&0~Tf !. ~4.25!

In the limit of slow cooling,rc!1, Eq. ~4.25! leads to a
potential dependence on the cooling rate of the residual
ergy,er}rc

1/2. A similar behavior of the residual propertie
has been obtained in some models of glasses.5,13,6

In Fig. 3 the evolution of the mean energy for the cooli
program in Eq.~4.11!, with an adimensional cooling rat
rc50.02, is plotted. The departure from equilibrium rough
begins at the temperature obtained from Eq.~4.19!,
kBT1 /e.0.55. The estimation of the freezing temperatu
obtained by using Eq.~4.24! is kBTf /e.0.21, in good agree-
ment with the numerical result. The frozen value of the e
ergy given by the Monte Carlo simulation is^E&/e50.076,
while the value obtained fromTf is ^E&0(Tf)/e50.081.
Again, the approximated theory provides a reasonable e
mation of the actual value.
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B. Heating processes and hysteresis cycles

A quite general property of models described by mas
equations with time dependent transition rates is the ex
ence of a ‘‘normal’’ solution,12 i.e., a solution of the maste
equation such that is approached by any other solution
monotonic way. Since the only condition required is that
stochastic process defined by the equation be irreducible
property holds in our model. In other words, all solutions
the master equation converge to a common curve in the
time limit.

As a consequence, there is a long time regime where
system has forgotten the initial conditions, and its proper
depend on time only through the temperature. It must
noticed that the above property cannot be applied to coo
processes up toT50, because in this limit some of the tran
sition rates go to zero, and the process is not irreduci
More precisely, in our model the staten50 becomes an
‘‘absorbing’’ boundary in the zero temperature limit, i.e., t
transition rate for leaving events vanish.

On the other hand, for heating processes there is a ‘‘n
mal’’ solution, because for any temperatureTÞ0 all the
states are connected through a chain of transitions of non
probability. For the case of a canonical ensemble descript
it has been shown12 that the normal solution approaches
the high-temperature limit the equilibrium curve. This res
cannot be translated directly here due to the peculiaritie
the ensemble we are considering. Nevertheless, we are g
to prove that a similar result can be derived here. Let
define

H ~0!~ t !5 (
n50

`

pn~ t !ln
pn~ t !

pn
~0!~ t !

, ~4.26!

where pn(t) is a solution of the master equation, an
pn
(0)(t) is the equilibrium distribution, Eq.~2.5!, for the tem-

peratureT(t) at time t. The time derivative ofH (0) is

dH~0!~ t !

dt
5A~0!~ t !2 (

n50

`
pn~ t !

pn
~0!~ t !

dpn
~0!~ t !

dt
. ~4.27!

FIG. 3. Plot of the mean-energy versus temperature, for
linear cooling program corresponding to a cooling raterc50.02.
The solid line is the equilibrium energy, and the diamonds h
been obtained from Monte Carlo simulation of the system. T
temperaturesT1 andTf defined in the text are also plotted.
r
t-

a
e
he
f
g

he
s
e
g

e.

r-

ro
n,

t
of
ing
s

Here A(0)(t) is a rather involved functional ofpn(t) and
pn
(0)(t). Its explicit form is given in Ref. 12. The importan

point for our present purposes is that it has the property

A~0!~ t !<0, ~4.28!

with the equality sign being verified if and only if

pn~ t !5pn
~0!~ t !, ~4.29!

for all n. If the temperature is constant,pn
(0) does not depend

on time and we get the usual approach to equilibriu
theorem.15 On the other hand, if the temperature is time d
pendent,H (0) does not have a monotonic decay. This is
manifestation pointing out the tendency of the system to
proach the normal curve, not the equilibrium one. In fact,
equilibrium distribution is not a solution of the master equ
tion for the case of time dependent transition rates. Nev
theless, we are going to show that, in heating processes
system tends to the equilibrium curve for high enough te
peratures. From Eq.~2.1! we get

dlnpn
~0!

dt
52

db

dt
~en2^E&0!2

da

dt
~n2^n&0!. ~4.30!

Now, taking into account Eq.~2.3!, substitution of the above
expression into Eq.~4.27! yields

dH~0!

dt
5A~0!2

1

kBT
2

dT

dt
~^E&2^E&0!

1
1

2kBT
2

dT

dt
^E&0~^n&21!, ~4.31!

where we have made use of

da

db
5
1

2
^E&0 , ~4.32!

obtained by comparing Eq.~3.37! with Eq. ~2.6!.
In Eq. ~4.31! there are two positive terms, namely,

B1~ t !5
1

kBT
2

dT

dt
^E&0 , ~4.33a!

B2~ t !5
1

2kBT
2

dT

dt
^E&0^n&. ~4.33b!

Both terms vanish in the high-temperature limit, if the fun
tion T(t) is such that it takes an infinite time to reac
T→`. This is true, in particular, for a linear heating pro
gram,

dT

dt
5r h . ~4.34!

Therefore, it is concluded that

lim
t→`

dH~0!

dt
<0. ~4.35!

SinceH (0) is bounded below,H (0) must reach an asymptoti
stationary value. Thus, all terms in Eq.~4.31! must tend to
zero in that limit. In particular,

e

e
e
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lim
t→`

A~0!~ t !50, ~4.36!

and using Eq.~4.29! we arrive at

pn~`!5pn
~0!~`!, ~4.37!

for all n, i.e., our model tends to equilibrium at high enou
temperatures, although this trend is not monotonic, si
dH(0)/dt does not have a definite sign for all times.

Therefore, the global picture of a heating process is
following: first, there is a stage in which the evolution of th
system depends on the initial condition, but all the solutio
of the master equation tend in a monotonic way toward
common behavior given by the normal solution. Over t
normal curve, the time dependence of the physical prope
arise through the heating program, and initial conditio
have been forgotten. Afterwards, for high enough tempe
tures, the normal solution asymptotically approaches
equilibrium curve. Let us stress that the last result is som
how restrictive, because it depends on the applied hea
law.

In Fig. 4 we have plotted two thermal cycles. The heat
program is given by Eq.~4.34!, with an adimensional heatin
rate rh5231022. Of course,rh is defined by Eq.~4.13!,
with r c replaced byr h . In each of the cycles, the system w
previously cooled down to low temperatures, following tw
linear programs withrc5231022 and rc5231024, re-
spectively. Also plotted is the normal curve for the heati
process, which was obtained by starting from equilibrium
T50.12,13 All the curves have been obtained from Mon
Carlo simulation of the system, except for the equilibriu
one. Because of technical numerical problems, the in
condition for the heating process is notT50, but the lowest
temperature for which the transition rate exp(2be) is differ-
ent from zero within the precision of the computer. In t
figure, the two regimes previously discussed appear clea
First, the heating curves approach the normal solution
afterwards the latter tends to equilibrium. The trend of
system to the normal curve is responsible for the hyster

FIG. 4. Hysteresis cycles of the energy, when the system
cooled and reheated. The heating rate isrh5231022, and the cool-
ing rates arerc5231022 ~diamonds!, andrc5231024 ~pluses!.
The solid line is the equilibrium curve, and the dotted line cor
sponds to the normal solution.
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effect of the energy. A similar behavior has already be
observed in other model systems.12,13We think that this re-
lation between hysteresis and tendency to the normal curv
a result valid for most of the systems described by ma
equations.

V. CONCLUSIONS

Very recently, a model trying to identify the role of en
tropy barriers in glassylike behavior has been introduced9 It
is called the Backgammon~BG! model. In the Introduction
we have presented a possible interpretation of the BG mo
Another possible interpretation, perhaps closer to model
of real glasses, can be proposed. In a given real system t
are a large numberN of elementary structural cells.29 Each
of these cells contains a mesoscopic number of particle
the real system, but they are treated as ‘‘particles’’ in the B
model. The system has structural disorder, in the sense
there areM@1 different structures~defined by density, co-
ordination number, etc.! available to each cell. The choice i
the BG model isM5N, but the main point is that
M5O(N). A configuration of the whole system is specifie
by the number of cells having each of the possible structu
All the structures have~approximately! the same energy, an
thus the energy of the system is associated to the ‘‘disorde
i.e., the number of structures which are occupied. Theref
the ground state is degenerate, with all the cells being in
of the available structures.

We have studied in detail the dynamical evolution of
model with a variable number of particles. Regarding t
static properties it is equivalent to the BG model with ind
tinguishable particles, while a simplification of the dynami
is introduced. As in the BG model, the dynamics of the s
tem is defined in such a way that no energy barrier is to
crossed in order to fall onto the ground state. Despite it,
model shows many of the characteristic features exhibited
the relaxation of glassy materials.1–4 This is another indica-
tion of the relevant role that entropy barriers may play in t
explanation of the dynamical behavior shown by structu
glasses.9,10 The consideration of simple models, for whic
exact analytical calculations can be performed, is worth
because they allow the identification of the mechanis
leading to glassy behavior, both in relaxation and therm
cycles. Besides, the arguments used along this paper see
be quite general for systems whose dynamics can be
scribed by master equations.18,21

For linear response processes, the system shows none
nential relaxation. In the low-temperature regime, an int
mediate time window appears in which stretched exponen
relaxation becomes exact. This reflects the cooperativity
the dynamics of the system at low temperatures. The valu
the parameterg in the KWW functionf(t)5exp@2(t/t)g# is
analytically shown to be 1/2. The same value has been
tained in other one-dimensional simple models at l
temperatures.19,20,22,30–32Although quite different in their
formulation, all these models present the common point t
diffusion processes play an essential role at low tempe
tures. Diffusion appears associated to a symmetric rand
walk performed by the ‘‘components’’ of the system. B
sides, the relaxation timet giving the relevant time scale
follows an Arrhenius law, although the activation energye

is
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does not correspond to any energy barrier preventing
system from falling onto the ground state. Instead, the re
ation time is related to the characteristic time of diffusi
until the ‘‘bottleneck’’ in configuration space. Therefor
Arrhenius-like behavior of the relaxation time appears in o
model because of the existence of entropy barriers, as it
happen in more complex models and real systems. Thu
cannot be inferred from an Arrhenius dependence of the
laxation time that the main mechanisms of relaxation
energy-activated processes.

Along thermal cycles of cooling down to low temper
tures and subsequent reheating, the model also shows g
behavior. In cooling processes, freezing takes place when
average number of transitions before formally reach
T50 is of the order of unity. This criterion can be applied
each of the relaxation modes of the system. For the slow
mode, it leads to the temperature at which the departure f
the equilibrium curve starts off, i.e., the temperature at wh
the laboratory glass transition begins. For the relaxation t
of a given propertyP, it gives an estimation of the fictive
temperature, i.e., the temperature at which the equilibr
value ofP is equal to its frozen value at low temperature
Therefore, the residual properties of the system can be
culated.

For continuous heating processes, a crucial role is pla
by the special solution of the master equation called
‘‘normal’’ solution. It is completely determined by the hea
ing program, and the dynamical behavior of the system
der heating is essentially given by the normal solution.
particular, the hysteresis effects observed when the syste
cooled and reheated are a consequence of the trend o
system to approach the normal curve. This is similar to
result obtained for the one-dimensional Ising model w
Glauber dynamics.13 It is tempting to speculate whether
similar curve in phase space exists in real structural glas
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APPENDIX A: STATICS OF THE BG MODEL

Here we will consider the Backgammon model with i
distinguishable particles11 in the thermodynamic limit
N→`. A configuration of the system is given by the occ
pation numbersnr of the abacusesr51, . . . ,N. The total
number of configurations of the system is

VN5
~2N21!!

N! ~N21!!
, ~A1!

that is much smaller than the number of configurations in
system if the particles were considered as distinguisha
that is NN.9 In the thermodynamic limit N→`,
lnVN;2Nln2, so being a correct dependence onN. The en-
ergy of a configuration is proportional to the number of o
cupied abacuses,
e
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E~n1 ,n2 , . . . ,nN!5(
r51

N

e~12dnr ,0!5eSN2(
r51

N

dnr ,0D ,
~A2!

with the occupation numbers verifying

(
r51

N

nr5N. ~A3!

The system is at equilibrium in contact with a heat ba
at temperature T. Therefore, its distribution
p(0)(n1 ,n2 , . . . ,nN) is

p~0!~n1 , . . . ,nN!5
1

ZN
expF2beSN2(

r51

N

dnr ,0D GdN,(
r51

N

nr
,

~A4!

whereZN is the partition function,

ZN5 (
n150

`

••• (
nN50

`

expF2beSN2(
r51

N

dnr ,0D GdN,(
r51

N

nr
.

~A5!

This expression can be easily evaluated in the limitN→`.
We use the integral representation of Kronecker’sd function

dm,05
1

2p i RCr

dyy2~11m!, ~A6!

whereCr is a circumference of arbitrary radiusr centered in
the origin. Thus,

ZN5e2Nbe
1

2p i RCr

dyy21

3expNF2 lny1 lnS (
n50

`

ynebedn,0D G . ~A7!

In order to carry out the sum overn we chooser,1, yield-
ing

ZN5e2Nbe
1

2p i RCr

dyy21expNF2 lny1 lnS ebe1
y

12yD G .
~A8!

Now, the integral can be evaluated by means of the sad
point method. The saddle pointy* is determined by the sta
tionary points of the function

f ~y!52 lny1 lnS ebe1
y

12yD , ~A9!

in the region 0,uyu,1, wheref (y) is analytic. After some
simple calculus one gets

y*5
1

11e2be/2 , ~A10!

that coincides with the fugacity of our modelz5exp(2a),
defined by Eq.~2.4!. A straightforward calculation for the
partition function gives
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ZN;
~11e2be/2!2N

~4pNebe/2!1/2
, ~A11!

and, forN→`,

lnZN;2Nln~11e2be/2!. ~A12!

From the partition function we can get the static prop
ties of the system. The mean value of the energy and
number of particles per abacus are the same as for the m
in this paper, given by Eqs.~2.6! and ~2.3!, respectively.
Also the entropy per abacus is given by Eq.~2.9!. In fact, the
probability that one particular abacus hasnr particles can be
calculated from Eq.~A4!, summing up over all the occupa
tion numbers of the remainder of the abacuses. In the t
modynamic limit, a similar calculation to the one carried o
for ZN gives

p~0!~nr !5e2be~12dnr ,0
!y
*
~11nr ! . ~A13!

This expression is seen to be equivalent to Eq.~2.5!, taking
into account thaty*5z.

APPENDIX B: PROOF OF EQ. „3.42…

Let us derive the time evolution equation for the me
value of the stochastic variablen,

d^n&
dt

5 (
n50

`

n
dpn
dt

. ~B1!

Now, we make use of the master equation~2.10! for nÞ0,
since the termn50 does not contribute to the sum. Then

dpn
dt

52~11e2a!pn1pn111e2apn21~12dn1!
is
-
e
del

r-
t

1e2a2bepn21dn1 , ~B2!

and substitution of this equation into Eq.~B1! yields, after
some simple algebra,

d^n&
dt

5211e2a1~e2a2be2e2a11!p0 . ~B3!

Taking into account the expression fora, Eq. ~2.4!, and Eq.
~2.5a!, we arrive at

d^n&
dt

5~ea21!~p02p0
~0!!, ~B4!

which is equivalent to

d^n&
dt

5~ea21!
^E&02^E&

e
. ~B5!

On the other hand, let us introduce the response function
the energy after a temperature perturbation,

c~ t !5
^E~ t !&2^E&0
^E~0!&2^E&0

5
DE~ t !

DE~0!
. ~B6!

By comparing Eq.~B5! with Eq. ~B6! it is obtained

d^n&
dt

52~ea21!
DE~0!

e
c~ t ! ~B7!

and, therefore,

E
0

`

dtc~ t !50, ~B8!

since ^n&051, independently of the temperature. Equati
~B8! trivially implies that the relaxation ofc(t) is not mono-
tonic.
st.
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