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#### Abstract

In this paper we analyse the almost sure exponential stability and ultimate boundedness of the solutions to a class of neutral stochastic semilinear partial delay differential equations. This kind of equations arises in problems related to coupled oscillators in a noisy environment, or in viscoeslastic materials under random or stochastic influences.


1. Introduction. In this paper we are mainly interested in the analysis of the exponential stability of some types of stochastic neutral partial functional differential equations. To motivate and justify our work, let us first describe the general framework in which our study will be carried out.

Let $Z$ be a Banach space, $C_{r}=C([-r, 0], Z)$ the Banach space of all continuous mappings $\phi$ from $[-r, 0]$ into $Z$ where $r>0$ is a real number. Let $A: Z \rightarrow Z$ be a closed operator and let $A_{0}: Z \rightarrow Z$ be a bounded linear operator. Define the functional difference operator

$$
D(\cdot):[0, \infty) \times C_{r} \rightarrow Z
$$

by

$$
D(t) \varphi=\varphi(0)-g(t, \varphi), t \in[0, \infty), \varphi \in C_{r}
$$

where $g:[0, \infty) \times C_{r} \rightarrow Z$ is a continuous function. Let $G:[0, \infty) \times Z \rightarrow Z$ be a continuous function and let $X_{t} \in C_{r}$ be defined by $X_{t}(\theta)=X(t+\theta)$ for $\theta \in[-r, 0]$. If $g \neq 0$, then the following stochastic problem

$$
\left\{\begin{array}{l}
d\left[D(t) X_{t}\right]=\left[A X(t)+A_{0} X_{t}\right] d t+G\left(t, X_{t}\right) d W(t), t \geq 0  \tag{1}\\
X(t)=\phi(t), t \in[-r, 0], \phi \in C_{r}
\end{array}\right.
$$

[^0]where, for simplicity, $W(t)$ is a standard Brownian motion, is termed a stochastic neutral functional differential equation.

When $Z=\mathbb{R}^{n}$ and $G \equiv 0$, the deterministic neutral equation has been extensively studied in the literature (see, e.g. [10], [11], [13], [12] and the references therein). As for the stochastic version (i.e., for $G \neq 0$ ), one can find some results in [14] and [18] amongst others.

However, when $Z$ is an infinite-dimensional Hilbert space, i.e. when operators $A, A_{0}$, and $G$ involve partial derivatives, only a few results have been obtained in this field despite the importance and interest of the model (1). In this respect, it is worth mentioning that this kind of neutral equations arises from problems related to coupled oscillators in a noisy environment, or in problems of viscoeslastic materials under random or stochastic influences (see [24] for a description of these problems in the deterministic case). To the best of our knowledge, there exist only a few papers already published in this field. To be more precise, in [16] (see also [17]) it is considered a linear version of (1) in the particular case in which the delays are constant, and some stability properties of the mild solutions are analysed in a similar way as Dakto proved in [8] in the deterministic case, while in [9] it is studied the existence and uniqueness of mild solutions to a semilinear model, as well as some results on the stability of the null solution. Here we are concerned with a non-autonomous semilinear model containing different types of finite delays (constant, variable, distributed, etc), treated within a variational formulation (as in [19], [1], [2]), and we analyse the ultimate boundedness and asymptotic behaviour of solutions even when zero is not a solution to our model. In addition, the partial differential operators appearing in the right-hand side of our equation are more general than the ones in [16] and [9].

Our main objective is to provide sufficient conditions ensuring the exponential pathwise stability of solutions to (1). Nevertheless, we will also prove a result on the existence and uniqueness of solution to our model by using the method of steps. In particular, our stability results can also be applied to stochastic delay partial differential equations, extending in some sense, some of the results previously proved in that field (see, e.g. [3] and [1]).

The contents of this paper are as follows. In Section 2 we recall some preliminaries on the Hilbert-valued stochastic integral. In Section 3 we discuss the existence and uniqueness of solution to our neutral semilinear stochastic partial differential equation. We present some auxiliary lemmata in Section 4. The moment exponential stability and ultimate exponential boundedness of the solutions, as well as the almost sure exponential stability of solutions are analysed in Section 5. Finally, in Section 6 we present an application example which illustrates the theory previously developed in this paper.
2. Preliminaries. In this section we first introduce the variational framework in which our analysis will be developed. Let $V$ and $H$ be a reflexive Banach space and a separable Hilbert space with their respective norms $\|\cdot\|$ and $|\cdot|$, and such that

$$
V \subset H \cong H^{*} \subset V^{*}
$$

where $V$ is a dense subspace of $H$ and the injections are continuous. We denote by $\langle\cdot, \cdot\rangle$ the duality between $V$ and $V^{*}$, and by $\lambda_{1}$ a constant satisfying

$$
\lambda_{1}|u|^{2} \leq\|u\|^{2}, \quad \text { for all } u \in V
$$

Assume that $\{\Omega, \mathcal{F}, P\}$ is a complete probability space, and let $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ be an increasing and right continuous family of sub $\sigma$-algebras of $\mathcal{F}$, such that $\mathcal{F}_{0}$ contains all the $P$-null sets of $\mathcal{F}$. We will denote $\mathcal{F}_{t}=\mathcal{F}_{0}$ for $t<0$. Let $\left\{\beta^{j}(t), t \geq\right.$ $0, j=1,2, \ldots\}$ be a given sequence of mutually independent standard real $\mathcal{F}_{t^{-}}$ Wiener processes defined on this space, and suppose given $K$, another separable Hilbert space, and $\left\{e_{j} ; j=1,2, \ldots\right\}$, an orthonormal basis of $K$. We denote by $\{W(t) ; t \geq 0\}$, the cylindrical Wiener process with values in $K$ defined formally as $W(t)=\sum_{j=1}^{\infty} \beta^{j}(t) e_{j}$.

It is well known that this series does not converge in $K$, but rather in any Hilbert space $\widetilde{K}$ such that $K \subset \widetilde{K}$, being the injection of $K$ into $\widetilde{K}$ Hilbert-Schmidt (see e.g. Da Prato \& Zabczyk [7] for more details).

Given real numbers $a<b$, and a separable Hilbert space $\mathcal{H}$ we will denote by $M_{\mathcal{F}_{t}}^{2}(a, b ; \mathcal{H})$ the space of all processes $X \in L^{2}(\Omega \times(a, b), \mathcal{F} \otimes \mathcal{B}((a, b)), d P \otimes$ $d t ; \mathcal{H}$ ) (where $\mathcal{B}((a, b))$ denotes the Borel $\sigma$-algebra on $(a, b))$ such that $X(t)$ is $\mathcal{F}_{t}-$ measurable a.e. $t \in(a, b)$. The space $M_{\mathcal{F}_{t}}^{2}(a, b ; \mathcal{H})$ is a closed subspace of $L^{2}(\Omega \times$ $(a, b), \mathcal{F} \otimes \mathcal{B}((a, b)), d P \otimes d t ; \mathcal{H})$.

We will write $L_{\mathcal{F}_{t}}^{2}(\Omega ; C([a, b] ; \mathcal{H}))$ to denote the space of all continuous and $\mathcal{F}_{t^{-}}$ progressively measurable $\mathcal{H}$-valued processes $\left\{\varphi_{t} ; a \leq t \leq b\right\} \quad$ satisfying $E\left(\sup _{a \leq t \leq b}\left\|\varphi_{t}\right\|_{\mathcal{H}}^{2}\right)<\infty$.

For our separable Hilbert space $H$, with scalar product $(\cdot, \cdot)$, let us denote by $\mathcal{L}_{0}^{2}(K ; H)$ the separable Hilbert space of Hilbert-Schmidt operators from $K$ into $H$, and by $((\cdot, \cdot))_{\mathcal{L}_{0}^{2}}$ and $\|\cdot\|_{\mathcal{L}_{0}^{2}}$ the scalar product and its associated norm in $\mathcal{L}_{0}^{2}(K ; H)$, where for all $R$ and $S$ in $\mathcal{L}_{0}^{2}(K ; H)$,

$$
((R, S))_{\mathcal{L}_{0}^{2}}=\sum_{j=1}^{\infty}\left(R e_{j}, S e_{j}\right)
$$

For any process $\Psi \in M_{\mathcal{F}_{t}}^{2}\left(0, T ; \mathcal{L}_{0}^{2}(K ; H)\right)$, we define the stochastic integral of $\Psi$ with respect to the cylindrical Wiener process $W(t)$, denoted by $\int_{0}^{t} \Psi(s) d W(s)$, $0 \leq t \leq T$, as the unique continuous $H$-valued $\mathcal{F}_{t}$-martingale such that for all $h \in H$,

$$
\left(\int_{0}^{t} \Psi(s) d W(s), h\right)=\sum_{j=1}^{\infty} \int_{0}^{t}\left(\Psi(s) e_{j}, h\right) d \beta^{j}(s), \quad 0 \leq t \leq T
$$

where the integral with respect to $\beta^{j}(s)$ is understood in the sense of Itô, and the series converges in $L^{2}(\Omega ; C([0, T]))$. See e.g. Da Prato \& Zabczyk [7] for the properties of the stochastic integral so defined. In particular, we note that if $\Psi \in M_{\mathcal{F}_{t}}^{2}\left(0, T ; \mathcal{L}_{0}^{2}(K ; H)\right)$ and $\phi \in L^{2}\left(\Omega ; L^{\infty}(0, T ; H)\right)$ is $\mathcal{F}_{t}$-progressively measurable, then the series $\sum_{j=1}^{\infty} \int_{0}^{t}\left(\Psi(s) e_{j}, \phi(s)\right) d \beta^{j}(s), 0 \leq t \leq T$, converges in $L^{1}(\Omega ; C([0, T]))$, and defines a real valued continuous $\mathcal{F}_{t}$-martingale. We will use the notation

$$
\int_{0}^{t}(\Psi(s), \phi(s) d W(s))=\sum_{j=1}^{\infty} \int_{0}^{t}\left(\Psi(s) e_{j}, \phi(s)\right) d \beta^{j}(s), \quad 0 \leq t \leq T
$$

Let $r>0$ denote a positive real number and let $C_{r}=C([-r, 0], H)$ be the Banach space of all continuous mappings from $[-r, 0]$ into $H$ equipped with the sup-norm. Given $u \in C([-r,+\infty), H)$, for any $t \geq 0$, we denote by $u_{t}$ the element in $C_{r}$ defined by

$$
u_{t}(\theta)=u(t+\theta), \quad \theta \in[-r, 0]
$$

In this paper we consider the exponential stability and exponential ultimate boundedness of solutions to the following neutral stochastic delay partial differential equation:

$$
\left\{\begin{array}{l}
d[X(t)-k(t, X(t-r))]=\left[A(t) X(t)+f\left(t, X_{t}\right)\right] d t+g\left(t, X_{t}\right) d W(t)  \tag{2}\\
X(t)=\varphi(s),-r \leq t \leq 0
\end{array}\right.
$$

where $\varphi(s, \cdot)$ is $\mathcal{F}_{0}$-measurable for all $s \in[-r, 0], A(t): V \longrightarrow V^{*}$ is a linear operator for almost all $t \in[0, \infty), k:[-r, \infty) \times V \longrightarrow V$ is a globally Lipschitz function, and $f:(0, \infty) \times C_{r} \rightarrow V^{*}$ and $g:(0, \infty) \times C_{r} \longrightarrow \mathcal{L}_{0}^{2}(K, H)$ are continuous and globally Lipschitz mappings.
3. Existence and uniqueness of solutions. Although the existence and uniqueness of solutions of a problem more general than (2) (for instance, in which the term $k$ takes the form $k\left(t, X_{t}\right)$ and $A(t, \cdot)$ is a family of nonlinear operators) will be the aim of our forthcoming paper [5], we will content ourselves now with this case since, as far as we know, there are only a few works dealing with stochatic neutral partial differential equations (e.g. Liu [16] and [9] for the existence of mild solutions to semilinear neutral equations), but none of them analyse the variational framework in the present paper.

On the other hand, it is remarkable that, allowing the initial datum to be defined in the interval $[-2 r, 0]$ instead of $[-r, 0]$, a suitable method of steps will give us the existence and uniqueness of solutions in a straighforward way. Bearing in mind that our main objective in this paper is to study the asymptotic behaviour of (2), we will consider this situation.

Let $A(t): V \rightarrow V^{*}$ be a family of linear operators defined a.e. $t \in(0,+\infty)$ such that $A(\cdot) \in L^{\infty}\left(0, T ; \mathcal{L}\left(V, V^{*}\right)\right)$ for all $T>0$, and satisfying the following coercivity assumption:
(C) there exist $\alpha>0$ and $\lambda \in \mathbb{R}$ such that

$$
-2\langle A(t) u, u\rangle+\lambda|u|^{2} \geq \alpha\|u\|^{2}, \quad \forall u \in V \text {, a.e. } t \in(0,+\infty)
$$

Let $f: \Omega \times(0,+\infty) \times C_{r} \rightarrow V^{*}$ and $g: \Omega \times(0,+\infty) \times C_{r} \rightarrow \mathcal{L}_{0}^{2}(K, H)$ be two families of nonlinear operators defined a.e. $t \in(0,+\infty)$ such that:
(f.1) $\forall \phi \in C_{r}$, the stochastic process $f(\cdot, \phi)$ is $\mathcal{F}_{t}$-progressively measurable,
(f.2) $f(\cdot, 0) \in M_{\mathcal{F}_{t}}^{2}\left(0, T ; V^{*}\right)$, for all $T>0$,
(f.3) there exists $C_{f}>0$ such that

$$
\left\|f\left(t, \phi_{1}\right)-f\left(t, \phi_{2}\right)\right\|_{*}^{2} \leq C_{f}\left|\phi_{1}-\phi_{2}\right|_{C_{r}}^{2}, \quad \forall \phi_{1}, \phi_{2} \in C_{r}, \text { a.e. } t \in(0,+\infty)
$$

(g.1) $\forall \phi \in C_{r}$, the stochastic process $g(\cdot, \phi)$ is $\mathcal{F}_{t}$-progressively measurable,
$(g .2) g(t, 0) \in M_{\mathcal{F}_{t}}^{2}\left(0, T ; \mathcal{L}_{0}^{2}(K ; H)\right)$ for all $T>0$,
(g.3) there exists $C_{g}>0$ such that

$$
\left\|g\left(t, \phi_{1}\right)-g\left(t, \phi_{2}\right)\right\|_{\mathcal{L}_{0}^{2}}^{2} \leq C_{g}\left|\phi_{1}-\phi_{2}\right|_{C_{r}}^{2}, \quad \forall \phi_{1}, \phi_{2} \in C_{r}, \text { a.e. } t \in(0,+\infty)
$$

Let us now consider the problem for any $T>0$,

$$
\left\{\begin{array}{l}
u \in M_{\mathcal{F}_{t}}^{2}(-r, T ; V) \cap L^{2}(\Omega ; C(-r, T ; H))  \tag{3}\\
u(t)=\psi(0)+\int_{0}^{t} A(s) u(s) d s+\int_{0}^{t}\left(f\left(s, u_{s}\right)+\widetilde{f}(s)\right) d s \\
\quad+\int_{0}^{t}\left(g\left(s, u_{s}\right)+\widetilde{g}(s)\right) d W(s), t \in[0, T] \\
u(t)=\psi(t), t \in[-r, 0]
\end{array}\right.
$$

Caraballo et al. proved in [1] the following result*:
Theorem 1. Assume that hypotheses $(C),(f .1)-(f .3)$ and (g.1)-(g.3) hold. Then, for every $\psi \in M_{\mathcal{F}_{0}}^{2}(-r, 0 ; V) \cap L^{2}\left(\Omega ; C_{r}\right), \tilde{f} \in M_{\mathcal{F}_{t}}^{2}\left(0, T ; V^{*}\right)$ and $\widetilde{g} \in M_{\mathcal{F}_{t}}^{2}\left(0, T ; \mathcal{L}_{0}^{2}(K ; H)\right)$, there exists a unique solution $u$ to the problem (3).

Based on this result we can prove the existence and uniqueness of solutions to our problem (2) but for an initial value in $[-2 r, 0]$.
Theorem 2. Assume that $A, f$ and $g$ satisfy assumptions in Theorem 1 for any $T>0$. Suppose that $k:[-r,+\infty) \times H \rightarrow H$ is a globally Lipschitz function (with respect to its second variable) such that $k([-r,+\infty) \times V) \subset V$, and is also globally Lipschitz in $V$, i.e., there exists $L_{k}>0$ such that

$$
\begin{aligned}
|k(t, u)-k(t, v)| & \leq L_{k}|u-v|, \quad \text { for all } u, v \in H, t \geq-r \\
\|k(t, u)-k(t, v)\| & \leq L_{k}\|u-v\|, \quad \text { for all } u, v \in V, t \geq-r
\end{aligned}
$$

and it satisfies that, $k(\cdot, 0) \in L^{2}(-r, T ; V)$ for all $T>0$, and for each $v \in H$, the mapping $k(\cdot, v) \in C([-r,+\infty) ; H)$. Then, for any initial datum $\varphi \in M_{\mathcal{F}_{0}}^{2}(-2 r, 0 ; V) \cap$ $L^{2}\left(\Omega ; C_{2 r}\right)$ there exists a unique solution to the problem

$$
\left\{\begin{array}{l}
X \in M_{\mathcal{F}_{t}}^{2}(-2 r, T ; V) \cap L^{2}(\Omega ; C([-2 r, T] ; H) \text { for all } T>0  \tag{4}\\
d[X(t)-k(t, X(t-r))]=\left[A(t) X(t)+f\left(t, X_{t}\right)\right] d t+g\left(t, X_{t}\right) d W(t) \\
X(t)=\varphi(s),-2 r \leq t \leq 0
\end{array}\right.
$$

or, in its integral form,

$$
\left\{\begin{array}{l}
X(t)-k(t, X(t-r))=\varphi(0)-k(0, \varphi(-r))  \tag{5}\\
\quad \quad+\int_{0}^{t}\left[A(s) X(s)+f\left(s, X_{s}\right)\right] d s+\int_{0}^{t} g\left(s, X_{s}\right) d W(s), \quad t \geq 0 \\
X(t)=\varphi(t), \quad-2 r \leq t \leq 0
\end{array}\right.
$$

Proof. Let us first consider the problem for $t$ in the interval $[0, r]$. Let us denote by $h(t)=k(t, \varphi(t-r))$ for $t \in[-r, r]$. Then, problem (5) can be rewritten as

$$
\left\{\begin{align*}
X(t)= & X(0)+h(t)-h(0)+\int_{0}^{t}\left[A(s) X(s)+f\left(s, X_{s}\right)\right] d s  \tag{6}\\
& +\int_{0}^{t} g\left(s, X_{s}\right) d W(s), \quad t \in[0, r] \\
X(t)= & \varphi(t), \quad-2 r \leq t \leq 0
\end{align*}\right.
$$

and making the change of variables $Y(t)=X(t)-h(t)$, we obtain

$$
\left\{\begin{align*}
Y(t)= & Y(0)+\int_{0}^{t}\left[A(s) Y(s)+A(s) h(s)+f\left(s, Y_{s}+h_{s}\right)\right] d s  \tag{7}\\
& +\int_{0}^{t} g\left(s, Y_{s}+h_{s}\right) d W(s), \quad t \in[0, r] \\
Y(t)= & \varphi(t)-k(t, \varphi(t-r)), \quad-r \leq t \leq 0
\end{align*}\right.
$$

It is straightforward to check that the operators and the initial value in this problem satisfy the assumptions in Theorem 1, so that we can ensure the existence of a unique solution $Y(\cdot)$ of $(7)$ in $M_{\mathcal{F}_{t}}^{2}(-r, r ; V) \cap L^{2}(\Omega ; C(-r, r ; H))$, and thus a unique solution $X(\cdot)=Y(\cdot)+h(\cdot)$ of $(5)$ in $[-r, r]$.

It is clear that we can iterate again in the interval $[r, 2 r]$ and, recursively, in any $[n r,(n+1) r]$ for $n \in \mathbb{N}$. Thus there exists a unique solution in $[-r,+\infty)$.

[^1]In what follows we assume that our problem (2) possesses a unique solution defined globally in time (what may happen under different assumptions than those in Theorem 2).
4. Some auxiliary lemmata. In this section we prove several lemmata which will be helpful for our later stability analysis. We start with a result which is based on an inequality for real numbers.

Lemma 1. Let $0<c<1$. Then, for any $u, v \in H$, it follows that

$$
\begin{equation*}
|u|^{2} \leq \frac{1}{1-c}|u-v|^{2}+\frac{1}{c}|v|^{2} . \tag{8}
\end{equation*}
$$

Proof. Observe that, for any $u, v \in H$, if follows from the Young inequality that

$$
\begin{aligned}
(u, u) & =(u-v, u-v)+2(u, v)-(v, v) \\
& \leq|u-v|^{2}-|v|^{2}+c|u|^{2}+\frac{1}{c}|v|^{2}
\end{aligned}
$$

whence (8) holds.
Given a $H$-valued stochastic process $X(t), t \geq-r$ with $X(s)=\varphi(s),-r \leq s \leq$ 0 , let us first assume that there exists a positive real number $B_{0}>0$ such that

$$
\begin{equation*}
\sup _{-r \leq t \leq 0} E|\varphi(t)|^{2} \leq B_{0} \tag{9}
\end{equation*}
$$

Then, we have the following result.
Lemma 2. Let (9) hold and let $M_{\delta}$ and $M_{\gamma}$ be nonnegative constants. Assume that the continuous function $k:[-r, \infty) \times H \rightarrow H$ satisfies the following inequality

$$
\begin{equation*}
|k(t, x)|^{2} \leq c^{2}|x|^{2}+\delta(t), 0<c<1, t \geq-r \tag{10}
\end{equation*}
$$

where $\delta:[-r,+\infty) \rightarrow[0,+\infty)$ is a continuous function with $0 \leq \delta(t) \leq M_{\delta}$. If a stochastic process $X(t), t \geq-r$ with $X(s)=\varphi(s),-r \leq s \leq 0$, satisfies the following inequality:

$$
\begin{equation*}
E|X(t)-k(t, X(t-r))|^{2} \leq M_{0} e^{-\theta t}+\gamma(t), M_{0}>0, \theta>0, t \geq 0 \tag{11}
\end{equation*}
$$

where $\gamma:[-r,+\infty) \rightarrow[0,+\infty)$ is another continuous function with $0 \leq \gamma(t) \leq M_{\gamma}$, then there exist positive real numbers $\rho>0$ and $M_{1}>0$ such that

$$
E|X(t)|^{2} \leq M_{1} e^{-\rho t}+c_{0}, t \geq 0
$$

where $c_{0}=\frac{M_{\delta}}{c(1-c)}+\frac{M_{\gamma}}{(1-c)^{2}}$.
Proof. By Lemma 1 we have that

$$
E|X(t)|^{2} \leq \frac{1}{1-c} E|X(t)-k(t, X(t-r))|^{2}+\frac{1}{c} E|k(t, X(t-r))|^{2},
$$

and, by (10)-(11),

$$
E|X(t)|^{2} \leq \frac{M_{0}}{1-c} e^{-\theta t}+c E|X(t-r)|^{2}+\frac{M_{\delta}}{c}+\frac{M_{\gamma}}{1-c}
$$

Since $0<c<1$, we can take a $\beta \in(c, 1)$ such that $0<\frac{1}{r} \log \frac{\beta}{c}<\theta$. Let $\alpha=\frac{1}{r} \log \frac{\beta}{c}$. We note that $c<c e^{\alpha r}=\beta<1$ and $c^{j} e^{-\alpha(t-j r)}=\beta^{j} e^{-\alpha t}$. For any fixed $t>0$, there exists an integer $n \geq 0$ such that $-r \leq t-n r<0$. Thus, since $0<\alpha<\theta$,

$$
\begin{aligned}
E|X(t)|^{2} & \leq \frac{M_{0}}{1-c} e^{-\alpha t}+c E|X(t-r)|^{2}+\frac{M_{\delta}}{c}+\frac{M_{\gamma}}{1-c} \\
& \leq \frac{M_{0}}{1-c}\left(\sum_{j=0}^{n-1} c^{j} e^{-\alpha(t-j r)}\right)+c^{n} E|\varphi(t-n r)|^{2}+\left(\sum_{j=0}^{n-1} c^{j}\right)\left(\frac{M_{\delta}}{c}+\frac{M_{\gamma}}{1-c}\right) \\
& \leq \frac{M_{0}}{1-c}\left(\sum_{j=0}^{n-1} \beta^{j}\right) e^{-\alpha t}+c^{n} B_{0}+\left(\sum_{j=0}^{n-1} c^{j}\right)\left(\frac{M_{\delta}}{c}+\frac{M_{\gamma}}{1-c}\right)
\end{aligned}
$$

On the other hand, since $c=\beta e^{-\alpha r}$ and $-r \leq t-n r<0$, we have that

$$
c^{n}=\beta^{n} e^{-n \alpha r}<\beta^{n} e^{-\alpha t}<e^{-\alpha t}
$$

Hence we obtain that

$$
E|X(t)|^{2} \leq\left(\frac{M_{0} \beta_{0}}{1-c}+B_{0}\right) e^{-\alpha t}+c_{0}
$$

where $\beta_{0}=\frac{1}{1-\beta}$. This completes the proof of the lemma.
Next we assume that

$$
\begin{equation*}
E\left(\sup _{-r \leq t \leq 0}|\varphi(t)|^{2}\right) \leq B_{1} \tag{12}
\end{equation*}
$$

Then we can establish the following lemma.
Lemma 3. Let (12) hold and let $N$ be a natural number. Assume that all the conditions of Lemma 2 are fulfilled except condition (11) which is replaced by

$$
\begin{equation*}
E\left(\sup _{N r \leq t \leq(N+1) r}|X(t)-k(t, X(t-r))|^{2}\right) \leq M_{0} e^{-\theta N}+\gamma(t), t \geq 0 \tag{13}
\end{equation*}
$$

Then, there exist positive real numbers $\rho>0$ and $M_{2}>0$ such that

$$
E\left(\sup _{N r \leq t \leq(N+1) r}|X(t)|^{2}\right) \leq M_{2} e^{-\rho N}+c_{0}, t \geq 0
$$

Proof. By Lemma 1 it follows that

$$
\begin{aligned}
& E\left(\sup _{N \leq t \leq N+1}|X(t)|^{2}\right) \\
& \leq \frac{1}{1-c} E\left(\sup _{N r \leq t \leq(N+1) r}|X(t)-k(t, X(t-r))|^{2}\right) \\
& +\frac{1}{c} E\left(\sup _{N r \leq t \leq(N+1) r}|k(t, X(t-r))|^{2}\right)
\end{aligned}
$$

Thus, we have

$$
\begin{aligned}
& E\left(\sup _{N r \leq t \leq(N+1) r}|X(t)|^{2}\right) \\
& \leq \frac{M_{0}}{1-c} e^{-\theta N r}+c E\left(\sup _{N r \leq t \leq(N+1) r}|X(t-r)|^{2}\right)+\frac{M_{\delta}}{c}+\frac{M_{\gamma}}{1-c}
\end{aligned}
$$

Since the real number $c$ satisfies $0<c<1$, we can choose $\mu>0$ such that

$$
0<\mu<\theta \text { and } 0<\mu<\frac{1}{r} \log \frac{1}{c} .
$$

Then we obtain that

$$
\begin{aligned}
E\left(\sup _{N r \leq t \leq(N+1) r}|X(t)|^{2}\right) & \leq \frac{M_{0}}{1-c}\left(\sum_{j=0}^{N-1}\left(c e^{\mu r}\right)^{j}\right) e^{-\mu N r} \\
& +c^{N} E\left(\sup _{N r \leq t \leq(N+1) r}|X(t-N r)|^{2}\right)+c_{0}\left(\sum_{j=0}^{N-1} c^{j}\right) .
\end{aligned}
$$

Thus, since $c^{N}<e^{-\mu N r}$, we obtain that

$$
\begin{aligned}
E\left(\sup _{N r \leq t \leq(N+1) r}|X(t)|^{2}\right) & \leq \frac{M_{0} e^{-\mu N r}}{(1-c)\left(1-c e^{\theta r}\right)}+c^{N} B_{1}+\frac{c_{0}}{1-c} \\
& \leq\left(\frac{M_{0}}{(1-c)\left(1-c e^{\mu r}\right)}+B_{1}\right) e^{-\mu N r}+\frac{c_{0}}{1-c}
\end{aligned}
$$

which completes the proof of the lemma.
Now, thanks to these previous lemmata, we can discuss the ultimate exponential boundedness and the exponential stability of the solutions to the neutral stochastic delay differential equation (2).
5. Exponential stability under a coercivity condition. It is known that some kind of coercivity conditions may play the rôle of stability criteria (see, e.g., [3] or [2]) in dealing with the analysis of stability of solutions to partial differential equations (either deterministic or stochastic). In this section we will show that the same is true in our neutral case. However, we will formulate this condition under an integral form which is, in fact, weaker. To this end, we assume that the operators in the neutral stochastic delay partial differential equation (2) satisfy the following condition:

There exists $m_{0}>0$ such that for each $m \in\left[0, m_{0}\right]$ there exist constants $\alpha_{1}(m)>$ $0, \alpha_{2}(m) \geq 0$ and a function $\xi(\cdot, m): \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$such that for all $T>0$ and all $u \in L^{2}(-r, T ; V) \cap C(-r, T ; H)$ it holds

$$
\begin{align*}
& \int_{t_{0}}^{t} e^{m s}\left[2\left\langle u(s)-k(s, u(s-r)), A(s) u(s)+f\left(s, u_{s}\right)\right\rangle+\left\|g\left(s, u_{s}\right)\right\|_{\mathcal{L}_{0}^{2}}^{2}\right] d s \\
& \leq-\alpha_{1}(m) \int_{t_{0}}^{t} e^{m s}\|u(s)\|^{2} d s+\alpha_{2}(m) \int_{t_{0}-r}^{t_{0}} e^{m s}\|u(s)\|^{2} d s+\xi(t, m) \tag{14}
\end{align*}
$$

for a.e. $t \in\left(t_{0}, T\right)$, and all $t_{0} \in[0, T]$. We assume in this section that $k(t, \cdot): H \rightarrow H$ is continuous, maps $V$ into itself, satisfies (10) and

$$
\begin{equation*}
\|k(t, u)\|^{2} \leq c^{2}\|u\|^{2}+\delta(t), 0<c<1, \text { for } u \in V \tag{15}
\end{equation*}
$$

for the same constant $c$ and function $\delta$ as in (10).
Remark 1. Observe that a stronger condition implying (14) is the following: There exist a constant $\alpha_{1}>0$ and a nonnegative function $\xi_{1}(\cdot)$ such that, for any $\phi \in C_{r}$ it follows

$$
\begin{equation*}
2\langle\phi(0)-k(t, \phi(-r)), A(t) \phi(0)+f(t, \phi)\rangle+\|g(t, \phi)\|_{\mathcal{L}_{0}^{2}}^{2} \leq-\alpha_{1}\|\phi(0)\|^{2}+\xi_{1}(t) \tag{16}
\end{equation*}
$$

Notice that (16) seems to be a strong condition since it indicates that the final value $\phi(0)$ plays a dominant rôle in the analysis, what in addition may restrict the possibilities for the operators $f$ and $g$. Nevertheless, some types of integral inequalities imposed on $f$ and $g$ allow that more general cases fall within this framework. Indeed, assume that $f$ and $g$ satisfy the following assumptions:
There exists $m_{0}>0$ such that for all $m \in\left[0, m_{0}\right], T>0$, and any $u, v \in$ $L^{2}(-r, T ; V) \cap C(-r, T ; H)$

$$
\begin{align*}
& \int_{t_{0}}^{t} e^{m s}| | f\left(s, u_{s}\right)-f\left(s, v_{s}\right) \|_{*}^{2} d s \leq L_{f}^{2} \int_{t_{0}-r}^{t} e^{m s}|u(s)-v(s)|^{2} d s  \tag{17}\\
& \int_{t_{0}}^{t} e^{m s}\left\|g\left(s, u_{s}\right)-g\left(s, v_{s}\right)\right\|_{\mathcal{L}_{0}^{2}}^{2} d s \leq L_{g}^{2} \int_{t_{0}-r}^{t} e^{m s}|u(s)-v(s)|^{2} d s \tag{18}
\end{align*}
$$

We remark that these conditions are fulfilled for functions $f, g$ which contain constant, variable or distributed bounded delays (see [4] for some illustrative examples). In addition, let us suppose that $k$ satisfies (10), (15) and that $A$ satisfies (C) with $\lambda=0$ (or with $\alpha-\lambda \lambda_{1}^{-1}>0$ ). Then

$$
\begin{aligned}
I= & \int_{t_{0}}^{t} e^{m s}\left[2\left\langle u(s)-k(s, u(s-r)), A(s) u(s)+f\left(s, u_{s}\right)\right\rangle+\left\|g\left(s, u_{s}\right)\right\|_{\mathcal{L}_{0}^{2}}^{2}\right] d s \\
\leq & \int_{t_{0}}^{t} 2 e^{m s}\langle u(s), A(s) u(s)\rangle d s+\int_{0}^{t} 2 e^{m s}\left\langle u(s), f\left(s, u_{s}\right)\right\rangle d s \\
& -\int_{t_{0}}^{\int_{0}^{t} 2 e^{m s}\langle k(s, u(s-r)), A(s) u(s)\rangle d s} \\
& -\int_{t_{0}}^{\int_{0}^{t} 2 e^{m s}\left\langle k(s, u(s-r)), f\left(s, u_{s}\right)\right\rangle d s+\int_{t_{0}}^{t} e^{m s}\left\|g\left(s, u_{s}\right)\right\|_{\mathcal{L}_{0}^{2}}^{2} d s} \\
\leq & -\alpha \int_{t_{0}}^{t} e^{m s}\|u(s)\|^{2} d s+\underbrace{\int_{t_{0}}^{t} 2 e^{m s}\|u(s)\|\left\|f\left(s, u_{s}\right)\right\|_{*} d s}_{=I_{2}} \\
& +\underbrace{\int_{t_{0}}^{t} 2 e^{m s}\|k(s, u(s-r)) \mid\|\|A(s) u(s)\|_{*} d s}_{=I_{3}} \\
& +\underbrace{\int_{t_{0}}^{t} 2 e^{m s}\|k(s, u(s-r)) \mid\|\left\|f\left(s, u_{s}\right)\right\|_{*} d s}_{=I_{4}}+\underbrace{\int_{t}^{t} e^{m s}\left\|g\left(s, u_{s}\right)\right\|_{\mathcal{L}_{0}^{2}}^{2} d s}_{t_{0}}
\end{aligned}
$$

Let us now estimate the integrals $I_{i}, \quad i=1,2,3,4$, by using the assumptions on $A, f, g, k$, and Hölder's and Young's inequalities. To start, we assume that $A(\cdot) \in$ $L^{\infty}\left((0,+\infty), \mathcal{L}\left(V, V^{*}\right)\right)$ and denote $a=\|A\|_{L^{\infty}\left((0,+\infty), \mathcal{L}\left(V, V^{*}\right)\right)}$.
First, for positive constants $l_{1}>0, l_{2}>0$, to be chosen later, we have

$$
\begin{aligned}
I_{1} \leq & \int_{t_{0}}^{t} e^{m s}\left(l_{1}\|u(s)\|^{2}+\frac{1}{l_{1}}\left\|f\left(s, u_{s}\right)\right\|_{*}^{2}\right) d s \\
\leq & l_{1} \int_{t_{0}}^{t} e^{m s}\|u(s)\|^{2} d s+\frac{2}{l_{1}} \int_{t_{0}}^{t} e^{m s}\left(\left\|f\left(s, u_{s}\right)-f(s, 0)\right\|_{*}^{2}+\|f(s, 0)\|_{*}^{2}\right) d s \\
\leq & l_{1} \int_{t_{0}}^{t} e^{m s}\|u(s)\|^{2} d s+\frac{2 \lambda_{1}^{-1} L_{f}^{2}}{l_{1}} \int_{t_{0}-r}^{t} e^{m s}\|u(s)\|^{2} d s+\frac{2}{l_{1}} \int_{t_{0}}^{t} e^{m s}\|f(s, 0)\|_{*}^{2} d s \\
\leq & \left(l_{1}+\frac{2 \lambda_{1}^{-1} L_{f}^{2}}{l_{1}}\right) \int_{t_{0}}^{t} e^{m s}\|u(s)\|^{2} d s \\
& +\underbrace{\frac{2 \lambda_{1}^{-1} L_{f}^{2}}{l_{1}}}_{=\alpha_{21}(m)} \int_{t_{0}-r}^{t_{0}} e^{m s}\|u(s)\|^{2} d s+\underbrace{\frac{2}{l_{1}} \int_{t_{0}}^{t} e^{m s}\|f(s, 0)\|_{*}^{2} d s}_{=\xi_{1}(t, m)}
\end{aligned}
$$

and

$$
\begin{aligned}
I_{2} \leq & \int_{t_{0}}^{t} e^{m s}\left(l_{2}\|k(s, u(s-r))\|^{2}+\frac{1}{l_{2}}\|A(s) u(s)\|_{*}^{2}\right) d s \\
\leq & l_{2} \int_{t_{0}}^{t} e^{m s}\|k(s, u(s-r))\|^{2} d s+\frac{a^{2}}{l_{2}} \int_{t_{0}}^{t} e^{m s}\|u(s)\|^{2} d s \\
\leq & \frac{a^{2}}{l_{2}} \int_{t_{0}}^{t} e^{m s}\|u(s)\|^{2} d s+l_{2} \int_{t_{0}}^{t} e^{m s}\left(c^{2}\|u(s-r)\|^{2}+\delta(s)\right) d s \\
\leq & \left(\frac{a^{2}}{l_{2}}+c^{2} l_{2} e^{m r}\right) \int_{t_{0}}^{t} e^{m s}\|u(s)\|^{2} d s+\underbrace{l_{2} \int_{t_{0}}^{t} e^{m s} \delta(s) d s}_{=\xi_{2}(t, m)} \\
& +\underbrace{l_{2} c^{2} e^{m r}}_{=\alpha_{22}(m)} \int_{t_{0}-r}^{t_{0}} e^{m s}\|u(s)\|^{2} d s
\end{aligned}
$$

As for $I_{3}$, we choose another positive constant $l_{3}$ and observe that

$$
\begin{aligned}
I_{3} & \leq \int_{t_{0}}^{t} e^{m s}\left(l_{3}\|k(s, u(s-r))\|^{2}+\frac{1}{l_{3}}\left\|f\left(s, u_{s}\right)\right\|_{*}^{2}\right) d s \\
& \leq l_{3} \int_{t_{0}}^{t} e^{m s}\left(c^{2}\|u(s-r)\|^{2}+\delta(s)\right) d s+\frac{1}{l_{3}} \int_{t_{0}}^{t} e^{m s}\left\|f\left(s, u_{s}\right)\right\|_{*}^{2} d s \\
& \leq c^{2} e^{m r} l_{3} \int_{t_{0}}^{t} e^{m s}\|u(s)\|^{2} d s+\frac{1}{l_{3}} \int_{t_{0}}^{t} e^{m s}\left\|f\left(s, u_{s}\right)\right\|_{*}^{2} d s
\end{aligned}
$$

$$
\begin{aligned}
& +l_{3} \int_{t_{0}}^{t} e^{m s} \delta(s) d s+l_{3} c^{2} e^{m r} \int_{t_{0}-r}^{t_{0}} e^{m s}\|u(s)\|^{2} d s \\
\leq & c^{2} e^{m r} l_{3} \int_{t_{0}}^{t} e^{m s}\|u(s)\|^{2} d s+\frac{2 \lambda_{1}^{-1} L_{f}^{2}}{l_{3}} \int_{t_{0}-r}^{t} e^{m s}\|u(s)\|^{2} d s \\
& +\frac{2}{l_{3}} \int_{t_{0}}^{t} e^{m s}\|f(s, 0)\|_{*}^{2} d s \\
& +l_{3} \int_{t_{0}}^{t} e^{m s} \delta(s) d s+l_{3} c^{2} e^{m r} \int_{t_{0}-r}^{t_{0}} e^{m s}\|u(s)\|^{2} d s \\
\leq & \left(c^{2} e^{m r} l_{3}+\frac{2 \lambda_{1}^{-1} L_{f}^{2}}{l_{3}}\right) \int_{t_{0}}^{t} e^{m s}\|u(s)\|^{2} d s \\
& +\underbrace{\left(\frac{2 \lambda_{1}^{-1} L_{f}^{2}}{l_{3}}+l_{3} c^{2} e^{m r}\right) \int_{t_{0}-r}^{t_{0}} e^{m s}\|u(s)\|^{2} d s}_{=\xi_{3}(t, m)} \\
& +\underbrace{l_{3} \int_{t_{0}}^{t}}_{\int_{t_{0}}^{t} e^{m s}\|f(s, 0)\|_{*}^{2} d s+l_{3} \int_{t_{0}}^{t} e^{m s} \delta(s) d s}
\end{aligned}
$$

and, finally, we have for $I_{4}$ that

$$
\begin{aligned}
I_{4}= & \int_{t_{0}}^{t} e^{m s}\left\|g\left(s, u_{s}\right)\right\|_{\mathcal{L}_{0}^{2}}^{2} d s \\
\leq & 2 \int_{t_{0}}^{t} e^{m s}\left(\left\|g\left(s, u_{s}\right)-g(s, 0)\right\|_{\mathcal{L}_{0}^{2}}^{2}+\|g(s, 0)\|_{\mathcal{L}_{0}^{2}}^{2}\right) d s \\
\leq & 2 L_{g}^{2} \lambda_{1}^{-1} \int_{t_{0}-r}^{t} e^{m s}\|u(s)\|^{2} d s+2 \int_{t_{0}}^{t} e^{m s}\|g(s, 0)\|_{\mathcal{L}_{0}^{2}}^{2} d s \\
\leq & 2 L_{g}^{2} \lambda_{1}^{-1} \int_{t_{0}}^{t} e^{m s}\|u(s)\|^{2} d s \\
& +\underbrace{2 L_{g}^{2} \lambda_{1}^{-1}}_{=\alpha_{24}(m)} \int_{t_{0}-r}^{t_{0}} e^{m s}\|u(s)\|^{2} d s+\underbrace{2 \int_{t_{0}}^{t} e^{m s}\|g(s, 0)\|_{\mathcal{L}_{0}^{2}}^{2} d s}_{=\xi_{4}(t, m)}
\end{aligned}
$$

Consequently, for any choice of positive constants $l_{1}, l_{2}$ and $l_{3}$ we have that

$$
\begin{aligned}
I & \leq \int_{t_{0}}^{t} e^{m s}\left(\left[-\alpha+C\left(l_{1}, l_{2}, l_{3}, m, L_{f}, L_{g}, \lambda_{1}, r\right)\right]\|u(s)\|^{2}\right) d s \\
& +\alpha_{2}(m) \int_{t_{0}-r}^{t_{0}} e^{m s}\|u(s)\|^{2} d s+\xi(t, m)
\end{aligned}
$$

where

$$
\begin{aligned}
C\left(l_{1}, l_{2}, l_{3}, m, L_{f}, L_{g}, \lambda_{1}, r\right) & =l_{1}+2 \lambda_{1}^{-1} L_{f}^{2}\left(\frac{1}{l_{1}}+\frac{1}{l_{3}}\right)+\frac{a^{2}}{l_{2}}+\left(l_{2}+l_{3}\right) c^{2} e^{m r}+2 L_{g}^{2} \lambda_{1}^{-1} \\
\alpha_{2}(m) & =\sum_{i=1}^{4} \alpha_{2 i}(m) \quad \text { and } \quad \xi(t, m)=\sum_{i=1}^{4} \xi_{i}(t, m)
\end{aligned}
$$

So, for any suitable choice of the constants $l_{i}$ we can have different assumptions on the coefficients of our problem so that $-\alpha_{1}(m)=-\alpha+C\left(l_{1}, l_{2}, l_{3}, m, L_{f}, L_{g}, \lambda_{1}, r\right)<$ 0 , and thus assumption (14) is satisfied. Observe that the best chioce for these constants (i.e. the ones which impose less restrictions on the smallness of operators $f, g$ and $k$ is achieved when

$$
l_{1}=\sqrt{2} \lambda_{1}^{-1 / 2} L_{f}, \quad l_{2}=a c^{-1} e^{-m r / 2}, \quad l_{3}=\sqrt{2} \lambda_{1}^{-1 / 2} L_{f} c^{-1} e^{-m r / 2}
$$

what yields that

$$
\begin{equation*}
-\alpha_{1}(m)=-\alpha+2 \sqrt{2} \lambda_{1}^{-1 / 2} L_{f}\left(1+c e^{m r / 2}\right)+2 a c e^{m r / 2}+2 L_{g}^{2} \lambda_{1}^{-1} \tag{19}
\end{equation*}
$$

Now, it is clear that there exists $m_{0}>0$ such that (19) holds for all $m \in\left[0, m_{0}\right]$ provided that

$$
-\alpha+2 \sqrt{2} \lambda_{1}^{-1 / 2} L_{f}(1+c)+2 a c+2 L_{g}^{2} \lambda_{1}^{-1}<0
$$

Then we have
Lemma 4. Assume (14), (15) and (10) with $\alpha_{1}(m) \geq \widetilde{\alpha}_{1}>0$ for all $m \in\left[0, m_{0}\right]$. Assume that the function $\delta$ in (10) and $\xi(\cdot, m)$ in (14) are bounded and that, for any initial value $\varphi \in M_{\mathcal{F}_{0}}^{2}(-r, 0 ; V) \cap L^{2}\left(\Omega ; C_{r}\right)$ the corresponding solution $X(\cdot)$ to (2) is globally defined in the future. Then, there exists $\theta \in(0, \rho)$, and two nonnegative constants $M_{2}, M_{3}>0$ (which may depend on the initial datum $\varphi$ ) such that

$$
E|X(t)-k(t, X(t-r))|^{2} \leq M_{2} e^{-\theta t}+M_{3}, \quad \text { for all } t \geq 0
$$

If, in addition, the function $\delta(\cdot)$ has subexponential decay to zero as $t$ goes to $\infty$, i.e. if there exist constants $\widetilde{\delta}>0$ and $\rho>0$ such that

$$
\begin{equation*}
\delta(t) \leq \widetilde{\delta} e^{-\rho t}, t \geq 0 \tag{20}
\end{equation*}
$$

then, without loss of generality we assume $\theta<\rho$ and, there exists a constant $M_{4}>0$ such that

$$
E|X(t)-k(t, X(t-r))|^{2} \leq M_{4} e^{-\theta t} \quad \text { for all } t \geq 0
$$

Proof. Let $X(t)$ be the solution to (2) corresponding to the initial value $\varphi$. By the condition of the theorem we can choose $\theta \in(0, \rho)$ such that

$$
-\widetilde{\alpha}_{1} \lambda_{1}+2 \theta e^{r \theta}\left(1+c^{2}\right)<0
$$

Then, applying Itô's formula to the process $e^{\theta t}|X(t)-k(t, X(t-r))|^{2}$ we obtain

$$
\begin{aligned}
d\left[e^{\theta t} \mid X(t)\right. & \left.-\left.k(t, X(t-r))\right|^{2}\right] \\
& =\theta e^{\theta t}|X(t)-k(t, X(t-r))|^{2} d t \\
& +e^{\theta t} d\left[|X(t)-k(t, X(t-r))|^{2}\right] \\
& =e^{\theta t}\left[\theta|X(t)-k(t, X(t-r))|^{2}+\left\|g\left(t, X_{t}\right)\right\|_{\mathcal{L}_{0}^{2}}^{2}\right] d t \\
& +2 e^{\theta t}\left\langle X(t)-k(t, X(t-r)), A(t) X(t)+f\left(t, X_{t}\right)\right\rangle d t \\
& +2 e^{\theta t}\left(X(t)-k(t, X(t-r)), g\left(t, X_{t}\right) d W(t)\right) .
\end{aligned}
$$

Integrating, taking expectation and taking into account condition (14) we have

$$
\begin{aligned}
& e^{\theta t} E|X(t)-k(t, X(t-r))|^{2} \\
& =E|\varphi(0)-k(0, \varphi(-r))|^{2}+\int_{0}^{t} e^{\theta s}\left[\theta E|X(s)-k(s, X(s-r))|^{2}+E\left\|g\left(s, X_{s}\right)\right\|_{\mathcal{L}_{0}^{2}}^{2}\right] d s \\
& +\int_{0}^{t} 2 e^{\theta s} E\left\langle X(s)-k(s, X(s-r)), A(s) X(s)+f\left(s, X_{s}\right)\right\rangle d s \\
& \leq E|\varphi(0)-k(0, \varphi(-r))|^{2}+\int_{0}^{t} e^{\theta s} \theta E|X(s)-k(s, X(s-r))|^{2} d s \\
& -\alpha_{1}(\theta) \int_{0}^{t} e^{\theta s} E| | X(s)\left\|^{2} d s+\alpha_{2}(\theta) \int_{-r}^{0} e^{\theta s} E\right\| \varphi(s) \|^{2} d s+\xi(t, \theta) \\
& \leq E|\varphi(0)-k(0, \varphi(-r))|^{2}+2 e^{r \theta} c^{2} \theta \int_{-r}^{0} e^{\theta s} E|\varphi(s)|^{2} d s+\alpha_{2}(\theta) \int_{-r}^{0} e^{\theta s} E\|\varphi(s)\|^{2} d s \\
& +\xi(t, \theta)+\int_{0}^{t} e^{\theta s}\left[-\alpha_{1}(\theta) E\|X(s)\|^{2}+2 \theta e^{r \theta}\left(1+c^{2}\right) E|X(s)|^{2}+2 \theta e^{r \theta} \delta(s)\right] d s \\
& \leq E|\varphi(0)-k(0, \varphi(-r))|^{2}+2 e^{r \theta} c^{2} \theta \int_{-r}^{0} e^{\theta s} E|\varphi(s)|^{2} d s+\alpha_{2}(\theta) \int_{-r}^{0} e^{\theta s} E\|\varphi(s)\|^{2} d s \\
& \left.+\xi(t, \theta)+\int_{0}^{t} e^{\theta s}\left[\left[-\alpha_{1}(\theta) \lambda_{1}+2 \theta e^{r \theta}\left(1+c^{2}\right)\right] E|X(s)|^{2}+2 \theta e^{r \theta} \delta(s)\right]\right] d s \\
& \leq E|\varphi(0)-k(0, \varphi(-r))|^{2}+2 e^{r \theta} c^{2} \theta \int_{-r}^{0} e^{\theta s} E|\varphi(s)|^{2} d s \\
& +\alpha_{2}(\theta) \int_{-r}^{0} e^{\theta s} E\|\varphi(s)\|^{2} d s+\xi(t, \theta)+2 \theta e^{r \theta} \int_{0}^{t} e^{\theta s} \delta(s) d s
\end{aligned}
$$

If we now assume that $\delta(\cdot)$ and $\xi(\cdot, \theta)$ are bounded functions, then it follows that the existence of constants $M_{2}$ and $M_{3}$ such that

$$
E|X(t)-k(t, X(t-r))|^{2} \leq M_{2} e^{-\theta t}+M_{3}, \quad \text { for all } t \geq 0
$$

If, in addition, we assume that (20) holds, we then obtain that there exists a constant $M_{4}>0$ such that

$$
E|X(t)-k(t, X(t-r))|^{2} \leq M_{4} e^{-\theta t}, \text { for all } t \geq 0
$$

Hence, the proof of the lemma is complete.
On account of Lemma 2 and Lemma 4 we have the following moment exponential stability theorem.

Theorem 3. Assume that conditions (14) and (10) are satisfied with $\alpha_{1}(m) \geq$ $\widetilde{\alpha}_{1}>0$ for all $m \in\left[0, m_{0}\right]$. If the initial datum $\varphi$ satisfies $E \int_{-r}^{0}\|\varphi(s)\|^{2} d s<\infty$, and $\xi(\cdot, m), \delta(\cdot)$ are bounded functions (as in Lemma 4), then its associate solution $X(\cdot)$ to (2) is exponentially ultimately bounded in mean square. If furthermore, condition (20) is satisfied, then any solution $X(t)$ converges to zero exponentially in mean square.

Now, before establishing a sufficient condition for the exponential stability with probability one of the solutions to (2), we need an auxiliary technical lemma.

Lemma 5. Assume that conditions (14), (15), (10) and (20) are satisfied. Then, there exists a constant $\theta>0$ such that any solution $X(\cdot)$ to problem (2) satisfies

$$
\int_{\tau}^{t} E\|X(s)\|^{2} d s \leq C e^{-\theta \tau}, \quad \text { for all } 0 \leq \tau \leq t<+\infty
$$

where the constant $C \geq 0$ may depend on the initial datum associated to the solution $X(\cdot)$.

Proof. First, let us choose $\theta>0$ as in the proof of Lemma 4. Then we can choose $\alpha_{3}(\theta)>0$ and $\alpha_{4}(\theta)>0$ such that $\alpha_{1}(\theta)=\alpha_{3}(\theta)+\alpha_{4}(\theta)$ and $-\alpha_{3}(\theta) \lambda_{1}+2 \theta e^{r \theta}(1+$ $\left.c^{2}\right)<0$. Thus, it follows that

$$
\begin{aligned}
& e^{\theta t} E|X(t)-k(t, X(t-r))|^{2}+\alpha_{4}(\theta) \int_{0}^{t} e^{\theta s} E\|X(s)\|^{2} d s \\
& \quad \leq E|\varphi(0)-k(0, \varphi(-r))|^{2}+2 e^{r \theta} c^{2} \theta \int_{-r}^{0} e^{\theta s} E|\varphi(s)|^{2} d s \\
& \quad+\alpha_{2}(\theta) \int_{-r}^{0} e^{\theta s} E\|\varphi(s)\|^{2} d s+\xi(t, \theta)+2 \theta e^{r \theta} \int_{0}^{t} e^{\theta s} \delta(s) d s
\end{aligned}
$$

So, for this positive $\theta$ we have that

$$
\int_{0}^{t} e^{\theta s} E\|X(s)\|^{2} d s \leq C, \quad \text { for all } t \geq 0
$$

Then, for $0 \leq \tau<t$, we easily conclude that

$$
e^{\theta \tau} \int_{\tau}^{t} E\|X(s)\|^{2} d s \leq \int_{\tau}^{t} e^{\theta s} E\|X(s)\|^{2} d s \leq \int_{0}^{t} e^{\theta s} E\|X(s)\|^{2} d s \leq C
$$

and the proof is now complete.

Theorem 4. Assume that conditions (14), (15), (10) and (20) are satisfied. In addition, assume that

$$
\int_{t_{0}}^{t}\left\|g\left(s, u_{s}\right)\right\|_{\mathcal{L}_{0}^{2}}^{2} d s \leq g_{0} \int_{t_{0}}^{t}|u(s)|^{2} d s+g_{1} \int_{t_{0}-r}^{t_{0}}\|u(s)\|^{2} d s+g_{2} e^{-\rho_{3} t}
$$

for some $\rho_{3}>0, g_{0}>0, g_{1}, g_{2} \geq 0$, and for every $u \in C(-r,+\infty ; H), t \geq 0$, and that there exist $\widetilde{\xi} \geq 0$ and $\rho>0$ such that

$$
\begin{equation*}
\xi(t, 0) \leq \widetilde{\xi} e^{-\rho t}, \quad \text { for all } t \geq 0 \tag{21}
\end{equation*}
$$

Then, for any initial datum $\varphi$, the corresponding solution $X(\cdot)$ to (2) converges to zero exponentially almost surely. That is, there exist constants $\rho>0$ (independent of $\varphi$ ), $M_{1}>0$, and a $T(\omega)>0$ (which may depend both on $\varphi$ ) such that for a.e. $\omega \in \Omega$

$$
|X(t)|^{2} \leq M_{1} e^{-\rho t}, \text { for } t \geq T(\omega)
$$

Proof. Let $X(t)$ be any fixed solution to (2). Let $N$ be a natural number. By the Itô formula we have for any $t \geq N r$

$$
\begin{aligned}
|X(t)-k(t, X(t-r))|^{2}= & |X(N r)-k(N r, X(N r-r))|^{2} \\
& +2 \int_{N r}^{t}\left\langle X(s)-k(s, X(s-r)), A(s) X(s)+f\left(s, X_{s}\right)\right\rangle d s \\
& +\int_{N r}^{t}\left\|g\left(s, X_{s}\right)\right\|_{\mathcal{L}_{0}^{2}}^{2} \\
& +2 \int_{N r}^{t}\left(X(s)-k(s, X(s-r)), g\left(s, X_{s}\right) d W(s)\right)
\end{aligned}
$$

By (14) it follows

$$
\begin{aligned}
|X(t)-k(t, X(t-r))|^{2} \leq & |X(N r)-k(N r, X(N r-r))|^{2} \\
& -\alpha_{1}(0) \int_{N r}^{t}\|X(s)\|^{2} d s+\alpha_{2}(0) \int_{N r-r}^{N r}\|X(s)\|^{2} d s \\
& +\xi(t, 0)+2 \int_{N r}^{t}\left(X(s)-k(s, X(s-r)), g\left(s, X_{s}\right) d W(s)\right) \\
\leq & |X(N r)-k(N r, X(N r-r))|^{2}+\alpha_{2}(0) \int_{N r-r}^{N r}\|X(s)\|^{2} d s \\
& +\xi(t, 0)+2 \int_{N r}^{t}\left(X(s)-k(s, X(s-r)), g\left(s, X_{s}\right) d W(s)\right)
\end{aligned}
$$

Next, by the Burkhölder-Davis-Gundy lemma

$$
\begin{aligned}
& 2 E\left(\sup _{N r \leq t \leq(N+1) r}\left|\int_{N r}^{t}\left(X(s)-k(s, X(s-r)), g\left(s, X_{s}\right) d W(s)\right)\right|\right) \\
& \leq n_{2} \int_{N r}^{(N+1) r} E\left\|g\left(s, X_{s}\right)\right\|_{\mathcal{L}_{0}^{2}}^{2} d s \\
& +\frac{1}{2} E\left(\sup _{N r \leq t \leq(N+1) r}|X(t)-k(t, X(t-r))|^{2}\right) \\
& \left.\leq\left. n_{2}\left[\int_{N r}^{(N+1) r} g_{0} E \mid X(s)\right)\right|^{2} d s+g_{1} \int_{N r-r}^{N r} E\|X(s)\|^{2} d s+g_{2} e^{-\rho_{3}(N+1) r}\right] \\
& +\frac{1}{2} E\left(\sup _{N r \leq t \leq(N+1) r}|X(t)-k(t, X(t-r))|^{2}\right)
\end{aligned}
$$

where $n_{2}>0$ is a suitable constant. Then, we have

$$
\begin{aligned}
& E\left(\sup _{N r \leq t \leq(N+1) r}|X(t)-k(t, X(t-r))|^{2}\right) \\
& \leq 2 E|X(N r)-k(N r, X(N r-r))|^{2} \\
& \left.\quad+\left.2 n_{2}\left[\int_{N r}^{(N+1) r} g_{0} E \mid X(s)\right)\right|^{2} d s+g_{1} \int_{N r-r}^{N r} E\|X(s)\|^{2} d s+g_{2} e^{-\rho_{3}(N+1) r}\right] \\
& \quad+\sup _{t \in[N r,(N+1) r]} \xi(t, 0)
\end{aligned}
$$

Therefore by condition (21), Lemma 2, Lemma 4 and Lemma 5, there exist positive real numbers $M_{5}>0, \rho_{1}>0$ such that

$$
E\left(\sup _{N r \leq t \leq(N+1) r}|X(t)-k(t, X(t-r))|^{2}\right) \leq M_{5} e^{-\rho_{1} N}
$$

Thus by Lemma 3 we obtain that

$$
E\left(\sup _{N r \leq t \leq(N+1) r}|X(t)|^{2}\right) \leq M_{4} e^{-\rho_{2} N}, M_{4}>0, \rho_{2}>0
$$

Now, thanks to the Borel Cantelli lemma, it is a standard matter to prove the pathwise exponential stability.

As a corollary of our previous results (i.e. by simply setting $k=0$ ) we can establish a result for the exponential stability of solutions to the following stochastic delay partial differential equation (see [2] for similar results)

$$
\begin{align*}
d X(t) & \left.=[A(t) X(t))+f\left(t, X_{t}\right)\right] d t+g\left(t, X_{t}\right) d W(t)  \tag{22}\\
X(t) & =\varphi(s),-r \leq t \leq 0 \tag{23}
\end{align*}
$$

where $E \int_{-r}^{0}\|\varphi(s)\|^{2} d s<\infty$ and the function $g$ satisfies the same condition as in Theorem 4. Then we have

Corollary 1. Let $\alpha_{1}, \eta>0$ and $\xi_{1}(t)=\delta_{0}(t) e^{-\eta t}$ with $\delta_{0}(t)$ a bounded integrable function. Assume that there exists $m_{0}>0$ such that for all $m \in\left[0, m_{0}\right], T>0$, and any $u \in L^{2}(-r, T ; V) \cap C(-r, T ; H)$ the following inequality holds:

$$
\begin{aligned}
\int_{t_{0}}^{t} e^{m s}[2 & \left.\left\langle u(s), A(s) u(s)+f\left(s, u_{s}\right)\right\rangle+\left\|g\left(s, u_{s}\right)\right\|_{\mathcal{L}_{0}^{2}}^{2}\right] d s \\
& \leq-\int_{t_{0}}^{t} e^{m s} \alpha_{1}(m)\|u(s)\|^{2} d s+\int_{t_{0-r}}^{t_{0}} e^{m s} \alpha_{2}(m)\|u(s)\|^{2} d s+\xi_{1}(t)
\end{aligned}
$$

for a.e. $t \in\left(t_{0}, T\right)$, and all $t_{0} \in[0, T)$. Then, any solution to the stochastic delay partial differential equation (22)-(23) converges to zero exponentially almost surely.

Remark 2. The reader is referred to the papers [2], [3] in order to compare Corollary 1 with the results in these papers.
6. An example. Although we could consider several applications to show how our theory can be applied, we have preferred to treat a simple situation in which a usual coercivity condition (which is easier to check than the integral condition (14)) ensures the asymptotic behaviour of the model. Indeed, let us consider the problem

$$
\begin{aligned}
& d[X(t)-k(t, X(t-r))]=[A(t) X(t)+f(t, X(t-r))] d t+g(t, X(t)) d W(t) \\
& X(t)=\varphi(s),-r \leq t \leq 0
\end{aligned}
$$

where $A$ and $k$ satisfy the assumptions in the previous sections, $f: \mathbb{R}^{+} \times H \rightarrow V^{*}$ and $g: H \rightarrow \mathcal{L}_{0}^{2}(K, H)$ are Lipschitz continuous and it holds

$$
\begin{align*}
& 2\langle u-k(t, v), A(t) u+f(t, v)\rangle+\|g(t, u)\|_{\mathcal{L}_{0}^{2}}^{2}  \tag{24}\\
& \quad \leq-\alpha_{1}\|u\|^{2}+\alpha_{2}|u|^{2}+\beta_{1}\|v\|^{2}+\beta_{2}|v|^{2}+\xi_{1}(t)
\end{align*}
$$

for $u, v \in V$ where $\alpha_{1}>\beta_{1} \geq 0$ and $\alpha_{2}, \beta_{2} \geq 0$. If we assume that $\left(\alpha_{1}-\beta_{1}\right) \lambda_{1}>$ $\alpha_{2}+\beta_{2}$, then (24) implies (14) since for any $u \in L^{2}(-r, T ; V) \cap C(-r, T ; H)$ it follows

$$
\begin{aligned}
& \int_{t_{0}}^{t} e^{m s}\left[2\langle u(s)-k(s, u(s-r)), A(s) u(s)+f(s, u(s-r))\rangle+\|g(s, u(s))\|_{\mathcal{L}_{0}^{2}}^{2}\right] d s \\
& \leq \int_{t_{0}}^{t} e^{m s}\left(-\alpha_{1}\|u(s)\|^{2}+\alpha_{2}|u(s)|^{2}+\beta_{1}\|u(s-r)\|^{2}+\beta_{2}|u(s-r)|^{2}+\xi_{1}(s)\right) d s \\
& \leq \int_{t_{0}}^{t} e^{m s}\left(-\alpha_{1}\|u(s)\|^{2}+\alpha_{2}|u(s)|^{2}+\xi_{1}(s)\right) d s \\
& +\int_{t_{0}}^{t} e^{m s}\left(\beta_{1}\|u(s-r)\|^{2}+\beta_{2}|u(s-r)|^{2}\right) d s \\
& \leq \int_{t_{0}}^{t} e^{m s}\left(-\alpha_{1}\|u(s)\|^{2}+\alpha_{2} \lambda_{1}^{-1}\|u(s)\|^{2}+\xi_{1}(s)\right) d s \\
& +e^{m r} \int_{t_{0}-r}^{t-r} e^{m s}\left(\beta_{1}\|u(s)\|^{2}+\beta_{2}|u(s)|^{2}\right) d s \\
& \leq \int_{t_{0}}^{t} e^{m s}\left(\left(-\alpha_{1}+\alpha_{2} \lambda_{1}^{-1}\right)\|u(s)\|^{2}+\xi_{1}(s)\right) d s \\
& +e^{m r} \int_{t_{0-r}}^{t-r} e^{m s}\left(\beta_{1}+\beta_{2} \lambda_{1}^{-1}\right)\|u(s)\|^{2} d s \\
& \leq \int_{t_{0}}^{t} e^{m s}\left(\left(-\alpha_{1}+\alpha_{2} \lambda_{1}^{-1}+e^{m r}\left(\beta_{1}+\beta_{2} \lambda_{1}^{-1}\right)\right)\|u(s)\|^{2}+\xi_{1}(s)\right) d s \\
& +e^{m r} \int_{t_{0}-r}^{t_{0}} e^{m s}\left(\beta_{1}+\beta_{2} \lambda_{1}^{-1}\right)\|u(s)\|^{2} d s \\
& \leq \int_{t_{0}}^{t} e^{m s}\left(\left(-\alpha_{1}+\alpha_{2} \lambda_{1}^{-1}+e^{m r}\left(\beta_{1}+\beta_{2} \lambda_{1}^{-1}\right)\right)\|u(s)\|^{2}\right) d s \\
& +\int_{t_{0}}^{t} e^{m s} \xi_{1}(s) d s+\left(\beta_{1}+\beta_{2} \lambda_{1}^{-1}\right) e^{m r} \int_{t_{0}-r}^{t_{0}} e^{m s}\|u(s)\|^{2} d s
\end{aligned}
$$

As $\left(\alpha_{1}-\beta_{1}\right) \lambda_{1}>\alpha_{2}+\beta_{2}$, there exists $m_{0}>0$ such that for all $m \in\left[0, m_{0}\right)$ we have that
$-\alpha_{1}+\alpha_{2} \lambda_{1}^{-1}+e^{m r}\left(\beta_{1}+\beta_{2} \lambda_{1}^{-1}\right)=-\left(\alpha_{1}-e^{m r} \beta_{1}-\lambda_{1}^{-1}\left(\alpha_{2}+e^{m r} \beta_{2}\right)\right)=-\alpha_{1}(m)<0$.

On the other hand, setting

$$
\alpha_{2}(m)=\left(\beta_{1}+\beta_{2} \lambda_{1}^{-1}\right) e^{m r} \quad \text { and } \quad \xi(t, m)=\int_{0}^{t} e^{m s} \xi_{1}(s) d s
$$

we have the desired conclusion. Now, if

$$
\begin{equation*}
-\alpha_{1}+\alpha_{2} \lambda_{1}^{-1}+\beta_{1}+\beta_{2} \lambda_{1}^{-1}<0 \tag{25}
\end{equation*}
$$

it is obvious that there exists $m_{0}>0$ such that for all $m \in\left[0, m_{0}\right]$ it follows that $\alpha_{1}(m)>0$ and our theory can be applied to ensure exponential stability of our problem.

Finally, we will especialise this situation to a more explicit one. Indeed, let $H=L^{2}(0, \pi), V=H_{0}^{1}(0, \pi)$ and $V^{*}=H^{-1}(0, \pi)$, with the usual norms in the spaces $H$ and $V$ defined as $|\xi|=\left(\int_{0}^{\pi} \xi^{2}(x) d x\right)^{1 / 2}$ for $\xi \in H$, and $\|u\|=\left(\int_{0}^{\pi}\left(\frac{\partial u}{\partial x}\right)^{2} d x\right)^{1 / 2}$ for $u \in V$, respectively.

Let us define

$$
A(t)=\frac{\partial}{\partial x}\left(a(t, x) \frac{\partial}{\partial x}\right)
$$

where $a(t, x)$ is measurable in $(0,+\infty) \times(0, \pi)$, and satisfies

$$
0<\nu \leq a(t, x) \leq \alpha \quad \text { in }(0,+\infty) \times(0, \pi)
$$

The family of operators $A(t)$ satisfies $A(\cdot) \in L^{\infty}\left(0, T ; \mathcal{L}\left(V, V^{*}\right)\right.$ ) for all $T>0$, and it is known that

$$
\langle A(t) u, u\rangle \leq-\nu\|u\|^{2}, \quad u \in V
$$

and $\lambda_{1}=1$.
Consider the following neutral stochastic delay differential equation.

$$
\left\{\begin{array}{l}
d(X(t, x)-c X(t-r, x))  \tag{26}\\
\quad=\frac{\partial}{\partial x}\left(a(t, x) \frac{\partial X(t, x)}{\partial x}\right)+b X(t-r, x)+g(t, X(t, x)) d W(t) \\
X(t, 0)=X(t, \pi)=0, t \geq 0 \\
X(t, x)=\varphi(t, x), \quad t \in[-r, 0]
\end{array}\right.
$$

where $W(t)$ is a cylindrical Wiener process with values in $L^{2}(0, \pi), \varphi(t)$ is an adequate continuous square integrable process and $b, c \in \mathbb{R}$. We assume that

$$
\begin{gather*}
\|g(t, u)\|_{\mathcal{L}_{0}^{2}\left(L^{2}(0, \pi)\right)}^{2} \leq c_{g}|u|^{2}+g_{1}(t), c_{g}>0, t \geq-r \\
|c|<1 \quad \text { y } \quad 2 \nu>|b|(2+|c|)+c_{g}+\alpha|c| \tag{27}
\end{gather*}
$$

with $0 \leq g_{1}(t) \leq g_{0} e^{-\rho t}, g_{0}>0, \rho>0$ for any $t \geq 0$. Let $k(t, v)=c v$ and $f(t, v)=b v$. Then we have

$$
\begin{aligned}
2 & \langle u-k(t-r, v), A(t) u+f(t-r, v)\rangle+\|g(t, u)\|_{L_{2}^{0}}^{2} \\
& =2\langle u-c v, A(t) u+b v\rangle+| | g(t, u) \|_{L_{2}^{0}}^{2} \\
& \leq-2 \nu\|u\|^{2}+2|b||u||v|+\alpha|c||u|\left\|\left.\left|\|v\|+|b c \| v|^{2}+c_{g}\right| u\right|^{2}+g_{1}(t)\right. \\
& \leq-\left(2 \nu-\frac{\alpha|c|}{2}\right)\|u\|^{2}+\left(|b|+c_{g}\right)|u|^{2}+(|b|+|b c|)|v|^{2}+\frac{\alpha|c|}{2}\|v\|^{2}+g_{1}(t) .
\end{aligned}
$$

Thanks to our condition (27), we can ensure that (25) holds and, therefore, any solution to (26) converges exponentially to zero almost surely.

## REFERENCES

[1] T. Caraballo, M. J. Garrido-Atienza and J. Real, Existence and uniqueness of solutions for delay stochastic evolution equations, Stochastic Analysis and Applications 20(6) (2002), 12251256
[2] T. Caraballo, M. J. Garrido-Atienza and J. Real, Asymptotic stability of nonlinear stochastic evolution equations, Stochastic Analysis and Applications 21(2) (2003), 301-327.
[3] T. Caraballo and K. Liu, On exponential stability criteria of stochastic partial differential equations, Stochastic Processes and their Applications 83(1999), 289-301.
[4] T. Caraballo and J. Real, Navier-Stokes with delays, P. Roy. Soc. Lond. A 457, No. 2014 (2001), 2441-2454.
[5] T. Caraballo, J. Real and T. Taniguchi, Nonlinear neutral partial functional differential equations: Existence and uniqueness of solutions and asymptotic behaviour, In preparation.
[6] W.H. Chen and Z.H. Guan, Uniform asymptotic stability for perturbed neutral delay differential equations, J. Math. Anal. Appl. 291 (2004), no. 2, 578-595.
[7] G. Da Prato and J. Zabczyk, Stochastic equations in infinite dimensions, Cambridge University Press, Cambridge, 1992.
[8] R. Datko, Linear autonomous neutral differential equations in Banach spaces, J. Diff. Eqns. 25(1977), 258-274.
[9] T.E. Govindan, Almost sure exponential stability for stochastic neutral partial functional differential equations, Stochastics: An International Journal of Probability and Stochastic Processes 77 (2005), No. 2, 139-154.
[10] J. K. Hale and L. Verduyn, Introduction to Functional Differential Equations, SpringerVerlag, New York, 1995.
[11] J.K. Hale and K.R. Meyer, A class of functional equations of neutral type, Memoirs of the American Mathematical Society, No. 76 American Mathematical Society, Providence, R.I. 1967 iii +65 pp .
[12] V. Kolmanovskii and V. Nosov, Stability of Functional Differential Equations, Academic Press, 1986.
[13] V. Kolmanovskii and A. Myshkis, Applied Theory of Functional Differential Equations, Mathematics and its Applications, Vol.85, Kluwer Academic Publishers, 1992.
[14] X. Liao and X.Mao, Almost sure exponential stability of neutral differential defference equations with damped stochastic perturbations, Electronic. J. Differ. Equations 8(1996), 1-16.
[15] X. Liao and X.Mao, Exponential stability in mean square of neutral stochastic differential defference equations, Dynamics of Continuous, Discrete and Impluse Systems 6(1999), 569586.
[16] K. Liu, Uniform stability of autonomous linear stochastic fuctional diferential equations in infinite dimensions, Stochastic Process. Appl. 115(2005), 1131-1165.
[17] K. Liu, Stability of infinite dimensional stochastic differential equations with applications, Monographs and Surveys in Pure and Applied Mathematics volume 135, Chapman and Hall, Boca Raton, 2006.
[18] X. Mao, Razumikhin-type theorems on exponential stability od neutral stochastic functional differential equations, SIAM J. Math Anal. 28(1997), 389-401.
[19] E. Pardoux, Stochastic partial differential equations and filtering of diffusion processes, Stochastics 3 (1979), 127-167.
[20] A.E. Rodkina, On existence and uniqueness of solution of stochastic differential equations with heredity, Stochastics 12 (1984), 187-200.
[21] R.E. Showalter, Monotone operators in Banach Space and Nonlinear Partial Differential Equations, MSM vol. 49, AMS, 1997
[22] T. Taniguchi, Asymptotic stability theorems of semilinear stochastic evolution equations in Hilbert spaces, Stochastics and Stochastics Reports 53(1995), 41-52.
[23] T. Taniguchi, Almost sure exponential stability for stochastic partial functional differential equations, Stochastic Analysis and Applications 16(1998), 965-975.
[24] J. Wu, Theory and Applications of Partial Functional Differential Equations, Applied Mathematical Sciences Volume 119, Springer-Verlag, New York, 1996
E-mail address, Tomás Caraballo: caraball@us.es
E-mail address, José Real: jreal@us.es
E-mail address, Takeshi Taniguchi: takeshi_taniguchi@kurume-u.ac.jp


[^0]:    2000 Mathematics Subject Classification. Primary 60H20; Secondary 60G48 .
    Key words and phrases. Neutral stochastic partial differential equations, existence of solutions, ultimate boundedness, exponential stability.

    Partially supported by Ministerio de Educación y Ciencia (Spain) and FEDER (European Community) grant MTM2005-01412.

    This paper is in final form and no version of it will be submitted for publication elsewhere.

[^1]:    *In [1] the result was proved for a standard Wiener process but it can be easily extended to the actual situation.

