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DELAY FORCING TERMS
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Abstract. We obtain some results on the existence and uniqueness, and expo-
nential stability of solutions for the three-dimensional α−Navier-Stokes model
with delays, when the forcing term containing the delay is sub-linear and lo-
cally Lipschitz continuous.

1. Introduction

There exist several reasons which justify the study and importance of delay dif-
ferential equations. For instance, if we want to model, in a realistic way, some
evolution phenomena arising in Physics, Biology, Engineering, etc., some heredi-
tary characteristics such as aftereffect, time lag, memory, and time delay should
be considered in the variables appearing in the equations. We can mention some
typical examples arising in the investigations of materials with thermal memory, in
biochemical reactions, population models, etc. (see, for instance, Hale and Lunel
[12], Murray [17], Ruess [18]-[19], Wu [21], Caraballo et al. [1], and the references
therein).
On the other hand, delayed terms may appear when one tries to control a system by
applying external forcing terms which take into account the history of the solution
(see [6], [7], [20], for the case of Navier-Stokes equations with delays).
In our previous paper [5] we investigated the existence of stationary solutions of
the so–called 3D α−Navier-Stokes model when some terms, especially the external
forcing one, contained some kind of globally Lipschitz nonlinear memory (e.g. de-
lay) term. The non-delay version has received very much attention over the last
years (see e.g. [10], [16], [11], [13] amongst others), and was originally intended
as a closure model for the 3D turbulence averaged Reynolds model. The main
reason is that this model has become very useful in order to approximate the 3D
Navier-Stokes equations (notice that when α goes to zero, this problem converges
to the usual 3D Navier-Stokes model). Also we investigated in [5] the exponential
convergence of solutions to such stationary ones.
It is worth mentioning that, in order to circumvent serious difficulties in analyzing
the three dimensional Navier-Stokes equations, there have been many modifications
of them starting with Leray and mostly involving the nonlinear term, see the review
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paper of Constantin [9]. A system, called the globally modified Navier-Stokes equa-
tions (GMNSE), was introduced recently by Caraballo, Kloeden and Real [2, 3] and
a similar analysis to the one carried out in the present paper is being investigated
and will be reported elsewhere.
In this paper, we will be mainly concerned with the case in which the delay terms
are only locally Lipschitz (as is considered in [20] for the 2D Navier-Stokes model
with variable delay).
To start off, we first describe the details of our model. Let O be an open, bounded
and connected subset of R3 with regular enough boundary ∂O (say C2 for example),
and consider some positive constants α, ν and h. Denote by A the Stokes operator
and consider the problem

(1)





∂t(u− α∆u) + ν(Au− α∆(Au)) + (u · ∇)(u− α∆u)
−α∇u∗ ·∆u +∇p = F (t, u(t− τ(t))), in O × (0, +∞),
∇ · u = 0, in O × (0, +∞),
u = 0, Au = 0, on ∂O × (0, +∞),
u(0) = u0, in O,
u = φ, in O × (−h, 0),

where u = (u1, u2, u3) and p are unknown fields defined inO×[0,+∞), representing,
respectively, the large-scale (or averaged) velocity and the pressure, in each point
of O × [0,+∞), of an incompressible viscous fluid with constant density filling the
domain O. The constants ν > 0 and α > 0 represent respectively the kinematic
viscosity of the fluid, and the square of the spatial scale at which fluid motion is
filtered. The term F (t, u(t − τ(t))) is an external force which eventually depends
on the history of u, where τ(t) ≥ 0 denotes a variable delay. Finally, u0 is a given
initial velocity field, and φ is a given velocity field defined in (−h, 0), where h > 0 is
a fixed time such that τ(t) ≤ h for all t ≥ 0. Notice that u∗ denotes the transpose
of the vector u.
Although it is possible to analyse our model for a more general forcing term in (1)
(for instance, for an abstract functional form as F (t, ut) where the notation ut refers
to the segment of the solution u defined for s ∈ (−h, 0) as ut(s) = u(t + s)) which
could included a variety of delay terms in a unified formulation (as it was done in
[5] in the globally Lipschitz case), we have chosen in this paper the particular case
of variable delay previously mentioned in order to show, in a more clear way, the
difficulties and differences with the globally Lipschitz situation considered in [5].
Moreover, one can also compare more easily with the assumptions and results in
Taniguchi [20] for the case of 2D–Navier-Stokes.
The content of the paper is as follows. In Section 2 we formulate an abstract delay
parabolic evolution equation which contains (1) as a particular case, and establish
a result on existence and uniqueness of solutions. The stability properties of the
zero solution for the abstract problem is then analysed in Section 3. Next, in
Section 4, we first establish some sufficient conditions ensuring the existence (and
eventual uniqueness) of stationary solutions for our abstract problem, and we then
investigate the exponential convergence of solutions to the stationary ones. Finally,
in Section 5, we prove that the previous abstract theory can be applied to our model
(1).
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2. Formulation as an abstract problem. Existence and uniqueness of
solution

Instead of working directly with the model (1), we will rewrite it in an abstract
form, to establish a theory for this general model, and then to apply it to our partic-
ular situation. In this way, we can obtain more profit since the general theory can
be applied to a variety of problems. First, we establish some notations and recall
some properties of the nonlinear term (u · ∇)(u− α∆u)− α∇u∗ ·∆u appearing in
the problem (1) (for a more detailed description see [8]).

2.1. Notation and properties of the nonlinear term. Denote by (·, ·) and | · |,
respectively, the scalar product and associate norm in (L2(O))3, and by (∇u,∇v)
the scalar product in (L2(O))3×3 for the gradients of u and v. Consider also the
scalar product in (H1

0 (O))3 defined by

(2) ((u, v)) = (u, v) + α(∇u,∇v), ∀u, v ∈ (H1
0 (O))3,

where its associate norm, which is in fact an equivalent norm to the usual gradient
one, will be denoted by ‖ · ‖.
Let H be the closure in (L2(O))3 of the following set

V = {v ∈ (D(O))3 : ∇ · v = 0 in O},
and let V be the closure of V in (H1

0 (O))3. Then, H is a Hilbert space for the inner
product of (L2(O))3, and V is a Hilbert subspace of (H1

0 (O))3.
Denote by A the Stokes operator defined by

(3) Aw = −P(∆w), ∀w ∈ D(A),

where P is the Leray operator, i.e., is the projector operator from ((L2(O))3 onto
H. Taking into account that ∂O is regular enough, then D(A) = (H2(O))3 ∩ V
and |Aw| defines a norm in D(A) which is equivalent to the one in (H2(O))3, in
other words, there exists a constant c1(O) > 0 depending only on O such that

(4) ‖w‖(H2(O))3 ≤ c1(O)|Aw|, ∀w ∈ D(A).

For u ∈ D(A) and v ∈ (L2(O))3, we define (u · ∇)v as the element in (H−1(O))3

given by

〈(u · ∇)v, w〉−1 =
3∑

i,j=1

〈∂ivj , uiwj〉−1, ∀w ∈ (H1
0 (O))3,

where by 〈·, ·〉−1 we denote either the duality product between (H−1(O))3 and
(H1

0 (O))3, or between H−1(O) and H1
0 (O).

On the other hand, if u ∈ D(A), and v ∈ (L2(O))3, we have that ∇u∗ · v ∈
(L3/2(O))3 ⊂ (H−1(O))3, with

〈∇u∗ · v, w〉−1 =
3∑

i,j=1

∫

O
(∂jui)viwj dx, ∀w ∈ (H1

0 (O))3.

It is not difficult to check that for (u,w) ∈ D(A) × D(A) and v ∈ (L2(O))3, it
follows

(5) 〈(u · ∇)v, w〉−1 = −〈∇w∗ · v, u〉−1.
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Consider now the trilinear form defined as

b#(u, v, w) = 〈(u · ∇)v, w〉−1 + 〈∇u∗ · v, w〉−1,

for all (u, v, w) ∈ D(A)× (L2(O))3 × (H1
0 (O))3. We then have the following result.

Proposition 1. ([8]) The trilinear form b# satisfies

(6) b#(u, v, w) = −b#(w, v, u),

for all (u, v, w) ∈ D(A)× (L2(O))3 ×D(A) and, consequently,

(7) b#(u, v, u) = 0, ∀(u, v) ∈ D(A)× (L2(O))3.

Furthermore, there exists a constant c(O) > 0, depending only on O, such that

(8) |b#(u, v, w)| ≤ c(O) |Au||v|‖w‖,
for all (u, v, w) ∈ D(A)× (L2(O))3 × (H1

0 (O))3, and

(9) |b#(u, v, w)| ≤ c(O) ‖u‖ |v| |Aw| ,
for all (u, v, w) ∈ D(A)× (L2(O))3 ×D(A).

2.2. Variational solution of (1). We now establish the assumptions on F and
the initial values u0 and φ, and we define the concept of variational solution.
Assume F : [0, +∞)× V → V, satisfying:

d1) For all fixed v ∈ V, F (·, v) is measurable,
d2) There exists a function g : [0, +∞) → [0, +∞), with g ∈ Lp(0, T ) for

all T > 0, for some 1 ≤ p ≤ +∞, such that ∀ R > 0,∃ L(R) > 0 :
if ||u||, ||v|| ≤ R, then,

||F (t, u)− F (t, v)|| ≤ L(R)g1/2(t)||u− v||, ∀ t ≥ 0,

d3) For any v ∈ V,

||F (t, v)||2 ≤ g(t)
(||v||2 + 1

)
, ∀t ≥ 0.

d4) Assume u0 ∈ V , φ ∈ L2p′(−h, 0; V ), where 1
p + 1

p′ = 1.

As for the variable delay we suppose given a delay function τ ∈ C1 ([0, +∞)) such
that 0 ≤ τ(t) ≤ h for all t ≥ 0, and there exists a constant τ∗ such that

(10)
dτ(t)
dt

= τ ′(t) ≤ τ∗ < 1, ∀t ≥ 0.

Definition 2. A variational solution for (1) is a function u ∈ L2p′(0, T ; D(A)) ∩
L2(−h, T ; V ) ∩ L∞(0, T ; V ) for all T > 0, such that for all w ∈ D(A),

((u(t), w)) + ν

∫ t

0

(u(s) + αAu(s), Aw)ds +
∫ t

0

b#(u(s), u(s)− α∆u(s), w)ds

= ((u0, w)) +
∫ t

0

((F (s, u(s− τ(s))), w))ds, t ≥ 0,(11)

and coincides with φ in (−h, 0).

Observe that (11) can be easily deduced from (1) by multiplying the first equation
in (1) by w ∈ D(A), taking into account the definition of the scalar product ((·,·)),
the expression of b#, and the equality (5).

Let us now rewrite (1) as an abstract problem.
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Set H := V, with the scalar product (u, v)H = ((u, v)), and associated norm |u|H =
‖u‖, and U := D(A), with the scalar product ((u, v))U = (Au,Av) and associated
norm ‖u‖U = |Au|. Then H and U are two real and separable Hilbert spaces such
that U ⊂ H, being this injection compact and dense.
We identify H with its topological dual space H∗, but considering U as a subspace
of H∗, where we identify v ∈ U with the element fv ∈ H∗ given by

fv(h) = (v, h)H, ∀h ∈ H.

We denote by 〈·, ·〉 the duality product between U∗ and U , and we define

(12) 〈Ãu, v〉 = ν(Au, v) + να(Au, Av), u, v ∈ D(A).

It is then clear that for any v ∈ D(A),

2〈Ãv, v〉 = 2ν(Av, v) + 2να(Av,Av) ≥ 2να|Av|2,
and, if we denote by µk and wk, k ≥ 1, the eigenvalues and associate eigenvectors
for the operator A, it can be checked that

〈Ãwk, v〉 = νµk((wk, v)).

Thus, taking

(13) α̃ = 2να,

we have:
a) Ã ∈ L(U ,U∗) is an operator such that

a1) Ã is self-adjoint,
a2) there exists α̃ > 0, such that

(14) 2〈Ãv, v〉 ≥ α̃ ‖v‖2U , ∀v ∈ U .

Observe that the eigenvalues of the operator Ã are given by

(15) λk = νµk.

On the other hand, let us define B̃ : D(A)×D(A) → D(A)∗, and F̃ : [0, +∞)×V →
V as

〈B̃(u, v), w〉 = b#(u, v − α∆v, w), ∀ (u, v, w) ∈ D(A)×D(A)×D(A),

F̃ (t, v) = F (t, v), ∀(t, v) ∈ [0, +∞)× V

Then, taking

(16) c1 =
1 + α

αν
c1(O)c(O),

we obtain that
b) B̃ : U × U → U∗ is a bilinear mapping such that

b1) 〈B̃(u, v), u〉 = 0, for all u, v ∈ U ,

b2) ‖B̃(u, v)‖U∗ ≤ c1|u|H‖v‖U , for all (u, v) ∈ U × U ,

b3)
∣∣∣〈B̃(u, v), w〉

∣∣∣ ≤ c1‖u‖U‖v‖U |w|H, for all u, v, w ∈ U .

c) F̃ : (0,+∞)×H −→ H is such that
c1) for any fixed v ∈ H, F̃ (·, v) is measurable,
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c2) there exists a function g : [0,+∞) → [0, +∞), with g ∈ Lp(0, T ) for
all T > 0, for some 1 ≤ p ≤ +∞, such that ∀ R > 0,∃ L(R) > 0 :
if |u|H , |v|H ≤ R, then,
∣∣∣F̃ (t, u)− F̃ (t, v)

∣∣∣
H
≤ L(R)g1/2(t) |u− v|H ∀ t ≥ 0,

c3) for any u ∈ H,

∣∣∣F̃ (t, u)
∣∣∣
2

H
≤ g(t)(|u|2H + 1), ∀ t ≥ 0.

d) φ ∈ L2p′(−h, 0;H), u0 ∈ H.

In this situation, given the initial data u0 ∈ H, φ ∈ L2p′

H , we can consider the
problem

(17)





u(t) +
∫ t

0

Ãu(s) ds +
∫ t

0

B̃(u(s), u(s)) ds

= u0 +
∫ t

0

F̃ (s, u(s− τ(s))) ds, ∀ t ≥ 0,

u(t) = φ(t), ∀ t ∈ (−h, 0).

Definition 3. A solution of (17) is a function

u ∈ L2p′(−h, T ;H) ∩ L2(0, T ;U) ∩ L∞(0, T ;H) for all T > 0,

such that u(t) coincides with φ(t) in (−h, 0) and satisfies the equation from (17) in
U∗, for all t ≥ 0.

Remark 4. Observe that if u is a solution of (17) then Au+B(u, u) ∈ L2(0, T ;U∗)
for all T > 0. Moreover, if we define g̃(t) = g ◦ θ−1(t), where θ : [0, +∞) −→
[−τ(0), +∞) is the differentiable strictly increasing function given by θ(s) = s−τ(s),
we obtain

∫ T

0

|F̃ (t, u(t− τ(t)))|2H dt ≤
∫ T

0

g(t)|u(t− τ(t))|2Hdt +
∫ T

0

g(t) dt

≤ 1
1− τ∗

∫ T−τ(T )

−τ(0)

g̃(t)|u(t)|2H dt +
∫ T

0

g(t) dt

≤ 1
1− τ∗

∫ T

−τ(0)

g̃(t)|u(t)|2H dt +
∫ T

0

g(t) dt,

and therefore, taking into account that g̃ ∈ Lp(−τ(0), T ) for all T > 0, we have
that F̃ (t, u(t− τ(t))) belongs to L2(0, T ;H) for all T > 0.
Therefore, from (17) we deduce that the derivative u′ belongs to L2(0, T ;U∗) for all
T > 0, and this fact and u ∈ L2(0, T ;U) for all T > 0, imply that

u ∈ C([0,+∞);H),

and satisfies the energy equality

(18)
d

dt
|u(t)|2H + 2〈Ãu(t) + B̃(u(t), u(t)), u(t)〉 = 2(F̃ (t, u(t− τ(t))), u(t))H,

in the distributions sense on (0, +∞).
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Remark 5. If we define

((u, v)) eA = 〈Ãu, v〉, for all u, v ∈ U ,

it is easy to see that ((·,·)) eA is a scalar product on U with associated norm equiv-
alent to the norm ‖·‖U . From now on, without loss of generality, we suppose that

(19) ((u, v))U = 〈Ãu, v〉, for all u, v ∈ U ,

and therefore,

(20) λ1 |u|2H ≤ ‖u‖2U , for all u ∈ U .

Remark 6. Recall that D(Ã), the domain of Ã, is the Hilbert space defined by

D(Ã) = {v ∈ U : Ãv ∈ H},

with inner product

(u, v)D( eA) := (Ãu, Ãv) u, v ∈ D(Ã).

Theorem 7. Under the assumptions above, there exists a unique solution u to prob-
lem (17) and u ∈ C([0, +∞);H). Moreover, if u0 ∈ U then u ∈ L2(0, T ; D(Ã)) ∩
C([0, T ];U) and u′ ∈ L2(0, T ;H) for all T > 0.

Proof. We use the Galerkin method.
Step 1.- Construction of the approximating sequence. Consider the Hilbert

basis {vk : k ≥ 1} ⊂ U of H associated to the eigenvalues given by (15). For
m ≥ 1, let us denote Hm=Um the vector space spanned by v1, ..., vm. Let um(t) =∑m

k=1 umk(t)vk, where umk(t), k = 1, 2, ..., m, are unknown functions, be the solu-
tion of the finite-dimensional problem

(21)





(um(t), vk)H +
∫ t

0

〈Ãum(s), vk〉 ds +
∫ t

0

〈B̃(um(s), um(s)), vk〉 ds

= (u0, vk)H +
∫ t

0

(F̃ (s, um(s− τ(s))), vk)H ds, t ≥ 0, 1 ≤ k ≤ m,

um(t) = φm(t), −h < t < 0,

where φm(t) = Pmφ(t), and Pm is the orthogonal projection operator from H into
Hm.
From the assumptions on Ã, B̃ and F̃ , we know that there exists a unique local
solution um of (21) defined in [0, tm), with 0 < tm ≤ +∞ (see for example [12]).
That tm = +∞ will follow from the estimates below.
Step 2.-Estimates for the approximating sequence.
Let us fix 0 < T < tm. Taking scalar product with um(t) in (21), and using b1),
c3), (19) and Young inequality, we deduce that

d

dt
|um(t)|2H ≤ −2||um(t)||2U + |um(t)|2H + |F̃ (t, um(t− τ(t)))|2H

≤ −2||um(t)||2U + |um(t)|2H + g(t)|um(t− τ(t))|2H + g(t).
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Integrating between 0 and t ≤ T , and using the function g̃ defined in Remark 4, we
obtain

|um(t)|2H + 2
∫ t

0

‖um(s)‖2Uds(22)

≤ |u0|2H +
∫ t

0

|um(s)|2Hds +
1

1− τ∗

∫ t−τ(t)

−τ(0)

g̃(s)|um(s)|2H ds +
∫ T

0

g(s) ds

≤ KT +
1

1− τ∗

∫ t

0

(g̃(s) + 1− τ∗)|um(s)|2H ds,

for all t ∈ [0, T ], where KT = |u0|2H +
1

1− τ∗

∫ 0

−τ(0)

g̃(s)|φ(s)|2H ds +
∫ T

0

g(s) ds.

Thus, by Gronwall lemma,

(23) |um(t)|2H ≤ KT exp(
1

1− τ∗

∫ T

0

(g̃(s) + 1− τ∗) ds),

for all t ∈ [0, T ].
From this inequality and (22) we deduce that tm = +∞ and

(24) {um} is bounded in L2(0, T ;U) ∩ L∞(0, T ;H) for all T > 0.

Then, by a), b2) and Remark 4 we deduce that the sequences {Ãum(t)} and
{B̃(um(t), um(t))} are bounded in L2(0, T ;U∗), and {F̃ (t, um(t−τ(t)))} is bounded
in L2(0, T ;H), for all T > 0.
Thus, taking into account that

(25)
d

dt
um(t) = Pm(−Ãum(t)− B̃(um(t), um(t)) + F̃ (t, um(t− τ(t)))),

we have that

(26)
{

d

dt
um

}
is bounded in L2(0, T ;U∗) for all T > 0.

Step 3.- Taking limits in the finite-dimensional system.
From the estimates above, and the compactness of the injection of U into H, using
in particular the compactness theorem 5.1 in chapter 1 of [14], we deduce that there
exist a subsequence {uµ} ⊂ {um} and a function u ∈ L2p′(−h, T ;H)∩L2(0, T ;U)∩
L∞(0, T ;H), for all T > 0, such that

(27) uµ ⇀ u weak in L2(0, T ;U) ∩ L2(−h, T ;H),

(28) uµ ∗
⇀ u weak ∗ in L∞(0, T ;H),

(29) uµ → u in L2(0, T ;H),

(30) uµ(t) → u(t) in H, a.e. −h < t < T ,

and

(31)
d

dt
uµ ⇀

d

dt
u weak in L2(0, T ;U∗),

for all T > 0.
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Observe also that by (23) and the fact that |φµ(t)|H ≤ |φ(t)|H a.e. t ∈ (−h, 0), we
have that there exists a function f ∈ L2p′(−h, T ) for all T > 0 such that

(32) |uµ(t)|H ≤ f(t) a.e. −h < t < +∞.

By c2), c3) (30) and (32), we can obtain by dominated convergence that

(33) F̃ (t, uµ(t− τ(t))) → F̃ (t, u(t− τ(t))) in L2(0, T ;H),

for all T > 0.

On the other hand, evidently

B̃(uµ(t), uµ(t)) = B̃(uµ(t)− u(t), uµ(t)) + B̃(u(t), uµ(t)).

By b2), (29) and the fact that {um} is bounded in L2(0, T ;U), we deduce that
B̃(uµ(t)− u(t), uµ(t)) → 0 in L1(0, T ;U∗), when µ → +∞.

For the term B̃(u(t), uµ(t)), consider the mapping Ψ : L2(0, T ;U) → L2(0, T ;U∗)
defined by

Ψ(v)(t) = B̃(u(t), v(t)).

From b2) and the fact that u ∈ L∞(0, T ;H), it is clear that Ψ is well defined, and
is linear and continuous. Thus, as

uµ(t) ⇀ u(t) weak in L2(0, T ;U),

we deduce that

B̃(u(t), uµ(t)) ⇀ B̃(u(t), u(t)) weak in L2(0, T ;U∗),
for all T > 0.
Consequently

(34) B̃(uµ(t), uµ(t)) ⇀ B̃(u(t), u(t)) weak in L1(0, T ;U∗),
for all T > 0.
It is now standard to prove that u is a solution of (17). The regularity of u when
u0 ∈ U can be proved also in a standard way by means of additional estimate on
the sequence {um} (see [15] for more details).

Step 4.- Uniqueness.
Let u1 and u2 be two solutions of (17) corresponding to the same initial data u0

and φ. Let us denote ū = u1 − u2. Obviously,

(35) ū(t) = 0 in (−h, 0).

On the other hand, by b1), one has

|ū(t)|2H + 2
∫ t

0

〈Ãū(s), ū(s)〉 ds + 2
∫ t

0

〈B̃(u1(s), ū(s)), ū(s)〉 ds(36)

= 2
∫ t

0

(F̃ (s, u1(s− τ(s)))− F̃ (s, u2(s− τ(s))), ū(s))H ds,

for all t ≥ 0.
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But, from b3) and Young’s inequality,

− 2
∫ t

0

〈B̃(u1(s), ū(s)), ū(s)〉 ds(37)

≤ 2
∫ t

0

‖ū(s)‖2Uds +
c2
1

2

∫ t

0

‖u1(s)‖2U |ū(s)|2Hds.

Let us fix T > 0. We know that u1 and u2 belong to C([0, T ];H), thus there
exists RT > 0 such that |u1(s)|H ≤ RT and |u2(s)|H ≤ RT , for all s ∈ [0, T ].
Consequently, by c2) and (35), we obtain

2
∫ t

0

(F̃ (s, u1(s− τ(s)))− F̃ (s, u2(s− τ(s))), ū(s))H ds(38)

≤ 2L(RT )

(∫

{s∈(0,t):s−τ(s)>0}
g(s)

∣∣u1(s− τ(s))− u2(s− τ(s))
∣∣2
H ds

)1/2

×

×
(∫ t

0

|ū(s)|2H ds

)1/2

≤ 2L(RT )
(1− τ∗)1/2

(∫ t

0

g̃(s)
∣∣u1(s)− u2(s)

∣∣2
H d s

)1/2 (∫ t

0

|ū(s)|2H ds

)1/2

≤ L(RT )
(1− τ∗)1/2

∫ t

0

(g̃(s) + 1) |ū(s)|2H ds,

for all t ∈ [0, T ].
From (36), (37), (38) and (19), in particular we obtain

|ū(t)|2H ≤
∫ t

0

(
L(RT )

(1− τ∗)1/2
(g̃(s) + 1) +

c2
1

2
‖u1(s)‖2U

)
|ū(s)|2Hds,

for all t ∈ [0, T ], and therefore, by the Gronwall lemma we deduce that ū(t) = 0 for
all t ∈ [0, T ]. ¤

3. Asymptotic behaviour of solutions

In this section we obtain a result about the asymptotic behavior of the solutions of
problem (17).

Theorem 8. Let us suppose that c2) holds with g(t) = 1 for all t ≥ 0, and there
exist a, b ≥ 0 such that

(39) |F̃ (t, u)|2H ≤ a|u|2H + b ∀u ∈ H, ∀ t ≥ 0.

Assume also that
λ2

1 >
a

1− τ∗
,

and let us denote ε > 0 the unique solution of

(40) λ1 − aeεh

λ1(1− τ∗)
− ε = 0.

Then, for any (u0, φ) ∈ H×L2(−h, 0;H), the corresponding solution u(t) of problem
(17) satisfies

(41) |u(t)|2H ≤
{
|u0|2H +

aeεh

λ1(1− τ∗)

∫ 0

−h

eεs|φ(s)|2H ds

}
e−εt +

b

λ1ε
,
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for all t ≥ 0.
In particular, if b = 0, then every solution u(t) = u(t;u0, φ) of (17) converges
exponentially to 0 as t → +∞.

Proof. Let u(t) the solution of problem (17) corresponding to the initial data u0, φ.
We have
d

dt

(
eεt|u(t)|2H

)
= εeεt|u(t)|2H + eεt d

dt
|u(t)|2H

= εeεt|u(t)|2H − 2eεt‖u(t)‖2U + 2eεt(F̃ (t, u(t− τ(t))), u(t))H

≤ εeεt|u(t)|2H − 2eεt‖u(t)‖2U +
eεt

λ1
|F̃ (t, u(t− τ(t)))|2H + eεtλ1|u(t)|2H

Integrating, we obtain,

eεt|u(t)|2H ≤ |u0|2H + (ελ−1
1 − 1)

∫ t

0

eεs‖u(s)‖2Uds

+ λ−1
1

∫ t

0

eεs|F̃ (s, u(s− τ(s)))|2Hds.

By (39),
∫ t

0

eεs|F̃ (s, u(s− τ(s)))|2Hds ≤
∫ t

0

eεs(a|u(s− τ(s))|2H + b)ds

≤ aeεh

1− τ∗

∫ t

−τ(0)

eεs|u(s)|2H ds +
beεt

ε

≤ aeεh

1− τ∗

∫ 0

−h

eεs|φ(s)|2H ds +
aeεh

1− τ∗

∫ t

0

eεs|u(s)|2Hds

+
beεt

ε
.

Thus,

eεt|u(t)|2H ≤ |u0|2H + λ−1
1 (ε− λ1 +

aeεh

λ1(1− τ∗)
)
∫ t

0

eεs‖u(s)‖2Uds

+
aeεh

λ1(1− τ∗)

∫ 0

−h

eεs|φ(s)|2H ds +
beεt

λ1ε
.

By the definition of ε, we obtain (41). ¤

4. Convergence to the stationary solutions of the abstract problem

We first obtain existence, and eventual uniqueness, of stationary solutions of the
abstract problem. Then we prove a result about exponential convergence of the
solutions of (17) to a stationary solution.

From now on we assume that F̃ : H −→ H is independent of t, and satisfies

(42) |F̃ (u)|2H ≤ a |u|2H + b ∀u ∈ H,

with a, b ≥ 0.
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4.1. Existence of stationary solutions. Consider the equation

(43)
du

dt
+ Ãu + B̃(u, u) = F̃ (u(t− τ(t))).

Definition 9. It is said that u∞ ∈ U is a stationary solution of (43) if it satisfies

(44) Ãu∞ + B̃(u∞, u∞) = F̃ (u∞).

Remark 10. Observe that by b3), if u∞ ∈ U is a stationary solution of (43) then
in fact u∞ ∈ D(Ã).
Observe also that

‖u∞‖2U = (F̃ (u∞), u∞)H ≤ |F̃ (u∞)|H|u∞|H
≤ a1/2|u∞|2H + b1/2|u∞|H(45)

≤ a1/2λ−1
1 ‖u∞‖2U + b1/2λ

−1/2
1 ‖u∞‖U

Thus, if λ1 > a1/2, then every stationary solution u∞ ∈ U of (43) satisfies

(46) ‖u∞‖U ≤
b1/2λ

1/2
1

λ1 − a1/2
= C̃.

Theorem 11. Suppose that F̃ : H −→ H is continuous and satisfies (42) with
λ1 > a1/2. Then, there exists a stationary solution of (43).
If, in addition, F̃ is locally Lipschitz and

(47) λ1 − c1C̃λ
1/2
1 > L(C̃),

where c1 is the constant appearing in b2), C̃ is given by (46), and L(C̃) is the
Lipschitz constant for F̃ associated to C̃, then the stationary solution of (43) is
unique.

Proof. The proof of the existence follows the same lines as those used in [4] (see
also [15]).
As for the uniqueness when F̃ is locally Lipschitz and satisfies (47), assume that
u∞ and ũ∞ are two stationary solutions of (43). Then,

(48)
〈Ãu∞ − Ãũ∞, v〉+ 〈B̃(u∞, u∞)− B̃(ũ∞, ũ∞), v〉
= (F̃ (u∞)− F̃ (ũ∞), v)H, ∀v ∈ U .

Taking v = u∞ − ũ∞ in (48), from (19), b1) and b3), we obtain

‖u∞ − ũ∞‖2U
= −〈B̃(u∞, u∞)− B̃(ũ∞, ũ∞), u∞ − ũ∞〉+ (F̃ (u∞)− F̃ (ũ∞), u∞ − ũ∞)H

= −〈B̃(ũ∞, u∞ − ũ∞), u∞ − ũ∞〉+ (F̃ (u∞)− F̃ (ũ∞), u∞ − ũ∞)H

≤ c1 ‖ũ∞‖U ‖u∞ − ũ∞‖U |u∞ − ũ∞|H + (F̃ (u∞)− F̃ (ũ∞), u∞ − ũ∞)H.(49)

Thus, taking into account (46), we deduce from (49) that

(50) ‖u∞ − ũ∞‖2U ≤ (c1C̃λ
−1/2
1 + L(C̃)λ−1

1 ) ‖u∞ − ũ∞‖2U .

But the assumption (47) is equivalent to

c1C̃λ
−1/2
1 + L(C̃)λ−1

1 < 1,

and therefore the uniqueness of stationary solution follows from (50). ¤
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4.2. Exponential convergence to a stationary solution.

Theorem 12. Suppose that F̃ : H → H satisfies (42) and is locally Lipschitz
continuous, i.e., satisfies c2) with g(t) ≡ 1. Suppose also that

(51) λ1 > a1/2 and λ2
1 >

a

1− τ∗
,

and, for each M > 0, let us define

(52) ρ(M) = M

(
1 +

aeεh

λ1(1− τ∗)

)
+

b

λ1ε
,

where ε > 0 is defined by (40).
Let u∞ ∈ U be a stationary solution of (43), and suppose that there exists M > 0
such that

(53) |u∞|H ≤ M and λ1 >
2λ1c1b

1/2

λ1 − a1/2
+

L(ρ(M))
λ1(1− τ∗)

.

Then, there exists λ = λ(M) > 0 such that for any u0, φ, satisfying |u0|2H ≤
M, ‖φ‖2L2(−h,0;H) ≤ M, the corresponding solution u(t) = u(t;u0, φ) of (17) satisfies

|u(t)− u∞|2H

(54)

≤
{
|u0 − u∞|2H +

eλh

λ1(1− τ∗)

∫ 0

−h

eλs|F̃ (φ(s))− F̃ (u∞)|2H ds

}
e−λt for all t ≥ 0.

Proof. Let M > 0 satisfy (53), and consider u0, φ, satisfying |u0|2H ≤ M, and
‖φ‖2L2(−h,0;H) ≤ M. Let u(t) = u(t; u0, φ) be the corresponding solution of (17),
and denote w(t) = u(t)− u∞. We have

d

dt
w(t) + Ãw(t) + B̃(u(t), u(t))− B̃(u∞, u∞) = F̃ (u(t− τ(t)))− F̃ (u∞).

Then, for any λ > 0 one has

d

dt

(
eλt|w(t)|2H

)
= λeλt|w(t)|2H + eλt d

dt
|w(t)|2H

≤ λeλt|w(t)|2H − 2eλt‖w(t)‖2U + 2eλt〈B̃(u∞, w(t)), w(t)〉
+ 2eλt|F̃ (u(t− τ(t)))− F̃ (u∞)|H|w(t)|H
≤ λeλt|w(t)|2H − 2eλt‖w(t)‖2U + 2eλt|〈B̃(u∞, w(t)), w(t)〉|

+
eλt

λ1
|F̃ (u(t− τ(t)))− F̃ (u∞)|2H + eλtλ1|w(t)|2H

By b3),

|〈B̃(u∞, w(t)), w(t)〉| ≤ c1‖u∞‖U‖w(t)‖U |w(t)|H
≤ c1λ

−1/2
1 ‖w(t)‖2U‖u∞‖U ,(55)
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and therefore, from (46) and (20) we obtain

d

dt

(
eλt|w(t)|2H

) ≤ eλt

λ1

(
λ− λ1 +

2c1λ1b
1/2

λ1 − a1/2

)
‖w(t)‖2U

+
eλt

λ1
|F̃ (u(t− τ(t)))− F̃ (u∞)|2H.

Integrating this inequality, we obtain

eλt|w(t)|2H ≤ |w(0)|2H + λ−1
1

(
λ− λ1 +

2c1λ1b
1/2

λ1 − a1/2

) ∫ t

0

eλs‖w(s)‖2Uds(56)

+ λ−1
1

∫ t

0

eλs|F̃ (u(s− τ(s)))− F̃ (u∞)|2Hds

≤ |w(0)|2H + λ−1
1

(
λ− λ1 +

2c1λ1b
1/2

λ1 − a1/2

) ∫ t

0

eλs‖w(s)‖2Uds

+
λ−1

1 eλh

1− τ∗
∫ 0

−h

eλs|F̃ (φ(s))− F̃ (u∞)|2Hds

+
λ−1

1 eλh

1− τ∗
∫ t

0

eλs|F̃ (u(s))− F̃ (u∞)|2Hds.

On the other hand, by (41), we have that in particular

|u(t)|2H ≤ |u0|2H +
aeεh

λ1(1− τ∗)

∫ 0

−h

eεs|φ(s)|2H ds +
b

λ1ε
,

for all t ≥ 0, and consequently, as |u0|2H ≤ M, ‖φ‖2L2(−h,0;H) ≤ M, by (52) we have

(57) |u(t)|H ≤ ρ(M), ∀t ≥ 0.

From (56) and the local Lipschitz continuity of F̃ , we obtain

eλt|w(t)|2H ≤ |w(0)|2H + λ−1
1

(
λ− λ1 +

2c1λ1b
1/2

λ1 − a1/2
+

eλhL(ρ(M))
λ1(1− τ∗)

) ∫ t

0

eλs‖w(s)‖2Uds

+
λ−1

1 eλh

1− τ∗
∫ 0

−h

eλs|F̃ (φ(s))− F̃ (u∞)|2Hds.

By (53), there exists λ > 0 such that

λ− λ1 +
2c1λ1b

1/2

λ1 − a1/2
+

eλhL(ρ(M))
λ1(1− τ∗) ≤ 0,

and for this λ we thus obtain (54). ¤

Remark 13. Suppose that the Lipschitz constant L appearing in c2) is such that

L(R) → 0 as R → 0. We know that |u∞| ≤ b1/2

λ1 − a1/2
. If we take M =

b1/2

λ1 − a1/2
,

then M → 0 provided that b → 0 and, therefore, ρ(M) → 0, and L(ρ(M)) → 0.
Consequently, for this choice of M the assumption (53) holds if b > 0 is small
enough.

Remark 14. If (53) is satisfied for the choice of M =
b1/2

λ1 − a1/2
, then the station-

ary solution is unique.
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5. Application to the α−Navier-Stokes model (1)

Let us now establish some results concerning our model (1). As can be easily
checked, the abstract theory developed in the previous sections can be applied to
our model (1), by simply taking into account the relationships existing between
the constants appearing in the abstract form (17), and in our motivating model
(1). We will only state some of the results concerning the existence and asymptotic
behaviour of the solutions to (1).

Theorem 15. Suppose that d1)-d4) are fulfilled, and that τ ∈ C1([0, +∞), with
0 ≤ τ(t) ≤ h for all t ≥ 0, and that (10) holds. Then, there exists a unique
variational solution of (1). Moreover, u ∈ C([0, +∞); V ), and if u0 ∈ D(A), then
u ∈ L2(0, T ; D(A)) ∩ C([0, T ];D(A)) and u′ ∈ L2(0, T ; V ) for all T > 0.

Proof. Observe that, under the assumptions in our theorem, the hypotheses in
Theorem 7 are fulfilled. ¤

Theorem 16. Let us suppose that d2) holds with g(t) = 1 for all t ≥ 0, and there
exist a, b ≥ 0 such that

(58) ||F (t, u)||2 ≤ a||u||2 + b ∀u ∈ V, ∀ t ≥ 0.

Assume also that
ν2µ2

1 >
a

1− τ∗
,

and let us denote ε > 0 the unique solution of

(59) νµ1 − aeεh

νµ1(1− τ∗)
− ε = 0.

Then, for any (u0, φ) ∈ V ×L2(−h, 0; V ), the corresponding solution u(t) of problem
(1) satisfies

(60) ||u(t)||2 ≤
{
||u0||2 +

aeεh

νµ1(1− τ∗)

∫ 0

−h

eεs||φ(s)||2 ds

}
e−εt +

b

νµ1ε
,

for all t ≥ 0.
In particular, if b = 0, then every solution u(t) = u(t;u0, φ) of (1) converges
exponentially in V to 0 as t → +∞.

Proof. Observe that d2) with g(t) = 1 implies c2) with g(t) = 1. On the other hand,
(58) implies (39). Then, Theorem 8 ensures the assertions in our theorem. ¤

Remark 17. In a similar way, one can obtain analogous results to Theorem 11 and
Theorem 12, but for our primitive model (1). We leave the details to the reader.

6. Final comments, conclusions, and remarks

We have first developed an abstract theory for an evolution equation with variable
delay in the forcing term. Next, we have applied the abstract theory to the particu-
lar example of the three-dimensional α−Navier-Stokes model with locally Lipschitz
forcing term with some kind of memory (namely, with variable delay). We point out
that our abstract formulation includes other important types of partial differential
equations (for instance, if B̃ = 0, our abstract model becomes a reaction-diffusion
equation with delays). As we mentioned in the Introduction, although it is possi-
ble to develop a theory for a more general delay term (written, for instance, in a
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functional form), we have chosen this particular type of delay motivated by several
reasons. On the one hand, the set of assumptions for the analysis is more clearly
understood in this case (for the functional setting, we need additional assumptions,
in integral form, similar to the ones in [6] and [5]). On the other, this kind of delay
was considered by Taniguchi [20] for the two-dimensional Navier-Stokes equations.
To be more precise, the delay term f(t − τ(t), u(t − τ(t))) in [20] is a particular
case of our term f(t, u(t−τ(t))) in this paper. Moreover, the technique used in [20]
is based in considering a Lyapunov functional W (t, ut), while in our case it is not
necessary to construct such a functional, but only proceed in a more direct way.
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helpful suggestions and comments.

References
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