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#### Abstract

The generalized traveling wave method (GTWM) is developed for the nonlinear Schrödinger equation (NLSE) with general perturbations in order to obtain the equations of motion for an arbitrary number of collective coordinates. Regardless of the particular ansatz that is used, it is shown that this alternative approach is equivalent to the Lagrangian formalism, but has the advantage that only the Hamiltonian of the unperturbed system is required, instead of the Lagrangian for the perturbed system. As an explicit example, we take 4 collective coordinates, namely the position, velocity, amplitude and phase of the soliton, and show that the GTWM yields the same equations of motion as the perturbation theory based on the Inverse Scattering Transform and as the time variation of the norm, first moment of the norm, momentum, and energy for the perturbed NLSE.
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## I. INTRODUCTION

With great generality, and in many phenomena, such as scattering and diffusion, solitons, and other nonlinear coherent excitations in extended systems behave like particles $[1,2]$. This fact allows one to reduce the infinite number of degrees of freedom of the extended systems to only a few, when we are interested in the behavior of the soliton excitations. E.g., the dynamics of topological solitons of the nonlinear Klein-Gordon equations (NLKGEs) in the simplest case can be described in terms of one so-called collective coordinate (CC) [3,4], typically the center of the soliton. More sophisticated Ansätze take into account other degrees of freedom, using two CCs [5,6], three CCs [7], or even more [8].

The dynamics of nontopological solitons of the nonlinear Schrödinger equation (NLSE) is more complicated: The bright one-soliton solution, which has an internal oscillation, depends on four parameters [2]. Therefore, typically four CCs, namely position, amplitude, velocity and phase, have been used.

There are several methods to determine the equations of motion that the CCs satisfy. For instance, for modified NLSEs several perturbation theories can be applied [9-12], for certain systems one can use the perturbed inverse scattering transform (IST) [13,14], and if a Lagrangian density exists one can derive Lagrange equations, which are the evolution equations of the CCs [15-17]. Moreover, the time variation of $M$ conserved quantities of the unperturbed sys-

[^0]tem generally is related with the evolution of $M$ CCs $[18,19]$.
There is another method, the so-called generalized traveling wave method (GTWM), in which a certain projection technique is used to obtain the equations of motion of the CCs. The GTWM was introduced in a general way in Ref. [20]: only the Hamilton equations of the unperturbed system must be known and the unperturbed system need not be integrable. The method was applied to the zero-temperature dynamics [20] and the thermal diffusion [21,22] of magnetic vortices in the two-dimensional (2D) anisotropic Heisenberg model. The GTWM was also applied to the dynamics of topological solitons in NLKGEs [23]. Together with the Rice ansatz [5,6], which introduces the position and the width of the soliton as CCs, the method explained resonances due to the action of an ac force [23-25] and described transport phenomena of ratchet type in sine-Gordon and $\phi^{4}$ models with biharmonic driving and damping [26,27]. The sineGordon model was applied, e.g., to long Josephson junctions, where the fluxons play the role of the solitons, and the ratchet effect was confirmed by experiments [28].

The aim of this work is to develop the GTWM for an arbitrary ansatz with $M$ CCs for the perturbed NLSE, see Sec. II. Furthermore, we show in Sec. III that in cases where the Lagrangian density for the perturbed system exists, the GTWM is equivalent to the variational approach. In particular, by using only 4 CCs we show in Sec. IV that the GTWM is also equivalent to the results obtained from the perturbation theory based on the inverse scattering transform [14], from the adiabatic perturbation theory [29] and from the variation of the norm, the first moment of the norm, the momentum, and the energy of the perturbed NLSE. Finally in Sec. V, we summarize our main results.

## II. GENERALIZED TRAVELING WAVE METHOD

The perturbed NLSE actually consists of two equations for the real and imaginary parts, or for $u(x, t)$ and $u^{*}(x, t)$. Namely,

$$
\begin{equation*}
i u_{t}+u_{x x}+2|u|^{2} u=R[u(x, t) ; x, t], \tag{1}
\end{equation*}
$$

and its complex conjugate equation, where $R[u(x, t) ; x, t]$ represents a general perturbation, which may also depend on $u^{*}$ and the spatial derivatives of $u$ and $u^{*}$. This system has very many applications in practically all fields of physics, which are listed and discussed in several reviews articles [14-16,30]. In the case of optical solitons, $t$ and $x$ are replaced by the propagation distance and the pulse duration, respectively.

For our purpose, we rewrite Eq. (1)

$$
\begin{equation*}
i u_{t}=\frac{\delta H_{0}}{\delta u^{*}}+R[u(x, t) ; x, t], \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{0}=\int_{-\infty}^{+\infty} d x \mathcal{H}_{0}=\int_{-\infty}^{+\infty} d x\left(u_{x} u_{x}^{*}-u^{2} u^{* 2}\right) \tag{3}
\end{equation*}
$$

For the following, only this Hamiltonian of the unperturbed system must be known. We now assume that the time dependence of $u(x, t)$ and $u^{*}(x, t)$ in Eq. (2) and its complex conjugate equation only appears via a set of $M$ real collective coordinates $\left\{Y_{1}(t), Y_{2}(t), \ldots Y_{M}(t)\right\}:=\vec{Y}(t)$

$$
\begin{equation*}
u(x, t)=u[x, \vec{Y}(t)], \quad u^{*}(x, t)=u^{*}[x, \vec{Y}(t)] . \tag{4}
\end{equation*}
$$

Then, we multiply Eq. (2) by $\partial u^{*} / \partial Y_{n}$, and its complex conjugate equation by $\partial u / \partial Y_{n}$, add the resulting equations and integrate over the system, yielding

$$
\begin{equation*}
\sum_{j=1}^{M} I_{Y_{n} Y_{j}} \dot{Y}_{j}=F_{n}(\vec{Y})+R_{n}(\vec{Y}), \quad n=1,2, \ldots M \tag{5}
\end{equation*}
$$

with

$$
\begin{align*}
& I_{Y_{n} Y_{j}}=\int_{-\infty}^{+\infty} d x i\left[\frac{\partial u}{\partial Y_{n}} \frac{\partial u^{*}}{\partial Y_{j}}-\frac{\partial u^{*}}{\partial Y_{n}} \frac{\partial u}{\partial Y_{j}}\right],  \tag{6}\\
& \begin{aligned}
F_{n}(\vec{Y}) & =-\int_{-\infty}^{+\infty} d x\left[\frac{\delta H_{0}}{\delta u^{*}} \frac{\partial u^{*}}{\partial Y_{n}}+\frac{\delta H_{0}}{\delta u} \frac{\partial u}{\partial Y_{n}}\right] \\
& =-\int_{-\infty}^{+\infty} d x \frac{\partial \mathcal{H}_{0}}{\partial Y_{n}}=-\frac{\partial}{\partial Y_{n}} H_{0} \\
R_{n}(\vec{Y}) & =-\int_{-\infty}^{+\infty} d x\left(R \frac{\partial u^{*}}{\partial Y_{n}}+R^{*} \frac{\partial u}{\partial Y_{n}}\right),
\end{aligned}
\end{align*}
$$

where the overdot denotes the derivative with respect to time. Equations (5)-(8) represent a set of $M$ first-order ODEs for our $M$ CCs. We note that for certain systems it is necessary to assume that the time dependence of the fields can also appear via $\dot{Y}_{1}, \dot{Y}_{2}, \ldots, \dot{Y}_{M}$, which are formally treated in the same way as the CCs. This yields $M$ second-order ODEs for
the $M$ CCs. Examples are magnetic vortices [20] and topological solitons in NLKGEs [23,31]; in both cases the width of the excitations depends on the velocity of the excitations.

In order to have an example which can be tested by the perturbation theory based on the IST [14] we now take the one-soliton solution of the unperturbed NLSE and make the following specific ansatz for $u(x, \vec{Y}(t))$ :

$$
\begin{equation*}
u(x, t)=2 i \eta \operatorname{sech}[2 \eta(x-\zeta)] e^{-i[2 \xi(x-\zeta)+\Phi]} \tag{9}
\end{equation*}
$$

with the 4 CCs soliton position $\zeta(t)$, phase $\Phi(t)$, amplitude $\eta(t)$, and velocity $\xi(t)$. The soliton energy reads

$$
\begin{equation*}
H_{0}=\frac{16}{3} \eta\left(3 \xi^{2}-\eta^{2}\right) . \tag{10}
\end{equation*}
$$

Setting $Y_{1}=\zeta, Y_{2}=\Phi, Y_{3}=\eta$ and $Y_{4}=\xi$ in Eqs. (5)-(8), we obtain for $n=1$

$$
\begin{equation*}
8 \dot{\eta} \dot{\xi}+8 \eta \dot{\xi}=\int_{-\infty}^{+\infty} d x\left(R \frac{\partial u^{*}}{\partial \zeta}+R^{*} \frac{\partial u}{\partial \zeta}\right) \tag{11}
\end{equation*}
$$

where $2 \eta$ is the soliton mass, and $-4 \xi(t)$ the soliton velocity [30]. Therefore this equation has the form of the Newtonian equation of motion for a point particle with variable mass. The rhs of Eq. (11) represents the time-dependent force obtained by means of the average of the perturbation $R$ over space, where the "weight function" is just the variation of the ansatz with respect to the first CC, the soliton position. In addition to the point-particle representation, the evolution of $\zeta$ and $\Phi$ takes into account other degrees of freedom. Then, in a similar way, i.e., setting $Y_{1}=\zeta, Y_{2}=\Phi, Y_{3}=\eta$ and $Y_{4}=\xi$ in Eqs. (5)-(8), we obtain for $n=2,3,4$

$$
\begin{gather*}
4 \dot{\eta}=-\int_{-\infty}^{+\infty} d x\left(R \frac{\partial u^{*}}{\partial \phi}+R^{*} \frac{\partial u}{\partial \phi}\right)  \tag{12}\\
4(\dot{\Phi}-2 \dot{\zeta} \dot{\zeta}) \equiv 4(\dot{\phi}+2 \zeta \dot{\xi}) \\
=-16\left(\eta^{2}-\xi^{2}\right)+\int_{-\infty}^{+\infty} d x\left(R \frac{\partial u^{*}}{\partial \eta}+R^{*} \frac{\partial u}{\partial \eta}\right),  \tag{13}\\
8 \eta \dot{\zeta}=-32 \eta \xi-\int_{-\infty}^{+\infty} d x\left(R \frac{\partial u^{*}}{\partial \xi}+R^{*} \frac{\partial u}{\partial \xi}\right) \tag{14}
\end{gather*}
$$

respectively, where $\Phi=\phi+2 \zeta \xi$. Hence, the evolution of $\eta$ and $\zeta$ is given directly by Eqs. (12) and (14), respectively. Substituting $\dot{\eta}$ from Eq. (12) in Eq. (11) the equation of motion for $\xi$ is attained. Finally, using the obtained equation for $\dot{\xi}$ in Eq. (13) the time evolution of $\Phi$ is found. Equations (11)-(14) are equivalent to the results of the adiabatic perturbation theory [29]. They are also equivalent to the Eqs. (3.17)-(3.20) of Ref. [14] for $\dot{\eta}, \dot{\xi}, \dot{\zeta}$, and $\dot{\phi}$ obtained by the IST with arbitrary perturbations. However, the GTWM has the following advantages:
(1) It does not require that the IST can be applied to the unperturbed system. In fact, the specific form of $\mathcal{H}_{0}$ in Eq. (3), which is related to the unperturbed NLSE, is not used in the derivation of the evolution Eqs. (5) for the CCs.
(2) The GTWM works for an arbitrary number of CCs. For example the ansatz of Ref. [37] with 6 CCs can be used. See also the remarks at the end of the conclusions section.
(3) The procedure which yields the evolution Eqs. (5) for the CCs is extremely concise. After having chosen a specific ansatz, the calculation of the integrals Eq. (6) and the forces Eq. (7) is straightforward. The same holds for the perturbation terms Eq. (8) when the perturbation $R$ has been specified.

## III. VARIATIONAL APPROACH AND GTWM

An advantage of the GTWM is related to the fact that it can be applied in cases where the Lagrangian density $\mathcal{L}\left(u, u^{*}, u_{x}, u_{x}^{*}, u_{t}, u_{t}^{*}\right)$ of the perturbed system is unknown. However, if $\mathcal{L}$ exists and if, in addition, $\mathcal{L}$ and the ansatz Eqs. (4) satisfy certain conditions [see Eqs. (22) and (23) below], we show that the variational approach and the GTWM are equivalent, i.e., both methods yield the same equations of motion for the CCs.

In order to prove this statement, we separate the perturbation $R[u(x, t) ; x, t]$ in two parts

$$
\begin{equation*}
R[u(x, t) ; x, t]=-i \beta u+B[u(x, t) ; x, t], \tag{15}
\end{equation*}
$$

such that the dissipation in the system appears only in the first term, $-i \beta u$. We assume that the perturbed NLSE Eq. (1) is equivalent to an Euler-Lagrange equation, generalized by a dissipative term on the rhs,

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial \mathcal{L}}{\partial u_{t}^{*}}+\frac{d}{d x} \frac{\partial \mathcal{L}}{\partial u_{x}^{*}}-\frac{\partial \mathcal{L}}{\partial u^{*}}=\frac{\delta \mathcal{F}}{\delta u_{t}^{*}}, \tag{16}
\end{equation*}
$$

with the dissipation function

$$
\begin{equation*}
\mathcal{F}=-i \beta\left(u u_{t}^{*}-u^{*} u_{t}\right), \tag{17}
\end{equation*}
$$

and similarly for the complex conjugate of Eq. (1). We note that more complicated dissipation terms than the simple term $-i \beta u$ in Eq. (15) can also be treated by generalizing the Euler-Lagrange formalism [17].

Now, inserting the ansatz Eq. (4) in $\mathcal{L}$ and $\mathcal{F}[32,33]$ and integrating, we obtain

$$
\begin{align*}
& L=\int_{-\infty}^{+\infty} d x \mathcal{L}\left(u, u^{*}, u_{x}, u_{x}^{*}, u_{t}, u_{t}^{*}\right)=L(\vec{Y} ; \dot{\vec{Y}})  \tag{18}\\
& F=\int_{-\infty}^{+\infty} d x \mathcal{F}\left(u, u^{*}, u_{x}, u_{x}^{*}, u_{t}, u_{t}^{*}\right)=F(\vec{Y} ; \dot{\vec{Y}}) \tag{19}
\end{align*}
$$

Hence, the $M$ collective coordinates satisfy $M$ generalized Lagrange equations

$$
\begin{equation*}
\frac{d}{d t} \frac{\partial L}{\partial \dot{Y}_{n}}-\frac{\partial L}{\partial Y_{n}}-\frac{\partial F}{\partial \dot{Y}_{n}}=0 \tag{20}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d x\left[\frac{d}{d t} \frac{\partial \mathcal{L}}{\partial \dot{Y}_{n}}-\frac{\partial \mathcal{L}}{\partial Y_{n}}-\frac{\partial \mathcal{F}}{\partial \dot{Y}_{n}}\right]=0 \tag{21}
\end{equation*}
$$

where $n=1, \ldots, M$. From now on we denote $Y=Y_{n}$ and assume $\{$ see Eq. (4) in [32]\} that

$$
\begin{align*}
& {\left[\frac{\partial \mathcal{L}}{\partial u_{x}} \frac{\partial u}{\partial Y}\right]_{x \rightarrow+\infty}-\left[\frac{\partial \mathcal{L}}{\partial u_{x}} \frac{\partial u}{\partial Y}\right]_{x \rightarrow-\infty}=0,}  \tag{22}\\
& {\left[\frac{\partial \mathcal{L}}{\partial u_{x}^{*}} \frac{\partial u^{*}}{\partial Y}\right]_{x \rightarrow+\infty}-\left[\frac{\partial \mathcal{L}}{\partial u_{x}^{*}} \frac{\partial u^{*}}{\partial Y}\right]_{x \rightarrow-\infty}=0 .} \tag{23}
\end{align*}
$$

As the following relations hold

$$
\begin{align*}
& \frac{d}{d t} \frac{\partial \mathcal{L}}{\partial \dot{Y}}=\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial u_{t}} \frac{\partial u}{\partial Y}\right)+\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial u_{t}^{*}} \frac{\partial u^{*}}{\partial Y}\right),  \tag{24}\\
& \frac{\partial \mathcal{L}}{\partial Y}= \frac{\partial \mathcal{L}}{\partial u} \frac{\partial u}{\partial Y}+\frac{\partial \mathcal{L}}{\partial u^{*}} \frac{\partial u^{*}}{\partial Y}+\frac{\partial \mathcal{L}}{\partial u_{x}} \frac{\partial u_{x}}{\partial Y} \\
&+\frac{\partial \mathcal{L}}{\partial u_{x}^{*}} \frac{\partial u_{x}^{*}}{\partial Y}+\frac{\partial \mathcal{L}}{\partial u_{t}} \frac{\partial u_{t}}{\partial Y}+\frac{\partial \mathcal{L}}{\partial u_{t}^{*}} \frac{\partial u_{t}^{*}}{\partial Y}  \tag{25}\\
& \frac{\partial \mathcal{F}}{\partial \dot{Y}}=\frac{\partial \mathcal{F}}{\partial u_{t}} \frac{\partial u}{\partial Y}+\frac{\partial \mathcal{F}}{\partial u_{t}^{*}} \frac{\partial u^{*}}{\partial Y} \tag{26}
\end{align*}
$$

and taking into account the relations Eqs. (22) and (23), Eq. (21) becomes

$$
\begin{align*}
& \int_{-\infty}^{+\infty} d x\left\{\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial u_{t}}\right)+\frac{d}{d x}\left(\frac{\partial \mathcal{L}}{\partial u_{x}}\right)-\frac{\partial \mathcal{L}}{\partial u}-\frac{\partial \mathcal{F}}{\partial u_{t}}\right\} \frac{\partial u}{\partial Y} \\
& \quad+\int_{-\infty}^{+\infty} d x\left\{\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial u_{t}^{*}}\right)+\frac{d}{d x}\left(\frac{\partial \mathcal{L}}{\partial u_{x}^{*}}\right)-\frac{\partial \mathcal{L}}{\partial u^{*}}-\frac{\partial \mathcal{F}}{\partial u_{t}^{*}}\right\} \frac{\partial u^{*}}{\partial Y}=0 . \tag{27}
\end{align*}
$$

Inserting the Lagrangian density $\mathcal{L}$ and the dissipation function $\mathcal{F}$ in Eq. (27), the first and second curly brackets become the NLS Eq. (1) and its corresponding complex conjugate equation, respectively (up to a constant factor), where $R$ is given by Eq. (15). Then, Eq. (27) represents the integration of the sum of the first NLSE Eq. (1) multiplied by $\partial u / \partial Y$ and the second NLSE, i.e., the complex conjugate of Eq. (1), multiplied by $\partial u^{*} / \partial Y$. This projection procedure is exactly the same as that which has produced the $M$ Eqs. (5) in Sec. II. Thus, the Lagrangian approach is equivalent to the GTWM and vice versa. However, in practice the GTWM requires more work if $M>3$, because $M(M-1) / 2$ integrals $I_{Y_{n} Y_{j}}$ and $M$ integrals $R_{n}(\vec{Y})$ in Eqs. (6) and (8), respectively, must be calculated. In the Lagrangian method one has to perform only $M+3$ integrals to obtain $L$ and $F$. On the other hand, the GTWM is more general since the Lagrangian density of the perturbed system need not be known.

## IV. GTWM AND MODIFIED CONSERVED QUANTITIES

A very peculiar property of GTWMs is related to its relationship with the so-called modified conservation laws (MCL) (the time evolution of the quantities which are conserved for the unperturbed system) [18]. Such an equivalence was already shown for NLKGEs in [23] since usually the
equations of motion for M CCs are related with the first $M$ MCLs.

In this section, we show that in the case of the NLSE the GTWM with the ansatz

$$
\begin{equation*}
u(x, t)=u(x-\zeta, \Phi, \eta, \xi), \quad u^{*}(x, t)=u^{*}(x-\zeta, \Phi, \eta, \xi) \tag{28}
\end{equation*}
$$

yields at first only 3 MCLs, namely the time variation of the norm, the momentum, and the energy. In Eq. (28) $\zeta$ denotes the soliton position and $\Phi$ represents a phase, (so that $\partial u / \partial \Phi=-i u$ and $\left.\partial u^{*} / \partial \Phi=i u^{*}\right)$. We stress that we need not yet make a specific ansatz for $u$. With $M=4$ and setting $n$ $=1$ in Eqs. (5)-(8) we obtain

$$
\begin{gather*}
\sum_{j=1}^{4} I_{\zeta Y_{j}} \dot{Y}_{j}=\frac{d P}{d t}+\int_{-\infty}^{+\infty} d x \frac{\partial}{\partial x} \frac{i}{2}\left[u_{t} u^{*}-u u_{t}^{*}\right]  \tag{29}\\
F_{1}(\zeta, \Phi, \eta, \xi)=\int_{-\infty}^{+\infty} d x \frac{\partial \mathcal{H}_{0}}{\partial x}  \tag{30}\\
R_{1}(\zeta, \Phi, \eta, \xi)=\int_{-\infty}^{+\infty} d x\left(R \frac{\partial u^{*}}{\partial x}+R^{*} \frac{\partial u}{\partial x}\right) \tag{31}
\end{gather*}
$$

where $P$ is the momentum

$$
\begin{equation*}
P=\int_{-\infty}^{+\infty} d x \frac{i}{2}\left[u u_{x}^{*}-u^{*} u_{x}\right] . \tag{32}
\end{equation*}
$$

Substituting Eqs. (29)-(31) in Eq. (5) and taking into account that

$$
\begin{equation*}
\int_{-\infty}^{+\infty} d x \frac{\partial}{\partial x}\left\{\frac{i}{2}\left[u_{t} u^{*}-u u_{t}^{*}\right]-\mathcal{H}_{0}\right\}=0 \tag{33}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\frac{d P}{d t}=\int_{-\infty}^{+\infty} d x\left(R \frac{\partial u^{*}}{\partial x}+R^{*} \frac{\partial u}{\partial x}\right) \tag{34}
\end{equation*}
$$

which represents the variation of the momentum with respect to time for the perturbed NLSE Eq. (1) and its complex conjugate equation.

Taking $n=2$ in Eqs. (5)-(8), we obtain

$$
\begin{gather*}
\sum_{j=1}^{4} I_{\Phi Y_{j}} \dot{Y}_{j}=-\frac{d N}{d t}, \quad N=\int_{-\infty}^{+\infty} d x|u|^{2}  \tag{35}\\
F_{2}(\zeta, \Phi, \eta, \zeta)=-\frac{\partial H_{0}}{\partial \Phi}=-\frac{\partial}{\partial \Phi} \int_{-\infty}^{+\infty} d x\left(\left|u_{x}\right|^{2}-|u|^{4}\right)=0 \tag{36}
\end{gather*}
$$

$$
\begin{align*}
R_{2}(\zeta, \Phi, \eta, \xi) & =-\int_{-\infty}^{+\infty} d x\left(R \frac{\partial u^{*}}{\partial \Phi}+R^{*} \frac{\partial u}{\partial \Phi}\right) \\
& =-\int_{-\infty}^{+\infty} d x i\left(R^{*} u-R u^{*}\right) \tag{37}
\end{align*}
$$

Hence, substituting Eqs. (35)-(37) in Eq. (5) our second modified conservation law reads

$$
\begin{equation*}
\frac{d N}{d t}=\int_{-\infty}^{+\infty} d x i\left(R^{*} u-R u^{*}\right) \tag{38}
\end{equation*}
$$

and represents the variation of the norm $N$.
Finally, we insert in Eqs. (5)-(8) $Y_{1}=\zeta, Y_{2}=\Phi, Y_{3}=\eta$, and $Y_{4}=\xi$, with $M=4$. Then, we multiply these equation by $\dot{\zeta}, \dot{\Phi}$, $\dot{\eta}$, and $\dot{\xi}$, respectively; adding them yields

$$
\begin{gather*}
\sum_{n=1}^{4} \sum_{j=1}^{4} I_{Y_{n} Y_{j}} \dot{Y}_{j} \dot{Y}_{n}=0  \tag{39}\\
F_{1} \dot{\zeta}+F_{2} \dot{\Phi}+F_{3} \dot{\eta}+F_{4} \dot{\xi}=-\frac{d H_{0}}{d t}  \tag{40}\\
R_{1} \dot{\zeta}+R_{2} \dot{\Phi}+R_{3} \dot{\eta}+R_{4} \dot{\xi}=-\int_{-\infty}^{+\infty} d x\left(R u_{t}^{*}+R^{*} u_{t}\right) \tag{41}
\end{gather*}
$$

so that the evolution of the energy is given by

$$
\begin{equation*}
\frac{d H_{0}}{d t}=-\int_{-\infty}^{+\infty} d x\left(R u_{t}^{*}+R^{*} u_{t}\right) \tag{42}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
\frac{d H_{0}}{d t}=-\sum_{j=1}^{4} \dot{Y}_{j} \int_{-\infty}^{+\infty} d x\left(R \frac{\partial u^{*}}{\partial Y_{j}}+R^{*} \frac{\partial u}{\partial Y_{j}}\right) \tag{43}
\end{equation*}
$$

Equation (43) represents the third MCL for NLSE.
We would like to find a fourth MCL, since we are using four CC equations from our GTWM. It is natural to expect that these equations are related not only to the first three conservation laws but also to the fourth one. The infinite sequence of conservation laws of the unperturbed NLSE can be obtained via the following recurrence relation for densities, which was obtained in the framework of the IST [34],

$$
\begin{equation*}
b_{m+1}=u^{*} \frac{d}{d x}\left(\frac{b_{m}}{u^{*}}\right)+\sum_{k+j=m-1} b_{k} b_{j} \tag{44}
\end{equation*}
$$

with $b_{0}=|u|^{2}, m=0,1, \ldots$. A similar relation, with $b_{m+1}^{*}$, holds for the complex conjugate of Eq. (1) with $R=0$. In this way, for $m=0$ the momentum density $\mathcal{P}=-(i / 2)\left(b_{1}-b_{1}^{*}\right)$ is obtained [34], which is identical with that in Eq. (32). For $m$ $=1$, we obtain the energy density and for $m=2$ a new density,

$$
\begin{equation*}
\rho_{1}=-(i / 2)\left(b_{3}-b_{3}^{*}\right)=\frac{i}{2}\left\{3|u|^{2}\left(u u_{x}^{*}-u_{x} u^{*}\right)+u_{x}^{*} u_{x x}-u_{x} u_{x x}^{*}\right\} \tag{45}
\end{equation*}
$$

Using the one-soliton solution for the unperturbed NLSE, i.e., Equation (9) with constant velocity and amplitude and
the linear functions in time $\zeta=\zeta_{0}-4 \xi t$ and $\Phi=\Phi_{0}$ $-4\left(\xi^{2}+\eta^{2}\right) t$, this yields a new conserved quantity $H_{1}$ $=\int_{-\infty}^{+\infty} d x \rho_{1}(x, t)=32 \eta \xi\left(\xi^{2}-\eta^{2}\right)$. Due to the perturbations $R$ and $R^{*}$ in Eq. (1) and its complex conjugate equation, respectively, the evolution of $H_{1}$ is determined by [18]

$$
\begin{equation*}
\frac{d H_{1}}{d t}=\int_{-\infty}^{+\infty} d x\left[R^{*}\left(6|u|^{2} u_{x}+u_{x x x}\right)+R\left(6|u|^{2} u_{x}^{*}+u_{x x x}^{*}\right)\right] \tag{46}
\end{equation*}
$$

where $H_{1}$ is the Hamiltonian for the first integrable hierarchy of the NLSE [35]. Comparing the rhs of Eq. (8) with the rhs of Eq. (46) we realize that in the former equation the perturbation $R$ is multiplied by the first derivative of $u^{*}$ with respect to a given CC, whereas in the latter one the third spatial derivative of $u^{*}$ appears. So, the MCL Eq. (46) is not equivalent to any equation or combination of equations of the system Eqs. (5)-(8) obtained by means of GTWM.

However, we can achieve our goal by considering the evolution of the first moment of the norm [19],

$$
\begin{equation*}
\frac{d N_{1}}{d t}=2 P+\int_{-\infty}^{+\infty} d x x\left(R^{*} u-R u^{*}\right), \quad N_{1}=\int_{-\infty}^{+\infty} d x x|u|^{2} \tag{47}
\end{equation*}
$$

We now show that Eq. (47) together with the first three MCLs yields the four CC Eqs. (11)-(14). Here we use the specific ansatz Eq. (9) for which the norm

$$
\begin{equation*}
N=4 \eta \tag{48}
\end{equation*}
$$

the first moment of the norm,

$$
\begin{equation*}
N_{1}=4 \eta \zeta \tag{49}
\end{equation*}
$$

the momentum

$$
\begin{equation*}
P=-8 \eta \xi \tag{50}
\end{equation*}
$$

and the energy is given by Eq. (10). Substituting Eqs. (48)-(50) and (10) in the Eqs. (38), (34), (47), and (43), respectively, we obtain

$$
\begin{gather*}
4 \dot{\eta}=\int_{-\infty}^{+\infty} d x i\left(R^{*} u-R u^{*}\right)  \tag{51}\\
-8 \eta \dot{\xi}-8 \dot{\xi} \dot{\eta}=\int_{-\infty}^{+\infty} d x\left(R \frac{\partial u^{*}}{\partial x}+R^{*} \frac{\partial u}{\partial x}\right),  \tag{52}\\
4 \eta \dot{\zeta}+4 \zeta \dot{\eta}=-16 \eta \dot{\xi}+i \int_{-\infty}^{+\infty} d x x\left(R^{*} u-R u^{*}\right),  \tag{53}\\
-16\left(\eta^{2}-\xi^{2}\right) \dot{\eta}+32 \eta \dot{\xi} \dot{\xi}=-\sum_{j=1}^{4} \dot{Y}_{j} \int_{-\infty}^{+\infty} d x\left(R \frac{\partial u^{*}}{\partial Y_{j}}+R^{*} \frac{\partial u}{\partial Y_{j}}\right) \tag{54}
\end{gather*}
$$

From Eq. (51) and the identity $\partial u / \partial \xi=-2 i(x-\zeta) u$, Eq. (53) becomes

$$
\begin{equation*}
8 \eta \dot{\zeta}=-32 \eta \xi-\int_{-\infty}^{+\infty} d x\left(R \frac{\partial u^{*}}{\partial \xi}+R^{*} \frac{\partial u}{\partial \xi}\right) \tag{55}
\end{equation*}
$$

which provides the evolution equation for $\dot{\zeta}$. Taking into account Eqs. (51), (52), and (55), Eq. (54) becomes

$$
\begin{equation*}
\dot{\eta}\left\{4(\dot{\Phi}-2 \dot{\xi} \dot{\zeta})-16\left(\dot{\xi}^{2}-\eta^{2}\right)-\int_{-\infty}^{+\infty} d x\left(R \frac{\partial u^{*}}{\partial \eta}+R^{*} \frac{\partial u}{\partial \eta}\right)\right\}=0 \tag{56}
\end{equation*}
$$

yielding the evolution equation for $\Phi$ since $\eta$ evolves in time. From Eqs. (51) and (52) we obtain the equation of motion for $\eta$ and $\xi$. From Eqs. (55) and (56), the equations for $\zeta$ and $\Phi$ can be obtained. In fact, these four equations agree with Eqs. (11)-(14) obtained via GTWM.

## V. CONCLUSIONS

We have developed the GTWM for the perturbed NLS Eqs. (1) and the complex conjugate of Eq. (1) (this is different from earlier applications of the method which started from the Hamilton equations for magnetic vortices and for solitons in NLKGEs). The GTWM is based on a projection technique: The NLSEs Eq. (2) and the complex conjugate of Eq. (2) are multiplied by derivatives of $u^{*}$ and $u$ with respect to one of the CCs, respectively. Then the resulting equations are added and integrated over the system. This yields the evolution equations for an arbitrary number of CCs, Eqs. (5)-(8), without using a specific ansatz. This method is more general than the variational approach because it is not necessary to know the Lagrangian density $\mathcal{L}$ of the perturbed system. E.g., see Eq. (1) of [36], where the Lagrangian density does not exist, but the Hamiltonian $H_{0}$ of the unperturbed system is known. In cases where $\mathcal{L}$ exists and conditions Eqs. (22) and (23) are satisfied, we have shown that the GTWM and the variational formalism are equivalent, i.e., from both theories the same evolution equations for the CCs are obtained.

Using 4 collective coordinates with the ansatz Eq. (9), namely, the position $\zeta$, velocity $\xi$, amplitude $\eta$ and phase $\Phi$ of the soliton, we have explicitly shown that the GTWM is equivalent to the results obtained from the IST, from the adiabatic perturbation theory and from the time variation of the norm, the first moment of the norm, the momentum, and the energy of the system. However, we stress that the GTWM is very concise, and more general than the IST and the time-variation of the conserved quantities since it can be applied when we have an ansatz with more than 4 CCs (see the ansätze with 5 CCs in Refs. [36,38] for soliton propagation in optical fibers and with 6 CCs used in [37]). Moreover, the perturbations considered in Refs. [36,38] include several dissipative terms which present no additional difficulty for the GTWM, in contrast to the variational method. Work along this line is in progress.
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