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Kink topology control by high-frequency external forces in nonlinear Klein-Gordon models
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A method of averaging is applied to study the dynamics of a kink in the damped double sine-Gordon equation
driven by both external (nonparametric) and parametric periodic forces at high frequencies. This theoretical
approach leads to the study of a double sine-Gordon equation with an effective potential and an effective additive
force. Direct numerical simulations show how the appearance of two connected π kinks and of an individual
π kink can be controlled via the frequency. An anomalous negative mobility phenomenon is also predicted by
theory and confirmed by simulations of the original equation.
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I. INTRODUCTION

It is well known that the sine-Gordon equation is an
integrable system [1]. It possesses infinitely many soliton
solutions as well as infinitely many conserved quantities.
Moreover, the soliton interactions are elastic. These properties
have been used, in the case of the sine-Gordon system, to
describe the nonlinear dynamics of biopolymers [2]. Double
sine-Gordon and φ4 equations are nearly integrable, and only
a few solutions are known [3]. These solutions are called
solitary waves instead of solitons because these waves interact
inelastically [4–8].

From the physical point of view, it is important to include
the dissipation and external forces in these mathematical
models. These perturbations should be small to prevent
the destruction of the solitary waves [9]. These perturbed
equations currently model the propagation of fluxons in long
Josephson junctions [10,11], dislocations in solids, ferromag-
netic systems, etc. (see references in the review paper [12]). In
particular, the double sine-Gordon equation has been used as
a model for low-dimensional magnetic systems (see Ref. [13]
and references therein) and to describe the defect propagation
in hydrogen-bonded molecular chains [14,15].

Among all possible perturbations, the external (nonpara-
metric) and parametric periodic forces have been widely
used [16–24]. In particular, when the solitary waves are
strongly driven by high-frequency forces, it has been shown
that there is a range of parameters for which the kink cannot
exist [16] in the damped parametrically driven φ4 system.
Phenomena of a more interesting nature appear in the damped
parametric and additive driven sine-Gordon equation. Indeed,
in the former case, a 2π kink, a solution consisting of two
connected π kinks, was predicted by the theory and confirmed
by simulations [20]. In the latter case, a π kink was found [23].

In the current work, the damped double sine-Gordon
equation, driven by both external (nonparametric) and para-
metric forces is studied. It should be noted that, in the
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high-frequency limit, we show that the appearance of one
of the two connected π kinks can be controlled via the
frequency. A similar phenomenon has been reported in recent
experiments on helical ribbons formed from a paramagnetic
colloid in a dynamic magnetic field, where the particular form
of the domain walls are controlled via the frequency and the
amplitudes of the forces [25].

In order to achieve our goal, we consider the following
perturbed double sine-Gordon equation:

∂2φ

∂t2
− ∂2φ

∂x2
+ μ sin φ + λ sin 2φ

= f − γ
∂φ

∂t
+ ε1 sin φ cos ωt− ε2 cos φ sin ωt+ ε3 sin ωt,

(1)

where all variables and parameters are in dimensionless form.
In particular, μ and λ are parameters of the double sine-Gordon
equation, while f is a constant force, εj (j = 1,2,3) are the
amplitudes of the T = 2π/ω periodic forces, and γ is the
dissipation coefficient.

In order to describe the dynamics of solitary waves of this
equation, a method of averaging, introduced in Ref. [16],
is applied. Although this method of averaging [18,22,25] is
less general than that developed in Ref. [20], it is shown
here that this method leads, not only to very interesting
theoretical results, but also to good agreement with the
numerical simulations of Eq. (1). Moreover, we show that both
methods yield the same results in the first-order correction.

The paper is organized as follows. In Sec. II, a method of
averaging for a more general equation is developed, namely,
the damped and driven nonlinear Klein-Gordon equation,

∂2φ

∂t2
− ∂2φ

∂x2
+ V ′(φ) = g(t,φ) − γ

∂φ

∂t
, (2)

with potential V (φ), driven by constant, external periodic
(nonparametric), and parametric forces

g(t,φ) = f + ε1A(φ) cos ωt + ε2B(φ) sin ωt + ε3 sin ωt

(3)

for sufficiently large values of ω. Interestingly, in the high-
frequency limit, the perturbation can be large, i.e., ε1 � 1,
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ε2 � 1, and ε3 � 1. In Sec. III, for a particular choice
of the functions A(φ) and B(φ), the kink dynamics of
Eq. (1) is analyzed by means of an effective potential. In
Sec. IV the simulations of Eq. (1) are compared with the
simulations of the corresponding effective equation obtained
within the framework of a method of averaging. In Sec. V
the phenomenon of absolute negative mobility of the kinks is
explored. Finally, in Sec. VI the main conclusions of the work
are summarized. A numerical analysis of the spectrum of linear
excitations around the static kink solution in the double-sine
Gordon equation is provided in the Appendix.

II. THE METHOD OF AVERAGING FOR THE DAMPED
NONLINEAR KLEIN-GORDON EQUATION

In order to study the dynamics of kink solutions of Eqs. (2)
and (3), we use the so-called method of averaging [16,18,26].
The main idea of this method is to separate fast and slow
parts of the solution of Eq. (2). As a result, an effective partial
differential equation is obtained, where the periodic forces
do not appear explicitly but affect the effective potential. We
apply the approach developed in Ref. [16], where the well-
known method of averaging for a pendulum motion under
a high-frequency parametric force [26] was generalized to
the φ4 chain with loss. This method is then applied to the
sine-Gordon equation with the aim of modeling the Josephson
junctions [19].

Equations (2) and (3) can be rewritten as

∂2φ

∂t2
− ∂2φ

∂x2
+ V ′(φ)

= f − γ
∂φ

∂t
+ ε1A(φ) cos ωt + [ε2B(φ) + ε3] sin ωt,

(4)

where, from henceforth, ω is considered sufficiently large (the
meaning of large frequency is clarified later in the paper).

The first step of the method of averaging used here
consists of splitting the solution of Eq. (4), φ(x,t), into two
components: a slowly varying function 	(x,t) and a fast and
small varying function ζ (t) [16,18,26]. The function ζ has zero
mean and describes the small (and fast) oscillations around the
slowly varying function 	 and is assumed to be independent
of x [16,18]. This assumption is confirmed by simulations.

Substituting φ(x,t) = 	(x,t) + ζ (t) into (4), we obtain

∂2	

∂t2
− ∂2	

∂x2
+ ∂2ζ

∂t2
+ γ

∂	

∂t
+ γ

∂ζ

∂t
+ V ′(	 + ζ )

= f + ε1A(	 + ζ ) cos ωt + ε2B(	 + ζ ) sin ωt

+ ε3 sin ωt. (5)

In order to proceed, it is assumed that ζ is sufficiently small to
obtain

V ′(	 + ζ ) = V ′(	) + V ′′(	)ζ + V ′′′(	)
ζ 2

2
+ · · · ,

A(	 + ζ ) = A(	) + A′(	)ζ + · · · ,

B(	 + ζ ) = B(	) + B ′(	)ζ + · · · ,

and then (5) becomes

∂2	

∂t2
− ∂2	

∂x2
+ ∂2ζ

∂t2
+ V ′(	) + V ′′(	)ζ +V ′′′(	)

ζ 2

2
+ · · ·

= f − γ
∂	

∂t
− γ

∂ζ

∂t
+ ε1[A(	) + A′(	)ζ ] cos ωt

+ ε2[B(	) + B ′(	)ζ ] sin ωt + ε3 sin ωt + · · · . (6)

The next step consistently separates the equations of motion
for ζ and 	. Following Refs. [16,26], we collect, on one
hand, the fast varying terms and, on the other hand, the slowly
varying terms. Assuming that εj ∼ ω, j = 1,2,3 and ζ̇ ∝ ω,
and that ζ̈ ∝ ω2 since ζ oscillates with a frequency ω, it can
be deduced that the evolution of ζ is ruled by the Newtonian
equation

∂2ζ (t)

∂t2
= −γ

∂ζ (t)

∂t
+ ε1A(	) cos ωt

+ ε2B(	) sin ωt + ε3 sin ωt, (7)

where the periodic forces act directly on ζ . Since 	 is a slowly
varying function in comparison with ζ , we can further assume
that 	 is a constant, and hence Eq. (7) can be solved, which
yields

ζ (t) = C1 + C2e
−γ t + ε1A(	)γ − [ε2B(	) + ε3]ω

ω(γ 2 + ω2)
sin(ωt)

− ε1A(	)ω + [ε2B(	) + ε3]γ

ω(γ 2 + ω2)
cos(ωt), (8)

where C1 and C2 are integration constants. After a transient
time, t � τ = 1/γ , then the second term, proportional to C2,
can be disregarded. Moreover, the assumption 〈ζ 〉 = 0 implies
C1 = 0. Therefore, Eq. (8) reduces to

ζ (t) = ε1A(	)γ − [ε2B(	) + ε3]ω

ω(γ 2 + ω2)
sin(ωt)

− ε1A(	)ω + [ε2B(	) + ε3]γ

ω(γ 2 + ω2)
cos(ωt). (9)

Notice that, if A and B are of order one, then ζ (t) � 1 implies
that |εj | � ω2 + γ 2, j = 1,2,3.

Finally, we insert (9) into the remaining terms of Eq. (6)
and take the average, defined by 〈f (t)〉 = 1

T

∫ T

0 f (t)dt , T =
2π/ω, of the resulting equation. Notice that since 〈ζ 〉 = 0,
then 〈φ〉 = 〈	〉. Using this fact, as well as the expressions

〈ζ 2〉 =ε2
1A

2(	) + [ε2B(	) + ε3]2

2ω2(ω2 + γ 2)
,

〈ζ cos(ωt)〉 = − ε1A(	)ω + [ε2B(	) + ε3]γ

2ω(ω2 + γ 2)
,

〈ζ sin(ωt)〉 =ε1A(	)γ − [ε2B(	) + ε3]ω

2ω(ω2 + γ 2)
,
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the following averaging equation for 〈	〉 is obtained:

∂2	

∂t2
− ∂2	

∂x2
+ γ

∂	

∂t
+ V ′(	)

+ ε2
1A

2(	) + [ε2B(	) + ε3]2

4ω2(ω2 + γ 2)
V ′′′(	)

= f − ε1A
′(	)

ε1A(	)ω + [ε2B(	) + ε3]γ

2ω(ω2 + γ 2)

+ ε2B
′(	)

ε1A(	)γ − [ε2B(	) + ε3]ω

2ω(ω2 + γ 2)
. (10)

Henceforth, for the sake of simplicity, the notation 	 = 〈	〉 is
used. This is the averaging equation corresponding to Eq. (4).
This has been obtained by the assumption that ω is sufficiently
large, which means that the driving frequency should be larger
than any other frequency of the system.

III. DAMPED DOUBLE SINE-GORDON EQUATION,
DRIVEN BY EXTERNAL (NONPARAMETRIC) AND

PARAMETRIC FORCES OF HIGH FREQUENCY

Let the results of the previous section now be applied to
the damped double sine-Gordon equation driven by external
(nonparametric) and parametric forces. To this end, the
potential and the functions A(φ) and B(φ) in Eq. (4) are
specified as follows:

V (φ) = μ(1 − cos φ) + λ

2
(1 − cos 2φ),

A(φ) = sin φ, B(φ) = − cos φ,

obtaining the equation

∂2φ

∂t2
− ∂2φ

∂x2
+ μ sin φ + λ sin 2φ

= f − γ
∂φ

∂t
+ ε1 sin φ cos ωt − ε2 cos(φ) sin ωt + ε3 sin ωt.

(11)

By maintaining only those terms up to the order 1/ω3, the
effective Eq. (10) becomes

∂2	

∂t2
− ∂2	

∂x2
+ γ

∂	

∂t
+ dVeff

d	
= feff, (12)

where

Veff(	) =
[
μ + ε2ε3

2(ω2 + γ 2)

]
(1 − cos 	)

+
[
λ + ε2

1 − ε2
2

4(ω2 + γ 2)

](
1 − cos 2	

2

)
(13)

+ ε1ε3γ

2ω(ω2 + γ 2)
sin 	,

feff = f + ε1ε2γ

2ω(ω2 + γ 2)
.

There are two interesting particular cases that deserve to be
discussed:

(1) Parametrically driven damped sine-Gordon equation.
Setting ε3 = 0 in Eq. (11) yields

∂2φ

∂t2
− ∂2φ

∂x2
+ μ sin φ + λ sin 2φ

= f − γ
∂φ

∂t
+ ε1 sin φ cos ωt − ε2 cos(φ) sin ωt, (14)

while the corresponding effective equation reduces to (12) with
the effective potential and force given by

Veff(	) = μ(1 − cos 	) +
[
λ + ε2

1 − ε2
2

4(ω2 + γ 2)

]
(1 − cos 2	)

2
,

feff = f + ε1ε2γ

2ω(ω2 + γ 2)
, (15)

respectively. In particular, by setting μ = 1, ε2 = 0, and λ = 0
in Eq. (15), the results of Ref. [20] for the parametrically
driven damped sine-Gordon equation are recovered; that is,
the effective equation is the double sine-Gordon system, where
the existence of two connected π kinks for a certain range of
parameters is observed.

In order to show the importance of the second parametric
force, notice that ε1 = ε2 = ε further reduces Eq. (14) to

∂2φ

∂t2
− ∂2φ

∂x2
+ μ sin φ + λ sin 2φ = f − γ

∂φ

∂t
+ ε sin(φ−ωt),

(16)

while its effective equation reads

∂2	

∂t2
− ∂2	

∂x2
+ γ

∂	

∂t
+ μ sin 	 + λ sin 2	

= f + ε2γ

2ω(ω2 + γ 2)
. (17)

Equation (17) represents either the damped double sine-
Gordon equation (μ 	= 0, λ 	= 0) or the damped sine-Gordon
equation (μ 	= 0, λ = 0), driven only by a constant effective
force. It is well known that the solitary waves in these
cases, after a transient time, reach a constant velocity and
are stable [27]. This means that the second parametric driving
can be used in a proper way in order to stabilize the kink
in the parametrically driven φ4 equation [16]. Moreover, due
to the parametric forces and damping, the motion caused by
the external constant force can be reversed. Here, we consider
small values of effective force so that kink-antikink pairs are
not created.

(2) Damped sine-Gordon equation driven with additive
periodic force [20]. This case is captured from our theory by
setting μ = 1, ε1 = ε2 = 0, and λ = 0 in Eq. (11). Therefore,
the effective equation reads

∂2	

∂t2
− ∂2	

∂x2
+ γ

∂	

∂t
+

(
1 − ε2

3

4ω4

)
sin 	 = f. (18)

Remarkably, the results obtained in Ref. [20] by using a dif-
ferent technique are recovered. Indeed, the effective equation
obtained in Ref. [20] reads ∂2	

∂t2 − ∂2	
∂x2 + γ ∂	

∂t
+ J0( ε3

ω2 ) = f ,
where J0 denotes the Bessel function of the first kind. Using
the expansion J0(x) = 1 − x2

4 + · · · , Eq. (18) is obtained.
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FIG. 1. (Color online) The effective potential (19) with ε3 =
−50. Upper panel: ω = 46. Lower panel: ω = 180. Other parameters:
μ = 1, λ = 2/5, γ = 1, ε1 = 200, and ε2 = 195.

Coming back to our general discussion, the different
topologies are first analyzed of the kink solutions of Eq. (11)
predicted from the analysis of Eqs. (12) and (13). The kink is
a topological solitary wave that connects two minima of the
nonlinear potential. Therefore, in order to study the different
topologies of the kink induced by periodic forces of high
frequency, we investigate how the minima of the effective
potential can be controlled via frequency.

To facilitate this analysis, the effective potential (13) is
rewritten as follows:

Veff(	) = a(ω)(1−cos 	)+b(ω)

(
1 − cos 2	

2

)
+ c(ω) sin 	,

a(ω) = μ + ε2ε3

2(ω2 + γ 2)
,

(19)

b(ω) = λ + ε2
1 − ε2

2

4(ω2 + γ 2)
,

c(ω) = ε1ε3γ

2ω(ω2 + γ 2)
.

Moreover, it is assumed that ε1 > ε2 > 0, μ > 0, and 0 <

λ < μ/2. The study for other choices of the parameters can be
carried out in a similar fashion.

Let us start by investigating the situation where no additive
external force drives the system, i.e., ε3 = 0, implying a =
μ > 0, b > 0, and c = 0. If ω is sufficiently large, the original
double sine-Gordon potential μ(1 − cos 	) + λ

2 (1 − cos 2	)
with λ < μ/2 is recovered. Thus the potential has the minima

FIG. 2. (Color online) The effective potential (19) with ε3 =
−50. Upper panel: ω = 67. Middle panel: ωc = 69.81 (critical
frequency to observe the two π kinks). Lower panel: ω = 73. Other
parameters: μ = 1, λ = 2/5, γ = 1, ε1 = 200, and ε2 = 195.

at 0 and 2π and a kink connecting these values is expected. By
decreasing the frequency ω, a region can be reached, in which

λ + ε2
1 − ε2

2

4(ω2 + γ 2)
>

μ

2
. (20)

In this case, the potential has absolute minima at 0 and 2π

and a relative minimum at π ; a kink-kink solution connecting
these three minima is therefore expected.

For the more general case, that of ε3 	= 0, the potential (19)
always vanishes at 	 = 0,2π . The minima of the potential
needs to be computed. There are two possible choices of ε3:

(1) ε3 > 0: this implies a(ω) > 0, b(ω) > 0, and c(ω) > 0
in Eq. (19). Moreover, since ω is large, c(ω) will be a small
quantity. This, together with the fact that μ and λ are positive
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FIG. 3. (Color online) Upper panel: effective potential for ω =
160 (black solid line) and ω = 45 (gray solid line). Lower panel (ω =
160): kink profiles moving to the left at t∗ = 80,140,200 obtained
from simulations of the double sine-Gordon Eq. (11) (black solid
line) and from the simulations of the effective Eqs. (12) and (13) (red
dashed line). Other parameters: μ = 1, λ = 2/5, γ = 1, f = 0.1,
ε1 = 200, ε2 = 175, and ε3 = 0.

fixed numbers, guarantees that the potential is always positive
(at least for sufficiently large ω) and that it reaches its minima
when 	 = 0 and 2π . Thus, for this specific choice, only one
kink connecting 0 and 2π exists.

(2) ε3 < 0: this case is richer in comparison with the
previous case because a(ω) can change its sign. Indeed, we
have found the following three representative cases:

(a) The potential is negative and has maxima at 0 and 2π

when a frequency is chosen such that the function a(ω) < 0
and when the other parameters are fixed in such a way that
the first term of the potential a(ω)[1 − cos(	)] becomes the
dominant one, i.e., |a(ω)| � |b(ω)| (on choosing ε1 ≈ ε2

it is clear that this condition holds). Moreover, since c(ω)
is very small (ω is large), then a minimum is located close
to π . A kink connecting the minima π and 3π is therefore
expected. This case is represented in the upper panel of
Fig. 1 for a given set of parameters.

(b) If we increase the frequency, a(ω) will increase and
for a frequency ω ≈ ωc = √

ε2|ε3|/(2μ), then a(ω) ∼ 0.
The second term is dominant, and the potential has an extra
minimum at 	 ≈ π . Therefore, a kink-kink connecting 0,π

and 2π is expected if Veff(π ) > 0, or a kink-kink connecting
π,2π , and 3π is expected if Veff(π ) < 0. For ω = ωc, the
effective potential has global minima at nπ ; therefore the

FIG. 4. (Color online) Upper and lower panels show kink profiles
at t∗ = 80,140,200 and its spatial derivative at t∗ = 80,200, respec-
tively, moving to the left obtained from simulations of Eq. (11) (black
solid line) and from the simulations of the effective Eqs. (12) and
(13) (red dashed line). Other parameters: λ = 2/5, γ = 1, f = 0.1,
ε1 = 200, ε2 = 175, ε3 = 0, and ω = 45.

appearance of two slightly different π kinks is expected for
this specific value of the frequency: one π kink connects 0
and π , and the other connects π and 2π (see Fig. 2).

(c) Finally, for a very large frequency, one recovers
the double sine-Gordon potential μ(1 − cos 	) + λ

2 (1 −
cos 2	), which with our choice of parameters has two
global minima at 0 and 2π . Therefore, since λ < μ/2, from
the results in Ref. [3] one expects a kink connecting 0 and
2π (see lower panel of Fig. 1).

IV. NUMERICAL SIMULATIONS

In order to check the results of the previous section,
simulations of Eq. (11) and the effective Eqs. (12) and (13)
are performed by using a fourth-order Runge-Kutta method
with spatial discretization step �x = 0.1, time discretization
step �t = 0.01; 0.001, and length of the system L = 100.
To solve Eq. (11) and Eqs. (12) and (13), we mostly use
the static kink solution φ0 given in the Appendix A as the
initial condition with the appropriate parameters μ and λ. In
the case when the periodic effective potential presents two
global minima between two global maxima (see upper panel
in Fig. 2 and also Fig. 6), we start from the double sine-Gordon
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FIG. 5. (Color online) Upper and lower panels show kink pro-
files, moving to the left, at t∗ = 80,140,200 for ω = 46 and ω =
180, respectively. Black solid lines: simulations of Eq. (11). Red
dashed lines: simulations of the effective Eqs. (12) and (13). Other
parameters: μ = 1, λ = 2/5, γ = 1, f = 0.1, ε1 = 200, ε2 = 195,
and ε3 = −50.

static kink solution which connects 0 and 2π (two consecutive
relative minima of the effective potential). However, the initial
condition evolves quickly to a kink connecting −π and π

(two consecutive global minima of the effective potential).
This fact has been used in the simulations of Eq. (11) in Fig. 8,
where the initial static kink solution has been shifted by π .
Moreover, we fix μ = 1, λ = 2/5, γ = 1, and f = 0.1, and
choose ω ∈ [44,180] and |εj | ∈ [50,200] in all simulations of
this section.

A. Case ε1 �= ε2 and ε3 = 0

Setting ε3 = 0, in the previous section we showed that, by
decreasing the high frequency, the two π kink solutions should
be observed (see upper panel in Fig. 3). These predictions
are confirmed by simulations presented in Figs. 3 and 4. For
ω = 160 we observe, in the lower panel of Fig. 3, a 2π kink
traveling to the left. By decreasing the frequency, the two π

kink solutions in Fig. 4 can be identified, where the first spatial
derivative of the kink profile is shown (lower panel in Fig. 4).
The distance between the centers of the two π kinks is very
small (around 1), and for this reason they are hardly visible
in the kink profiles (upper panel in Fig. 4). However, the two
peaks of the function φx , represented in the lower panel of
Fig. 4, clearly provide evidence of the existence of the two

FIG. 6. (Color online) Kink profiles moving to the left at t∗ =
50,100,150 for ω = 67 � ωc = 69.81. Black solid lines: simulations
of Eq. (11). Red dashed lines: simulations of the effective Eqs. (12)
and (13). Parameters of the simulations: λ = 2/5, γ = 1, f = 0.1,
ε1 = 200, ε2 = 195, ε3 = −50.

π kinks. The shift that is observed (between dashed and solid
lines in Fig. 4) is due to the dynamics of Eqs. (11) and (12) and
(13) during the transient time. Indeed, after a transient time,
it is verified that the kink solutions of both equations travel
with practically the same velocity, v = −0.163 ≈ −0.165. By
means of increasing the frequency from ω = 45 to ω = 180,
and fixing all the parameters as in Figs. 3 and 4, we find that this
shift between the two kinks tends to disappear and vanishes
when the frequencies are greater than 100.

B. Case ε1 �= ε2 and ε3 �= 0

The results for ε3 < 0 are presented in Figs. 5–8 for three
different frequencies, which represent the three different cases
ω ∈ [44,180], as discussed in the previous section. In all
these figures we observe a very good agreement between the
simulations of the original partial differential equation and its
corresponding effective equation.

FIG. 7. (Color online) Kink profiles moving to the left at t∗ =
50,100 for ω = ωc = 69.81. Black solid lines: simulations of
Eq. (11). Red dashed lines: simulations of the effective Eqs. (12)
and (13). Parameters of the simulations: λ = 2/5, γ = 1, f = 0.1,
ε1 = 200, ε2 = 195, ε3 = −50.
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FIG. 8. (Color online) Kink profiles moving to the left at t∗ =
50,100,150 for ω = 73 � ωc = 69.81. Black solid lines: simulations
of the Eq. (11). Red dashed lines: simulations of the effective Eqs. (12)
and (13). Parameters of the simulations: λ = 2/5, γ = 1, f = 0.1,
ε1 = 200, ε2 = 195, ε3 = −50.

Relatively low and high frequencies are chosen in Fig. 5,
where for each frequency the 2π kinks connect different
minima of the potential. As expected from the averaging
method, it is observed that the mobility of the kink is reduced
by increasing the frequency.

By fixing all the parameters as in Fig. 5 and changing the
frequency, we approach the critical frequency ωc = 69.81. In
this case, a π kink is observed (Fig. 7), because the minima
of the effective potential are at nπ . In order to obtain this
kink, we start from the static kink solution of the sine-Gordon
equation, φ0(x) = 2 arctan[exp(x)] in the simulations of the
effective equation. In simulations of the double sine-Gordon
model, this initial condition has been shifted by π/2. Below
and above this critical frequency, the two π kinks are predicted
and confirmed by the simulations in Figs. 6 and 8.

V. ABSOLUTE NEGATIVE MOBILITY

An intriguing phenomenon, predicted by the averaging
method, is related to the possibility of the inversion of direction
of the motion by changing the frequency or the amplitudes of
the periodic drivers (this effect has been observed in the context
of soliton ratchets [28,29]). Indeed, Eqs. (12) and (13) show
that the kink is subject to an effective constant force, given by

feff = f + ε1ε2γ

2ω(ω2 + γ 2)
. (21)

For positive (negative) values of the effective force in Eq. (21),
the kink moves to the left (right). Since our analysis has fixed
ε1 > 0 and ε2 > 0, the effective force could be zero only
if f < 0. This means that, by setting f < 0, the frequency,
the damping and amplitudes can be changed such that the
effective force is positive and the kink moves to the left (see
Fig. 9). Indeed, by fixing all the parameters as in Fig. 9 and
by changing ω ∈ [50,60], it is obtained from Eq. (21) that
the motion is suppressed when ω = 57.98. This result is well
confirmed by the comparison between simulations of Eq. (11)
and simulations of the effective Eqs. (12) and (13); see Fig. 10.
Here it worth pointing out the role of the damping as well as

FIG. 9. (Color online) Upper and lower panels: contour plot of
the kink obtained from simulations of Eq. (11), for ω = 50 and ω =
60, respectively. Parameters of the simulations: λ = 2/5, γ = 1, f =
−0.1, ε1 = 200, ε2 = 195, ε3 = −50.

FIG. 10. (Color online) Upper and lower panels: kink velocity
versus frequency, ω. Black circles and red diamonds: results from
simulations of Eq. (11) and Eqs. (12) and (13), respectively. These
results are fitted with linear functions represented by a black solid line
and a red dashed line, respectively. Parameters of the simulations:
λ = 2/5, γ = 1, f = −0.1, ε1 = 200, ε2 = 195, ε3 = −50.
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that of the two parametric forces on the effective driving force
feff . When damping approaches to zero or when one of the
two parametric forces is not present, then the direction of the
motion cannot be reversed once f → feff .

VI. SUMMARY

We have studied the damped double sine-Gordon equation
driven by a constant, an external (nonparametric) T = 2π/ω

periodic force, and two parametric T periodic forces, for
sufficiently large values of ω. The dynamics of the kink is
investigated by means of the so-called averaging method [16],
which was first developed for the parametrically driven φ4

system.
The method describes an approximate solution of the

system by means of two functions: one function is a ho-
mogeneous fast-varying function, and the other is a slowly
varying function. The dynamics of the perturbed double
sine-Gordon is then mapped to the dynamics of an effective
double sine-Gordon equation, with nonperiodic forces, but
with an effective potential and an effective constant force. By
varying the amplitudes, the damping and the frequencies of
the periodic forces, not only is the effective potential changed,
but also the effective force. In particular, these changes affect
the topology of the kink and its mobility.

For high-frequency, the simulations of the original per-
turbed double sine-Gordon equation agree with the simulations
of the effective equation. We have also used the simulations in
order to verify the assumptions of the averaging method.

Particular attention has been devoted to the investigation of
the topology of the kinks, namely, the formation of the π kink
and the appearance of two π kinks. These phenomena have

been reported before for two different systems [20,23]; these
two types of kinks can now emerge in one system and can be
controlled via frequency.

Remarkably, we have found that the direction of the motion
of the kink is not only dictated by the external constant
force of the double sine-Gordon equation, but that it can
also be changed by varying the frequency and amplitudes of
external (nonparametric) and parametric periodic forces, and
by varying the damping. This phenomenon is similar to the
anomalous negative mobility (current flows in the opposite
direction to the applied constant force) that has been observed
experimentally in semiconductor superlattices [30] and in
Josephson junctions [31].
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APPENDIX: LINEAR SPECTRUM AROUND THE STATIC
KINK SOLUTION IN THE DOUBLE SINE-GORDON

EQUATION

It is well known that, for |λ| < |μ|/2, the static kink solution
of the double sine-Gordon equation [i.e., Eq. (1) with f = 0,
γ = 0 and ε1 = ε2 = ε3 = 0] is represented by

φ0(x) =
{
−2 arctan

√
2λ/μ + 1(sinh

√
2λ + μx)−1, x � 0,

2π−2 arctan
√

2λ/μ + 1(sinh
√

2λ + μx)−1, x > 0,
(A1)

The stability of the kink solution in the double sine-Gordon
equation was numerically studied in Refs. [13,32] (see also
the references therein). We follow a standard procedure
developed in Ref. [33] for the sine-Gordon equation. Since the
unperturbed double sine-Gordon equation is Lorentz invariant,
without loss of generality, it can be linearized around its
exact static kink solution, φ0(x) [Eq. (A1)]; i.e., it is assumed
that the solution of the unperturbed double sine-Gordon is
φ0(x) + ψ(x,t), where |ψ(x,t)| � 1 [33]. This leads us to the
following linear problem for ψ(x,t):

ψtt − ψxx + [μ cos(φ0) + 2λ cos(2φ0)]ψ = 0,
(A2)

−∞ < x < ∞, ψx(±∞) = 0,

where L is the length of the system, whose solution can be
expressed as

ψ(x,t) = exp(i�t)h(x), hx(±∞) = 0. (A3)

Second, by substituting Eq. (A3) into Eq. (A2), it can finally
be concluded that h(x) satisfies

hxx + [�2 − μ cos(φ1) − 2λ cos(2φ1)]h = 0,
(A4)

−∞ < x < +∞, hx(±∞) = 0.

For the sine-Gordon equation, i.e., when λ = 0, this eigenvalue
problem can be exactly solved [33]. When λ 	= 0, this equation
can be numerically solved for any finite length of the
system.

By using the QR algorithm, we have numerically solved
Eq. (A4), by fixing L = 100, �x = 0.1, and by taking μ = 1
and λ = 2/5. The spectrum contains the Goldstone mode close
to � = 0, the internal mode frequency below the phonon band
�min = √

μ + 2λ = 1.34, and the frequencies of the phonons
between �min and �max = 20.045.
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