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Abstract

This thesis deals with Bayesian methods for solving ill-posed inverse problems in
imaging with learnt image priors. The �rst part of this thesis (Chapter 3) con-
centrates on two particular problems, namely joint denoising and decompression
and multi-image super-resolution. After an extensive study of the noise statistics
for these problem in the transformed (wavelet or Fourier) domain, we derive two
novel algorithms to solve this particular inverse problem. One of them is based on
a multi-scale self-similarity prior and can be seen as a transform-domain gener-
alization of the celebrated non-local bayes algorithm to the case of non-Gaussian
noise. The second one uses a neural-network denoiser to implicitly encode the
image prior, and a splitting scheme to incorporate this prior into an optimization
algorithm to �nd a MAP-like estimator.

The second part of this thesis concentrates on the Variational AutoEncoder
(VAE) model and some of its variants that show its capabilities to explicitly capture
the probability distribution of high-dimensional datasets such as images. Based on
these VAE models, we propose two ways to incorporate them as priors for general
inverse problems in imaging:

• The �rst one (Chapter 4) computes a joint (space-latent) MAP estimator
named Joint Posterior Maximization using an Autoencoding Prior (JPMAP).
We show theoretical and experimental evidence that the proposed objective
function satis�es a weak bi-convexity property which is su�cient to guar-
antee that our optimization scheme converges to a stationary point. Experi-
mental results also show the higher quality of the solutions obtained by our
JPMAP approach with respect to other non-convex MAP approaches which
more often get stuck in spurious local optima.

• The second one (Chapter 5) develops a Gibbs-like posterior sampling algo-
rithm for the exploration of posterior distributions of inverse problems using
multiple chains and a VAE as image prior. We show how to use those samples
to obtain MMSE estimates and their corresponding uncertainty.

Keywords: Inverse problems, Bayesian statistics, image processing, optimization
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Resumen

En esta tesis se estudian métodos bayesianos para resolver problemas inversos mal
condicionados en imágenes usando distribuciones a priori entrenadas. La primera
parte de esta tesis (Capítulo 3) se concentra en dos problemas particulares, a saber,
el de eliminación de ruido y descompresión conjuntos, y el de superresolución a
partir de múltiples imágenes. Después de un extenso estudio de las estadísticas
del ruido para estos problemas en el dominio transformado (wavelet o Fourier),
derivamos dos algoritmos nuevos para resolver este problema inverso en particu-
lar. Uno de ellos se basa en una distribución a priori de autosimilitud multiescala
y puede verse como una generalización al dominio wavelet del célebre algoritmo
Non-Local Bayes para el caso de ruido no Gaussiano. El segundo utiliza un algo-
ritmo de eliminación de ruido basado en una red neuronal para codi�car implíci-
tamente la distribución a priori de las imágenes y un esquema de relajación para
incorporar esta distribución en un algoritmo de optimización y así encontrar un
estimador similar al MAP.

La segunda parte de esta tesis se concentra en el modelo Variational AutoEn-
coder (VAE) y algunas de sus variantes que han mostrado capacidad para capturar
explícitamente la distribución de probabilidad de conjuntos de datos en alta dimen-
sión como las imágenes. Basándonos en estos modelos VAE, proponemos dos for-
mas de incorporarlos como distribución a priori para problemas inversos genéricos
en imágenes:

• El primero (Capítulo 4) calcula un estimador MAP conjunto (espacio ima-
gen y latente) llamado Joint Posterior Maximization using an Autoencoding

Prior (JPMAP). Mostramos evidencia teórica y experimental de que la fun-
ción objetivo propuesta satisface una propiedad de biconvexidad débil que
es su�ciente para garantizar que nuestro esquema de optimización converge
a un punto estacionario. Los resultados experimentales también muestran la
mayor calidad de las soluciones obtenidas por nuestro enfoque JPMAP con
respecto a otros enfoques MAP no convexos que a menudo se atascan en
mínimos locales espurios.

• El segundo (Capítulo 5) desarrolla un algoritmo de muestreo tipo Gibbs para
la exploración de la distribución a posteriori de problemas inversos utilizando
múltiples cadenas y un VAE como distribución a priori. Mostramos cómo
usar esas muestras para obtener estimaciones de MMSE y su correspondi-
ente incertidumbre.

PalabrasClave: Problemas inversos, estadística Bayesiana, procesamiento de imá-
genes, optimización
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Résumé

Cette thèse traite des méthodes bayésiennes pour résoudre des problèmes inverses
mal posés en imagerie avec des distributions a priori d’images apprises. La pre-
mière partie de cette thèse (Chapitre 3) se concentre sur deux problèmes partic-
uliers, à savoir le débruitage et la décompression conjoints et la super-résolution
multi-images. Après une étude approfondie des statistiques de bruit pour ces prob-
lèmes dans le domaine transformé (ondelettes ou Fourier), nous dérivons deux
nouveaux algorithmes pour résoudre ce problème inverse particulie. L’un d’eux
est basé sur une distributions a priori d’auto-similarité multi-échelle et peut être
vu comme une généralisation du célèbre algorithme de Non-Local Bayes au cas du
bruit non gaussien. Le second utilise un débruiteur de réseau de neurones pour
coder implicitement la distribution a priori, et un schéma de division pour incor-
porer cet distribution dans un algorithme d’optimisation pour trouver un estima-
teur de type MAP.

La deuxième partie de cette thèse se concentre sur le modèle Variational Au-
toEncoder (VAE) et certaines de ses variantes qui montrent ses capacités à capturer
explicitement la distribution de probabilité d’ensembles de données de grande di-
mension tels que les images. Sur la base de ces modèles VAE, nous proposons deux
manières de les incorporer comme distribution a priori pour les problèmes inverses
généraux en imagerie:

• Le premier (Chapitre 4) calcule un estimateur MAP conjoint (espace-latent)
nommé Joint Posterior Maximization using an Autoencoding Prior (JPMAP).
Nous montrons des preuves théoriques et expérimentales que la fonction
objectif proposée satisfait une propriété de bi-convexité faible qui est su�-
isante pour garantir que notre schéma d’optimisation converge vers un point
stationnaire. Les résultats expérimentaux montrent également la meilleure
qualité des solutions obtenues par notre approche JPMAP par rapport à d’autres
approches MAP non convexes qui restent le plus souvent bloquées dans des
minima locaux.

• Le second (Chapitre 5) développe un algorithme d’échantillonnage a poste-
riori de type Gibbs pour l’exploration des distributions a posteriori de prob-
lèmes inverses utilisant des chaînes multiples et un VAE comme distribution
a priori. Nous montrons comment utiliser ces échantillons pour obtenir des
estimations MMSE et leur incertitude correspondante.

Mots-clés: Problèmes inverses, statistiques bayésiennes, traitement d’images, op-
timisation.
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Long résumé

Motivation

Les problèmes inverses sont omniprésents en science et en ingénierie. En général,
il y a un événement (cause) qui déclenche des données observables (e�et), et il faut
extraire des informations sur cet événement à partir des données observées. Dans
ce cas, le problème direct consiste à générer des données à partir de l’événement
et le problème inverse est celui de récupérer l’événement à partir des données,
ou du moins autant que possible. Par exemple, supposons que nous ayons be-
soin d’obtenir des informations sur la structure intérieure de la Terre. Au lieu de
prélever des échantillons de sol coûteux, on peut essayer d’approcher cette struc-
ture à partir de mesures prises en surface. En médecine moderne, il est important
de disposer d’outils d’assistance spécialisés qui renseignent le plus possible sur
l’état du patient. Idéalement, ces méthodes devraient être non invasives. Cette ex-
igence rend nécessaire d’obtenir une approximation de l’état réel de l’organisme à
partir de mesures externes.

Dans certains cas, un problème inverse particulier peut conduire à un algo-
rithme d’inversion directe. Malheureusement, les erreurs de discrétisation et le
bruit présent dans les mesures peuvent conduire à des erreurs de reconstruction
importantes. Dans d’autres cas, des mesures incomplètes ne sont pas su�santes
pour déterminer de manière unique le signal souhaité, nous devons donc envis-
ager un large éventail de solutions compatibles avec les données. Pour faire face
à ces problèmes dits mal posés on peut prendre plus de mesures a�n de réduire
l’ambiguïté des solutions. Par exemple, nous pouvons prendre une rafale d’images
au lieu d’une seule, ou nous pouvons combiner plusieurs sources d’informations
(appelées fusion de capteurs). Cependant, il est parfois souhaitable de prélever le
moins d’échantillons possible car ils sont coûteux (en termes de temps ou d’argent)
ou causent des dommages (par exemple, irradiation du corps du patient au scanner
à rayons X).

Pour forcer les propriétés souhaitées sur le signal reconstruit, il est impératif
de développer des méthodes qui réduisent ou pèsent l’espace de solution. A cet
e�et, di�érentes méthodes de régularisation ont été proposées a�n d’intégrer des
informations a priori sur la solution recherchée puis d’estimer avec précision le
signal inconnu:

• L’approche variationnelle consiste en une large classe de méthodes de re-
construction basées sur l’optimisation. Fondamentalement, on construit une
fonction objectif qui pénalise à la fois un terme de �délité des données et un
terme de régularisation. Ce dernier terme pénalise les images invraisem-
blables avec de grandes valeurs, favorisant ainsi des propriétés souhaitables
sur la solution. Pour calculer la solution, une procédure de minimisation
itérative est appliquée.
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• Les réseaux de neurones (NN) sont un sous-ensemble d’algorithmes d’apprentissage
automatique inspirés du cerveau humain. Récemment, des algorithmes de
reconstruction basés sur NN ont été proposés, qui mappent les données di-
rectement à une estimation du signal inconnu. Dans la plupart des problèmes
d’imagerie di�ciles, les méthodes basées sur NN surpassent considérable-
ment les méthodes variationnelles précédentes.

• Grâce à la modélisation statistique, nous pouvons dé�nir notre croyance
a priori sur le signal inconnu sous la forme d’une distribution de proba-
bilité, appelée distribution a priori. Cette distribution, combinée aux don-
nées observées, donne lieu aux méthodes dites Bayésiennes. La distribu-
tion postérieure résultante contient des informations importantes sur le sig-
nal inconnu. En particulier, nous pouvons calculer di�érentes estimations
ponctuelles telles que les estimateurs MAP ou MMSE, mais aussi e�ectuer
des estimations d’incertitude sous forme d’intervalles de con�ance.

Dé�s

Les méthodes variationnelles sont intéressantes car la même méthode de régular-
isation peut être utilisée pour di�érents problèmes inverses en ne changeant que
le terme de �délité des données. Cependant, la question principale est de savoir
comment choisir le terme de régularisation. En imagerie, un choix courant pour ce
terme est la semi-norme de variation totale (TV) qui favorise des gradients parci-
monieux sur l’image restaurée, ce qui est cohérent avec le fait que la plupart des
images naturelles sont lisses par morceaux. Un autre choix classique est de fa-
voriser la parcimonie des coe�cients d’image dans un espace de représentation.
Par exemple, il peut s’agir de la représentation des patchs d’images sur un dic-
tionnaire appris, ou d’une décomposition en ondelettes. En raison de la nature
complexe des images naturelles, ces termes de régularisation fabriqués à la main
ne caractérisent pas complètement toutes les propriétés que nous voulons voir
dans la solution calculée. De plus, nous devons être prudents dans le choix des
termes convexes a�n que le problème d’optimisation résultant puisse être résolu.
Ces limitations a�ectent la qualité des reconstructions, ce qui conduit souvent à
des artefacts comme l’e�et d’escalier lors de l’utilisation de la régularisation TV.
De plus, les algorithmes itératifs pour résoudre le problème d’optimisation résul-
tant sont généralement lents, de sorte que des méthodes d’inférence plus e�caces
sur le plan informatique, telles que les réseaux de neurones, sont souvent préférées.

La propriété d’approximation universelle fait de NN un outil puissant pour
approximer l’inversion des problèmes inverses qui surviennent en imagerie. Les
premières tentatives d’utilisation de réseaux de neurones pour les problèmes de
restauration d’images remontent à 1988. À cette époque, le manque de puissance
de calcul ne permettait de former que des architectures simples avec peu de paramètres,
et ces méthodes étaient donc largement dépassées par les méthodes variation-
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nelles. Le domaine des réseaux de neurones a continué de croître jusqu’en 2012,
lorsqu’un article révolutionnaire a montré qu’il était possible de former un réseau
de neurones convolutifs (CNN) profond avec 60 millions de paramètres en utilisant
1,2 million d’images haute résolution sur une unité de traitement graphique (GPU).
Cette approche a réussi à surpasser de manière signi�cative les précédents algo-
rithmes de l’état de l’art lors du concours de classi�cation ImageNet LSVRC-2010.
Depuis que des deep CNNs ont montré sa supériorité dans les tâches de classi�-
cation d’images, les chercheurs ont commencé à rechercher de nouvelles façons
d’utiliser cet outil pour résoudre également des problèmes inverses.

Les méthodes basées sur NN sont intéressantes car elles peuvent être constru-
ites de manière agnostique, c’est-à-dire sans aucune connaissance préalable du pro-
cessus de dégradation. Ceci est béné�que lorsque nous n’avons pas beaucoup de
connaissances sur le problème d’intérêt ou qu’il est très di�cile de le modéliser
analytiquement. En conséquence, ces méthodes d’apprentissage supervisé néces-
sitent d’entraîner un réseau à l’aide d’un grand ensemble de données contenant des
paires d’images cibles et dégradées pour le problème spéci�que à traiter. Cepen-
dant, il s’agit généralement d’un processus coûteux et sujet aux erreurs qui doit être
répété pour chaque problème inverse d’intérêt, ou même lorsqu’une composante
du problème réel change. Malheureusement, les CNN profonds de l’état de l’art ont
tendance à être énormes (c’est-à-dire des milliards de paramètres) et les ressources
de calcul nécessaires pour entraîner ces modèles dans un délai raisonnable ne sont
pas disponibles pour la plupart des chercheurs. Un autre inconvénient est qu’ils
sont souvent vulnérables aux attaques adverses, c’est-à-dire que des perturbations
à peine perceptibles à l’entrée peuvent amener le réseau à produire des réponses
très di�érentes. Ces discontinuités soulèvent plusieurs inquiétudes quant à la ro-
bustesse de ces modèles, principalement dans des applications critiques telles que
les reconstructions d’images médicales et le diagnostic clinique.

Un réseau formé sur un problème particulier apprend implicitement des in-
formations sur la distribution des images cibles. Inspirés des méthodes variation-
nelles, certains travaux proposent d’exploiter ces informations pour régulariser
d’autres problèmes inverses. Cette classe de méthodes comprend l’approche dite
Plug-and-Play. Plus précisément, l’opérateur proximal du terme de régularisation
de ce nouveau problème peut être considéré comme un opérateur de débruitage,
nous pouvons donc utiliser un débruiteur de l’état de l’art comme étape de régu-
larisation dans la procédure de minimisation alternative itérative. Par conséquent,
l’image apprise basée sur NN est découplée du modèle de dégradation, de sorte
qu’elle peut être utilisée pour résoudre de nombreux problèmes inverses di�érents
sans recyclage. Le principal inconvénient de ces méthodes est la di�culté de prou-
ver des propriétés de convergence. Un axe de recherche actif est dédié à imposer
des restrictions sur le réseau de débruiteur considéré utilisé a�n d’obtenir des ré-
sultats de convergence, sans dégrader les performances du modèle.
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D’autre part, des modèles génératifs tels que Variational AutoEncoders, Gen-
erative Adversarial Networks (GAN) et Normalizing Flow sont proposés qui se
rapprochent directement de la distribution de probabilité des images d’intérêt. In-
tuitivement, l’ensemble des images plausibles est supposé être contenu dans une
variété de dimension beaucoup plus petite que l’espace ambiant. En utilisant des
modèles à variables latentes, on peut e�ectuer une réduction de dimensionnalité
et, en même temps, approximer la distribution de probabilité au sein de la variété.
Ces modèles sont entraînés une fois de manière non supervisée sur un grand en-
semble de données, indépendamment de tout problème particulier. En raison de
la taille croissante des architectures de réseau profond de l’état de l’art, recycler
un modèle génératif entier pour l’adapter à un algorithme de régularisation par-
ticulier peut être prohibitif pour la plupart des praticiens. Par conséquent, une
direction de recherche prometteuse est de savoir comment combiner e�cacement
les méthodes bayésiennes avec des distributions a priori basées sur NN pour régu-
lariser di�érents problèmes inverses.

Cette conjonction entre modèles génératifs et méthodes bayésiennes ouvre la
porte à un large éventail d’algorithmes d’estimation. Historiquement, les méthodes
statistiques classiques devaient être relativement simples, comme la restriction de
travailler avec des a priori conjugués, pour construire des estimateurs calculables
analytiquement des distributions postérieures. L’avancée des ressources de calcul
permet de travailler avec des modèles plus complexes au prix de l’utilisation de
méthodes MCMC. Par conséquent, de nouvelles méthodes bayésiennes doivent
être développées qui utilisent des modèles génératifs et qui permettent d’explorer
la distribution postérieure. Cependant, la mise en œuvre e�cace des méthodes
d’échantillonnage est une tâche di�cile dans les espaces de grande dimension.

Contributions

• Plug and Play methods for inverse problems in imaging: Les schémas de com-
pression d’ondelettes peuvent conduire à des artefacts visuels très spéci-
�ques dus à la quanti�cation des coe�cients d’ondelettes bruitées. De tels
artefacts sont particulièrement gênants dans le cas des compresseurs à on-
delettes comme JPEG2000 et la recommandation CCSDS, qui sont largement
utilisés pour compresser le cinéma numérique et les images de télédétec-
tion haute résolution. Comme ces artefacts ont une structure fortement
corrélée dans l’espace, il est di�cile de les supprimer avec des algorithmes
de débruitage standard. Nous utilisons un terme d’attachment aux don-
nées probabiliste basé sur le modèle de formation d’images compressées
bruitées qui est non linéaire mais convexe. Ensuite, nous proposons une
méthode conjointe de débruitage et de décompression qui découple ce terme
d’ajustement des données et un a priori implicite appris à l’aide d’un CNN de
débruitage de l’état de l’art via l’algorithme d’optimisation ADMM. De plus,
nous développons également un algorithme Plug and Play pour la régularisa-
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tion d’un problème de superrésolution multi-images, en utilisant l’algorithme
d’optimisation de Chambolle-Pock.

• Joint Posterior Maximization with Autoencoding Prior (JPMAP): Nous abor-
dons le problème de la résolution de problèmes inverses généraux mal posés
en imagerie où le prior est donné par un autoencodeur variationnel (VAE).
Alors que les approches précédentes basées sur MAP pour ce problème con-
duisent à des algorithmes d’optimisation hautement non convexes, notre ap-
proche calcule la MAP conjointe (latente-spatiale) qui conduit naturellement
à des algorithmes d’optimisation alternée et à l’utilisation d’un encodeur
stochastique pour accélérer les calculs. La technique résultante (JPMAP) ef-
fectue Joint Posterior Maximization using an Autoencoding Prior. Nous mon-
trons des preuves théoriques et expérimentales que la fonction objectif pro-
posée est assez proche de bi-convexe. En e�et, il satisfait une propriété de bi-
convexité faible qui est su�sante pour garantir que notre schéma d’optimisation
converge vers un point stationnaire. Nous soulignons également l’importance
d’entraîner correctement la VAE à l’aide d’un critère de débruitage, a�n de
s’assurer que l’encodeur généralise bien aux images hors distribution, sans
a�ecter la qualité du modèle génératif. Cette simple modi�cation est essen-
tielle pour assurer la robustesse de l’ensemble de la procédure. En�n, nous
montrons comment notre méthodologie MAP conjointe est liée à des ap-
proches MAP plus courantes, et nous proposons un schéma de continuation
qui utilise notre algorithme JPMAP pour fournir des estimations MAP plus
robustes. Les résultats expérimentaux montrent également la meilleure qual-
ité des solutions obtenues par notre approche JPMAP par rapport à d’autres
approches MAP non convexes qui restent le plus souvent bloquées dans des
optima locaux parasites. Ce travail a été soumis pour être publié sur SIAM
Journal on Imaging Sciences et est en cours de révision.

• Posterior sampling using a VAE prior : La plupart des travaux utilisant des
modèles génératifs comme distribution a priori se concentrent sur le calcul
d’estimations ponctuelles. D’autre part, les méthodes MCMC pour l’échantillonnage
à partir de la distribution a posteriori permettent d’explorer l’espace des solu-
tions souhaitées et de calculer des estimations ponctuelles ainsi que d’autres
statistiques sur les solutions telles que les estimations d’incertitude. Cepen-
dant, la performance des méthodes largement utilisées comme Metropolis-
Hastings dépend d’avoir des distributions de propositions précises qui peu-
vent être di�ciles à dé�nir sur des espaces de grande dimension. Notre
travail tente de rapprocher les deux domaines de recherche des méthodes
MCMC et des modèles génératifs. En utilisant des techniques d’augmentation
de données, nous développons un algorithme d’échantillonnage de la distri-
bution a posteriori de type Gibbs qui exploite la nature bidirectionnelle des
modèles VAE. Grâce à la capacité de parallélisation du GPU, nous exécu-
tons e�cacement plusieurs chaînes qui explorent plus rapidement la dis-
tribution postérieure et donnent également des tests de convergence plus
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précis. Pour accélérer la période de rodage, nous explorons l’adaptation de
l’échantillonnage d’importance recuit avec la méthode de rééchantillonnage.
Il s’agit d’un travail en cours qui sera bientôt soumis pour publication dans
une revue.
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Chapter 1

Introduction

The reward of the young scientist is

the emotional thrill of being the �rst

person in the history of the world to

see something or to understand

something. Nothing can compare

with that experience.

– Cecilia Payne-Gaposchkin

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

In this chapter, we introduce the main problem of interest, inverse problems in

imaging, and highlight some of the challenges of state-of-the-art approaches for
solving them. Next, we list the contributions made on this thesis and outline the
rest of the document.
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Chapter 1

1.1 Motivation

Inverse problems are ubiquitous in science and engineering. In general, there is
an event (cause) that triggers observable data (e�ect), and one needs to extract
information about that event from the observed data. In this case, the forward
problem consists in generating data from the event and the inverse problem is
that of retrieving the event from the data, or at least as much as possible. For ex-
ample, suppose that we need to get information on the interior structure of the
Earth. Instead of taking soil samples that are costly and time-consuming, we can
try to approximate this structure from measurements taken at the surface [211]. In
modern medicine, it is important to have specialist assistance tools that provide as
much information as possible about the patient’s condition. Ideally, such methods
should be non-invasive. This requirement makes it necessary to obtain an approx-
imation of the actual condition of the organism from external measurements [73].

In some cases, a particular inverse problem can lead to a direct inversion algo-
rithm. Unfortunately, discretization errors and noise present in the measurements
can lead to large reconstruction errors. In other cases, incomplete measurements
are not su�cient to uniquely determine the desired signal, so we must consider
a broad set of solutions that is compatible with the data. To deal with these so-
called ill-posed problems one can take more measurements in order to reduce the
ambiguity of the solutions. For example, we can take a burst of images instead of
only one, or we can combine multiple sources of information (known as sensor
fusion [90]). However, it is sometimes desirable to take as few samples as possible
because they are costly (in terms of time or money) or cause damage (e.g. radiation
to patient’s body on X-ray CT).

To force desired properties on the reconstructed signal, it is imperative to de-
velop methods that reduce or weigh the solution space. To this end, various reg-
ularization methods have been proposed in order to incorporate prior information
about the desired solution and then accuratelly estimate the unknown signal:

• The variational approach consists in a broad class of reconstruction methods
based on optimization. Basically, one constructs an objective function which
penalizes both a data �delity term and a regularization term. This last term
penalizes implausible images with large values, so promoting some kind of
smoothness on the solution. To compute the solution, an iterative minimiza-
tion procedure is applied.

• Neural Networks (NN) are a subset of machine learning algorithms inspired
by the human brain [148, 188]. Recently, NN-based reconstruction algo-
rithms have been proposed, which map the data directly to an estimate of
the unknown signal. In most of the challenging imaging problems, NN-based
methods signi�cally outperform previous variational methods.
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• Through statistical modeling, we can de�ne our prior belief about the un-
known signal in the form of a probability distribution, called prior distribu-

tion. This distribution, when combined with the observed data, gives rise
to the so-called Bayesian methods. The resulting posterior distribution con-
tains signi�cant information about the unknown signal. In particular, we
can compute di�erent point estimates such as the MAP or MMSE estima-
tors, but also to perform uncertainty estimation in the form of con�dence
intervals.

1.2 Challenges

Variational methods are appealing because the same regularization method can be
used for di�erent inverse problems only changing the data �delity term. However,
the main question is how to choose the regularization term. In imaging, a common
choice for this term is the Total Variation (TV) seminorm [159, 38, 37, 142] which
promotes sparse gradients on the restored image, which is consistent with the fact
that most natural images are piece-wise smooth. Other classical choice is to pro-
mote sparsity of the image coe�cients in some representation space. For example,
it can be the representation of the image patches on a learned dictionary [69], or
a wavelet decomposition [13]. Due to the complex nature of natural images, these
hand-crafted regularization terms do not fully caracterize all the properties that
we want to see in the computed solution. In addition, we must be careful in choos-
ing convex terms so that the resulting optimization problem can be solved. These
limitations a�ect the quality of the reconstructions, which often lead to artifacts
like the staircase e�ect when using TV regularization [198]. Furthermore, iter-
ative algorithms to solve the resulting optimization problem are generally slow,
so more computationally e�cient inference methods such as neural networks are
often preferred.

The universal approximation property makes NN a powerful tool for approx-
imating the inversion of inverse problems that arise in imaging. The earliest at-
tempts to use neural networks for image restoration problems date back to 1988
[248]. At that time, the lack of computational power only allowed to train sim-
ple architectures with few parameters, and therefore these methods were largely
outperformed by variational methods. The �eld of neural networks continued to
grow until 2012, when a groundbreaking paper [125] showed that it is possible to
train a deep Convolutional Neural Network (CNN) with 60 million parameters using
1.2 million high-resolution images on a Graphics Processing Unit (GPU). This ap-
proach managed to signi�cantly outperform previous state-of-the-art algorithms
on the ImageNet LSVRC-2010 classi�cation contest. Since deep CNN showed their
superiority in image classi�cation tasks, researchers started to look for new ways
to use this tool to solve inverse problems too.

NN-based methods are appealing because they can be constructed agnostically,
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that is without any prior knowledge of the degradation process. This is bene�cial
when we do not have much knowledge of the problem of interest or it is very
hard to model it analytically. As a consecuence, these supervised learning meth-

ods require training a network using a large dataset containing pairs of target and
degraded images for the speci�c problem at hand. However, this is generally a
costly and error prone process that must be repeated for each inverse problem of
interest, or even when one component of the actual problem changes. Unfortu-
nately, state-of-the-art deep CNN tend to be huge (i.e. billions of parameters) and
the computational resources necessary to train these models in a reasonable pe-
riod of time are not available to most researchers. Another disadvantage is that
they are often vulnerable to adversarial attacks, i.e., hardly perceptible perturba-
tions at the input may cause the network to output very di�erent responses [212].
These discontinuities raise several concerns about the robustness of these mod-
els, mainly in critical applications such as reconstructions of medical images and
clinical diagnosis [72].

A network trained on a particular problem implicitly learns some information
about the distribution of target images. Inspired by variational methods, some
works propose to leverage this information to regularize other inverse problems.
This class of methods includes the so-called Plug-and-Play approach [227]. Especif-
ically, the proximal operator of the regularization term of this new problem can
be seen as a denoising operator, so we can use a state-of-the-art denoiser as the
regularization step in the iterative alternate minimization procedure. Hence, the
NN-based learned image prior is decoupled from the degradation model, so it can
be used to solve many di�erent inverse problems without retraining. The main
drawback of these methods is the di�culty of proving convergence properties. An
active line of research is dedicated to imposing restrictions on the considered de-
noiser network used in order to achieve convergence results, without degrading
the performance of the model.

On the other hand, generative models such as Variational AutoEncoders [121],
Generative Adversarial Networks (GAN) [88] and Normalizing Flows [165] have
been proposed which directly approximate the probability distribution of the im-
ages of interest. Intuitively, the set of plausible images is assumed to be contained
in a manifold of much smaller dimension than the ambient space. Using latent
variable models one can perform dimensionality reduction and, at the same time,
approximate the probability distribution within the manifold. These models are
trained once in an unsupervised manner on a large data set, regardless of any
particular problem. Due to the growing size of state-of-the-art deep network ar-
chitectures, to retrain an entire generative model to �t a particular regularization
algorithm can be prohibitive for most practitioners. Hence, a promising direction
of research is how to e�ciently combine Bayesian methods with NN-based prior
distributions to regularize di�erent inverse problems.

This conjunction between generative models and Bayesian methods opens the
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door for a broad set of estimation algorithms. Historically, classical statistical
methods had to be relatively simple, like the restriction of working with conjugate
priors, to construct analytically computable estimators of posterior distributions.
The advancement of computational resources makes it possible to work with more
complex models at the cost of the use of MCMC methods [183]. Consequently, new
Bayesian methods need to be developed that use generative models and that allow
the posterior distribution to be explored. However, the e�cient implementation
of sampling methods is a di�cult task in high-dimensional spaces.

1.3 Contributions

Plug and Play methods for inverse problems in imaging

Wavelet compression schemes may lead to very speci�c visual artifacts due to
quantization of noisy wavelet coe�cients. Such artifacts are particularly annoy-
ing in the case of wavelet-based compressors like JPEG2000 and the CCSDS rec-
ommendation, which are extensively used to compress digital cinema and high-
resolution remote sensing images. As these artifacts have highly spatially-correlated
structure, it is di�cult to remove them with standard denoising algorithms. We use
a probabilistic data-�tting term based on the formation model of noisy compressed
images which is non-linear but convex. Then, we propose a joint denoising and
decompression method that decouples this data-�tting term and an implicit prior
learnt using a state-of-the-art denoising CNN throught the ADMM optimization
algorithm (see [86]). Additionally, we also develop a Plug and Play algorithm for
the regularization of a multi-image superresolution problem, using the Chambolle-
Pock optimization algorithm [39].

Joint Posterior Maximization with Autoencoding Prior

We address the problem of solving general ill-posed inverse problems in imaging
where the prior is given by a variational autoencoder (VAE). Whereas previous
MAP-based approaches to this problem lead to highly non-convex optimization
algorithms, our approach computes the joint (space-latent) MAP that naturally
leads to alternate optimization algorithms and to the use of a stochastic encoder to
accelerate computations. The resulting technique (JPMAP) performs Joint Poste-
rior Maximization using an Autoencoding Prior. We show theoretical and exper-
imental evidence that the proposed objective function is quite close to bi-convex.
Indeed, it satis�es a weak bi-convexity property which is su�cient to guarantee
that our optimization scheme converges to a stationary point (see [85]). We also
highlight the importance of correctly training the VAE using a denoising criterion,
in order to ensure that the encoder generalizes well to out-of-distribution images,
without a�ecting the quality of the generative model. This simple modi�cation
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is key to providing robustness to the whole procedure. Finally we show how our
joint MAP methodology relates to more common MAP approaches, and we pro-
pose a continuation scheme that makes use of our JPMAP algorithm to provide
more robust MAP estimates. Experimental results also show the higher quality of
the solutions obtained by our JPMAP approach with respect to other non-convex
MAP approaches which more often get stuck in spurious local optima. This work
was submitted to be published on SIAM Journal on Imaging Sciences and is under
review.

Posterior sampling using a VAE prior

Most of the work using generative models as image priors focus on computing
point estimates. On the other hand, MCMC methods for sampling from the poste-
rior distribution permit to explore the space of desired solutions and to compute
point estimates as well as other statistics about the solutions such as uncertainty
estimates. However, the performance of widely used methods like Metropolis-
Hastings depends on having precise proposal distributions which can be challeng-
ing to de�ne on high-dimensional spaces. Our work attempts to bridge the gap
between the two research areas of MCMC methods and generative models. Using
data augmentation techniques, we develop a Gibbs-like posterior sampling algo-
rithm that exploits the bidirectional nature of VAE networks. Thanks to the GPU’s
parallelization capability, we e�ciently run multiple chains which explore more
rapidly the posterior distribution and also give more accurate convergence tests.
To accelerate the burn-in period we explore the adaptation of the annealed im-
portance sampling with resampling method. This is an ongoing work that will be
soon submitted for journal publication.

List of publications

• González, M., Preciozzi, J., Musé, P., & Almansa, A. (2017). Joint denoising
and decompression: A patch-based Bayesian approach. In Proceedings of the
IEEE International Conference on Image Processing - ICIP (pp 1252-

1256).

• González, M., Preciozzi, J., Musé, P., & Almansa, A. (2018). Joint denois-

ing and decompression using CNN regularization. In Proceedings of the IEEE
Conference onComputerVision andPatternRecognitionWorkshops

- CVPRW (pp. 2598- 2601).

• González, M., Musé, P., Delbracio, M. & Almansa, A. (2019). Solving Linear

Inverse Problems by Joint Posterior Maximization with a VAE Prior. Poster pre-
sentation at KHIPU Latin American Meeting In Arti�cial Intelligence

(poster id: 2-36).

6



Introduction

• González, M., Almansa, A., & Tan, P. (2021). Solving Inverse Problems by Joint

Posterior Maximization with Autoencoding Prior. arXiv:2103.01648. Under
review at SIAM Journal on Imaging Sciences

• González, M., Almansa, A., Musé, P. (2021). Posterior Sampling with Autoen-

coding Prior. In preparation.

List of presentations

• González, M., Almansa, A. and Musé, P. Joint Image Denoising and Decom-

pression. Invited presentation at First ICT4VWorkshop on Big andCom-

plex Data Theory and Applications. Montevideo, May 2018.

• González, M., Preciozzi, J., Musé, P., & Almansa, A. Joint denoising and de-

compression using CNN regularization. Poster presentation at SIAM Con-

ference on Imaging Sciences. Bologne, June 2018.

• González, M., Almansa, A., Delbracio, M. Lezama, J. Musé, P. & Tan, P. Solv-
ing Inverse Problems in Imagingwith neural regularizers and convergence guar-

antees, Invited presentation at ALGORITMY 2020, Podbanske, Sep 14th
2020.

• González, M., Almansa, A., Delbracio, M. Lezama, J. Musé, P., & Tan, P. Solv-
ing Inverse Problems by Joint Posterior Maximization with VAE Prior. Invited
oral presentation at GTTI – Centre Borelli, ENS Paris-Saclay, Oct 23rd
2020.

• González, M., Almansa, A., Delbracio, M. Lezama, J. Musé, P., & Tan, P. Solv-
ing Inverse Problems by Joint Posterior Maximization with Autoencoding Prior.
Invited oral presentation at SIAM OneWorld IMAGINE Seminars, Feb
25th 2021.

• González, M., Laumont, R., De Bortoli, V., Delbracio, M., Delon, J., Durmus,
A., Lezama, J., Musé, P., Pereyra, M. & Almansa, A. (2021). Bayesian Esti-

mators for Inverse Imaging Problems with Decoupled Learned Priors, Invited
presentation at Bath-LMSworkshop onANALYTICANDGEOMETRIC

APPROACHES TO MACHINE LEARNING, Bath, July 27th 2021.

Other contributions

• Abergel, R., Almansa, A., González, M., Marzoa, M. & Moisan L. (2018),
Traitement de super-résolution d’images spatiales THR. Septembre 2018. Rap-
port �nal du contrat de recherche CNES # 170862/00.

7



Chapter 1

1.4 Outline

To start, in Chapter 2 we review the main concepts that appear on this thesis. First,
we introduce the problem of interest, inverse problems in imaging, and ilustrate the
ill-posedness nature of some of them. Next, we describe the most common recon-

struction methods encountered in the literature, in particular deep learning tech-
niques. We also review some of the modern generative models and brie�y describe
how they approximate the probability distribution of images.

In Chapter 3, we focus on Plug and Play (PnP) methods for decoupling the
data �delity term from the prior term using denosing CNNs. We �rst develope an
ADMM-based algorithm for the restoration of compressed noisy images by stan-
dard schemes such as JPEG2000. We also develop a PnP method for the regu-
larization of a multi-image superresolution problem, using the Chambolle-Pock
optimization algorithm for the decoupling.

In Chapter 4, we fully describe the Variational AutoEncoder model and some
of its variants that show its capabilities to capture the probability distribution of
high-dimensional datasets such as images. Then, we propose a joint (space-latent)
MAP estimator for inverse problems, named Joint Posterior Maximization using an

Autoencoding Prior (JPMAP).

In Chapter 5 we �rst review classical sampling theory for the computation of
Monte Carlo estimates, in particular MCMC algorithms. Next, we develop a Gibbs-
like posterior sampling algorithm for the exploration of posterior distributions of
inverse problems using multiple chains and a VAE as image prior.

Finally, Chapter 6 closes with the conclusions of this thesis.
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In this chapter we review the main concepts that appear on this thesis. We start
by describing common inverse problems arising in imaging and show the ill-posed
behaviour one generally encounters in most of them. Next, we describe the most
common reconstruction methods encountered in the literature, in particular deep
learning techniques. We also review some of the modern generative models and
brie�y describe how they approximate the probability distribution of images.
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2.1 Inverse problems

The term "inverse problem" sugests the existence of a "forward problem". Mathe-
matically speaking, there is a duality between forward and inverse problems. For
example, to calculate f ′(x) from f(x) (di�erentiation) or f(x) from f ′(x) (inte-
gration) are one problem the inverse to the other. Or to compute y = Ax and
x = A−1y when A is an invertible matrix. Despite these theoretical discussions,
in practice, the inverse problem arises naturally: we are interested in �nding the
source of an observed e�ect or estimating the parameters of a model related to that
process given measured data. Hence, starting from a mathematical model of the
data generating process called forward problem we are asked to estimate the sig-
nal or parameters which give rise to the observed data, that is to solve the inverse

problem.

Historically, one of the �rst inverse problems to be deeply investigated is the
inverse Sturm-Liouville problem, a class of inverse spectral problem [74]. As an
application, it can be brie�y described as the problem of infering the density of
a string or the shape of a membrane given the frequencies of vibrations it can
produce [113, 35]. Also, in inverse scattering problems the direct problem consists in
describing how radiation or particles are scattered by an object based on its internal
properties. Hence, the inverse problem is that of determining the characteristics
of the object based on data showing how it scatters incoming radiation or particles
[36]. Examples of inverse scattering problems arise in seismic prospecting [119],
in remote sensing of the earth [61], in nondestructive evaluation of materials [5],
and in medical imaging [10].

In the latter case, the �rst developed medical imaging system with enormous
clinical impact is Computed Tomography [75, 18]. Here, a thin beam of X-rays
traverse a slice of the patient body. On the other side, an array of sensors mea-
sure the intensity of the rays which are attenuated by anatomic structures. This
process is repeated rotating the sensing system, therefore generating projections
along multiple directions. Hence, the inverse problem consists in estimating the
internal density distribution by inverting this procedure. With some assumptions
to simplify the mathematical formulation, this forward problem can be modeled
using the Radon Transform: for a function f ∈ L2(R2) which in this case repre-
sents the density of the internal tissues, we de�neRf : R× [0, π)→ R as

Rf(t, θ) =

∫
f(tnθ + sn⊥θ ) ds (2.1)

where nθ = (cos θ, sin θ) and n⊥θ = (− sin θ, cos θ) (see Figure 2.1). The resulting
mapRf is known as the sinogram. Hence, the inverse problem that arise is that of
retrieving f given the sinogramRf , so inverting the Radon transform. Following
this invention, other medical imaging systems have been developed, like magnetic
resonance, positron emission tomography and single photon emission computed
tomography [17].
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Figure 2.1: Given function f , the Radon transformRf is computed as the integral
of f along lines having direction n⊥θ . The result (shown on the right) is called the
sinogram. The inverse problem that arise is that of retrieving f given the sinogram
Rf , so inverting the Radon transform.

2.1.1 Problem statement

In this work we focus on inverse problems arising in digital imaging. That is,
the unknown signal to be estimated is a vector of dimension d. There are mainly
common two ways of representing an image xwith a �nite number of parameters:

• Pixel-wise representation: x ∈ RH×W×C where H and W are the heigth
and width of the image respectively, C is the number of channels (C = 1
for monochromatic images, C = 3 for RGB images and C > 1 for general
hyperspectral images) and d = HWC .

• Coordinate-based representation: x = uθ where uθ : (Ω ⊂ R2) → RC is a
function parameterized by θ ∈ Rd and uθ(x1, x2) are the intensity values of
the C channels at spatial position uθ(x1, x2).

The vast majority of work on imaging and deep learning assume the discrete
pixel-wise representation of images, so that is the way we go. Alternatively, recent
work uses neural networks to construct continuous maps from spatial locations to
intensity values which can accurately model natural scenes and show improve-
ments in the representation of high frequencies (see for example [202] and the
references therein). For simplicity, in what follows we denote x ∈ X .

We continue by formalizing the main problem we are interested in solving. Let
x∗ ∈ X be the target image to be captured. Due to physical constraints, hardware
architecture design and other limitations described earlier, we are only able to cap-
ture data y ∈ Y which is di�erent from (but related to) x∗. A general formulation
of this forward model is

y = D(Ax∗) (2.2)
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where A is a matrix accounting for a linear operator, and D is a degradation op-

erator which may be non-linear and includes a source of randomness in the data
generating process like noise. The data domain Y depends on the whole degrada-
tion process and is explicitly known.

In a wide range of practical applications, most part of the degradation process
(except for the noise) can be modeled by a linear operator. Furthermore, the noise
is commonly assumed to be additive, Gaussian, and independent of the signal.
Hence, as a particular case, we can de�ne a linear inverse problem as

y = Ax∗ + η, η ∼ N (0, σ2I) (2.3)
where σ2 is the noise variance.

Although other types of noise can be considered, they are somehow related
to the Gaussian noise (e.g. by means of the Central Limit Theorem) or can be
reduced to it in some cases. For example, photon counting errors produced by
charge-coupled-device (CCD) cameras are typically modeled by a Poisson distri-
bution [203]. By applying a variance-stabilizing procedure like the Anscombre

transform, Poisson noise is transformed into (approximately) Gaussian white noise
[7]. Then, after restoring this new image assuming additive Gaussian noise, an in-
verse Anscombe transformation is applied [210]. In the following, unless explicitly
stated otherwise, we assume the degradation model (2.3) as is done in most of the
image processing literature.

Examples of linear inverse problems in low-level image processing are listed
below (and shown on Figure 2.2):

• Denoising: A = I (identity matrix) and η 6= 0.

• Deblurring (or deconvolution): Ax = h ∗ x, a convolution with kernel h.

• Superresolution: Ax is a blurred and subsampled version of x.

• Interpolation: A is a masking operator containing some (often random) rows
of the identity matrix.

• Inpainting: related to intepolation but here an entire region of the image (e.g.
a patch) is missing.

We refer the reader to [18] and the references therein for a precise mathemat-
ical treatment of inverse problems in imaging.

2.1.2 Ill-posed problems

In many applications, the particular structure of the problem can be leveraged to
construct ad-hoc restoration algorithms, like the Filtered Back Projection (FBP) al-
gorithm for the CT reconstruction problem mentioned above [162]. Unfortunately,
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(a) Target x∗ (b) Denoising y (c) Deblurring y

(d) Superresolution y (e) Interpolation y (f) Inpainting y

Figure 2.2: Examples of common linear inverse problems in imaging.

incomplete data, discretization errors and/or noise present in the measurements
can lead to large errors in estimating the solution of the inverse problem. This
instability is known as ill-posedness.

The well-posedness of a problem, in the sense of Hadamard [96, 112] can be for-
malized as follows. LetF : X → Y be a map between metric spaces, andF(x) = y
the inverse problem of interest. We say that this problem is well-posed if it satis�es

1. Existence: F(X ) = Y (i.e. for all y ∈ Y exists x ∈ X with F(x) = y).

2. Uniqueness: F is invertible (i.e. the solution in 1. is unique).

3. Stability: F−1 is continuous.

If an inverse problem does not satisfy some of these conditions, it is said to be
ill-posed.

Observe that, in most practical applications, it is not su�cient to have existence
and uniqueness of the solution. Indeed, if the inverse operator is not bounded,
then a little amount of noise, discretization or rounding errors can lead to unstable
reconstructions. This last stability requirement implies that if the measurements y
and y′ are close, then the corresponding solutions x and x′ are close too, therefore
errors are not ampli�ed naturally by the inversion process. Hence, we need that the
solution depends continually on the data y in order to construct stable restoration
algorithms.
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For example, in the simple case of a linear equation Ax = y on Euclidean
spaces, there always exists a solution if the columns of A span Y , uniqueness
is equivalent to A being non-singular, and in numerical applications stability re-
quires the condition number of A to be small. For the imaging inverse problems
de�ned in the previous section (without noise, η = 0), it is clear that superresolu-
tion, interpolation and inpainting problems are ill-posed because the matrix A is
not invertible, so we have in�nite possible solutions.

The problem of deconvolution requires more analysis. Suppose we have y =
h ∗ x. This degradation may be due to the Point Spread (PSF) function of the
imaging system, motion blur, or because the scene is out of focus. As ŷ = ĥ x̂,
in order to reconstruct x from y, we deduce that the support of ĥ must contain
the one of x̂. If not, there will be some frequencies of x that are not retrievable
from y. Next, to simplify the analysis we assume now a continuous version of the
problem and choose the kernel h(t) = 1√

2π
e¯t2/2. Then, as ĥ(w) = e−w

2/2, a direct
inversion gets

x̂(w) = ŷ(w)ew
2/2. (2.4)

However, if we add Gaussian noise y = h ∗ x+ η as before, we obtain

ŷ(w)ew
2/2 = x̂(w) + η̂(w)ew

2/2 (2.5)

and hence the direct inversion (2.4) ampli�es the high frequencies of the noise
η, leading to an inaccurate reconstruction. We conclude that this deconvolution
problem is ill-posed too.

We note that, in some cases, the kernel h can also be unknown, or known up to
some parameters. This problem is known as blind deconvolution. In that situation,
we need even more information to estimate also the kernel. In this thesis, we focus
on inverse problems where the degradation operatorA is completely known or at
least accurately approximated.

To deal with the ill-posedness of a problem, one can take more measurements
in order to avoid the ambiguity of the solutions. For example, we can take a burst
of images instead of only one or combine multiple sources of information (known
as sensor fusion [90]). However, it is sometimes desirable to take as few samples
as possible because they are costly (in terms of time or money) or cause damage
(e.g. radiation to patient’s body on X-ray CT). Hence, to force desired properties
on the estimators, it is imperative to develop methods that reduce or weigh the
solution space. For a complete survey on ill-posed inverse problems, see [112] and
the references therein.

2.2 Reconstruction methods

The set of acceptable responses depends on the particular problem at hand. In
some cases, a good-looking picture may be enough (e.g. for posting on social net-
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works). On the other hand, in medical applications, a data-compatible image can
be recovered in which a tumor is not seen in a particular area of interest. But, is
it possible to �nd another solution where a tumor does appear? If both cases are
consistent with the available data, giving just either solution can lead to wrong
clinical decisions.

There are several ways to solve an inverse problem: we can compute point es-
timates, con�dence intervals, posterior distributions, samples from this posterior,
and so on. In this section, we describe the most common reconstruction methods
encountered in the literature.

2.2.1 Variational approach

The dominant approach for image reconstruction consists in a broad class of meth-
ods based on optimization, known as the variational approach. As Y ⊆ Rl in most
applications, a �rst attempt to retrieve the target image x∗ from data y is to com-
pute

x̂ = arg min
x∈X
‖Ax− y‖2 (2.6)

which corresponds to a least squares solution. This is consistent with the assump-
tion that the acquisition noise is Gaussian (see equation (2.19)). In practice, in
ill-posed problems this direct inversion does not perform well due to incomplete
data (l < dim(X )) and/or measurement errors that lead to poor reconstructions
for ill-conditioned matricesA.

Simple regularization methods for solving systems of linear equations based on
matrix factorization like truncating singular values of A has been proposed [98].
As the image size grows, these algorithms are practically unfeasible, so iterative
methods are often prefered (e.g. a Krylov least squares solver [193] or a Landweber
iteration [241, 126]). However, this type of methods is not appropriate when it
comes to problems that have a signi�cant amount of missing information.

To alleviate this problem, Tikhonov suggested a way to weight the solution
space and therefore to promote one type of solution over another [218, 219]. The
following is a general variational formulation for solving linear inverse problems:

x̂ = arg min
x∈X
{f(Ax,y) + λR(x)} . (2.7)

Basically, this objective function is the sum of a data �delity term f(Ax,y) and a
regularization term λR(x), both positive. For the �rst one, we can simply choose
the Euclidean distance as in (2.6) but other options are also possible.

Adding a regularization term is an e�ective way to incorporate additional in-
formation into the inverse problem, therefore reducing the ambiguity in the solu-
tions present in the data. This term encodes the properties that we want to retrieve
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on the resulting image, punishing unwanted solutions with high values. In this
way, we are replacing an ill-posed inverse problem with a nearby (conditionally)
well-posed one, whose solution is stably computable and provides a reasonable
answer to the original problem. Next, we list many regularization methods en-
countered in the literature:

• Total Variation (TV): Rudin, Osher, and Fatemi published the widely known
Total Variation (TV) regularization method [159, 38, 37, 142]: they argue that
natural images have bounded variation. Therefore, they de�ne the regular-
ization term as

R(x) =
∑
i,j

‖∇i,jx‖p, ∇i,jx = (xi+1,j − xi,j,xi,j+1 − xi,j) (2.8)

where xi,j represents the pixel value of x at position (i, j) and p = 1 or 2.
This regularization promotes piecewise constant solutions.

• Sparsity: R(x) = ‖Lx‖1 for an appropiate matrix L, so promoting sparsity
of the coe�cients of the image computed in some representation space. For
example, Lx can be the decomposition of x on a learned dictionary [69]
or a wavelet decomposition [13]. This regularization method is commonly
known as basis pursuit [41].

• Combined regularization: R(x) can be the sum of various regularization
terms, combining the goodness of di�erent assumptions into the same solu-
tion, such as �rst/second order penalties [164] or spatial/spectral constraints.

• Expected Patch Log-Likelihood (EPLL) [249]: they propose to learn a
prior on the space of image patches Pix and to promote every patch on the
image to be coherent with this prior: R(x) = −

∑
i log p(Pix).

Except for simple cases (e.g. quadratic data �tting and regularization terms)
the minimization problem (2.7) has no analytical solution, and hence iterative op-
timization algorithms are needed. Moreover, a naive gradient descent algorithm is
only applicable when the objective function (2.7) is smooth, and even in that case,
it may be extremely slow in high-dimensional spaces X . Therefore, e�ciency is
another requirement when designing optimization methods. Splitting methods
that can solve a wide range of non-di�erentiable optimization problems are the
Alternating Direction Method of Multipliers (ADMM) [25] and the Primal-Dual Hy-

brid Gradient (or Chambolle-Pock) algorithm [39]. A detailed description of these
methods is presented in Chapter 3.

The parameter λ > 0 balances between the data �delity term and the regular-
ization term. Intuitively, larger values of λ are needed when the amount or quality
of the datay decreases. The choice of the λ value can be adjusted manually (e.g. the
one who leads to the best mean result on a given set of images), or jointly with the
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optimization algorithm. This can be done observing that (2.7) is the unconstrained
Lagrangian formulation of the following constrained minimization problem:

x̂ = arg min
x∈Cδ

R(x), Cδ = {x ∈ X : f(Ax,y) ≤ δ} (2.9)

where δ > 0 prescribes a target �delity to the data y. For example, when f is the
Euclidean distance and y = Ax + η with η ∼ N (0, σ2), as in this case we have
‖Ax− y‖2 ' lσ2, a usual choice is δ = lσ2. Hence, starting with an initial value
λ0 > 0 and after computing the current iteration x(k), we update λk using the ac-
tual value of the residual f(Ax,y)− δ (e.g. larger values of λk for larger residual
values). Examples of these type of parameter selection methods are the exponen-

tial multiplier method [124] and the Morozov’s discrepancy principle [156]. Many
principles and algorithms exist to select a suitable value of lambda. In this work we
shall concentrate on the discrepancy principle (which better �ts our MAP frame-
work in Chapters 3 and 4), but we may use a likelihood maximisation principle in
the future for the approach presented in Chapter 5.

Due to the complex nature of natural images, these hand-crafted regulariza-
tion terms do not fully caracterize all the properties that we want to see in the
computed solution. In addition, we must be careful in choosing convex terms so
that the resulting optimization problem can be solved. These limitations a�ect the
quality of the reconstructions, which often lead to artifacts like the staircase e�ect
when using TV regularization [198]. For more accurate solutions we need more re-
alistic priors. Furthermore, iterative algorithms to solve the resulting optimization
problem are generally slow, so more computationally e�cient inference methods
such as neural networks are often preferred.

2.2.2 Learning approach

Arti�cial Neural Networks (ANN or simply NN) are a subset of machine learning
algorithms inspired by the human brain [148, 188]. They generally consist of a set
of nodes called neurons grouped in di�erent layers and connections between them.
Every continuous function can be approximated (as close as desired) using such
a network, when properly constructed. In particular, this universal approximation

property makes neural networks a powerful tool to approximate the inversion of
problems that arise in imaging. In this section, we brie�y review some of the com-
ponents of state-of-the-art deep learning algorithms for solving inverse problems.

End-to-end learning

Given some input z, the neurons in the �rst layer perform some computations
using a set of weights associated to each neuron of the layer, and then pass the
result as the input of the next layer in the network. This process is repeated until
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the last layer returns the �nal output Fθ(z), where θ is the set of parameters that
collects all the weights associated to the neurons of the neural network.

The usual method to train a neural networkFθ is the so-called supervised learn-

ing which consists in estimating its weights θ from a set of input-output examples.
Formally, given a dataset D = {(yi,xi)}Ni=1 of N training examples where xi is
the desired (target) solution of the problem at hand given input yi, the training
procedure corresponds to �nding

θ∗ = arg min
θ∈Θ

N∑
i=1

L(xi,Fθ(yi)) (2.10)

where Θ is the set of valid parameters values for θ, and f is a quality metric be-
tween output vectors x. This search is generally done using gradient descent (GD)
variants like stochastic GD (SGD) [87] and Adam [120]. To compute gradients of
neural networks we can use the backpropagation algorithm which was popularized
by [191] but similar ideas can be found on earlier works [237]. Once the training
is �nished, assuming we found a good optimum of (2.10) and that the dataset D
represents the entire distribution of images of interest, then we can use Fθ∗(y) to
approximate the solution of the inverse problem at hand given data y never seen
before, that is to generalize.

Image quality metrics

As William Thomson Kelvin said, "what is not de�ned cannot be measured; what is

not measured, cannot be improved". When optimizing (2.10) we are searching for
the best approximation Fθ∗ of the inverse operator of the degradation process, as
measure by f . Hence, the de�nition of f is the de�nition of image quality for our
restoration algorithm.

AsX ⊆ Rd in most applications, a straighforward way to measure image qual-
ity is to use the Mean Squared Error (MSE):

MSE(x,x′) =
1

d
‖x− x′‖2. (2.11)

Similarly, the Peak Signal-to-Noise Ratio (PSNR) is de�ned as

PSNR(x,x′) = 10 log10

(
M

MSE(x,x′)

)
(2.12)

whereM is the dynamic range or the maximum �uctuation in the input image (e.g.
M = 1 when we are working with X = [0, 1]d). Hence, minimizing MSE(x,x′)
is equivalent to maximizing PSNR(x,x′).

The popularity of MSE and PSNR in the literature for evaluating image quality
may be due to their simplicity to work with and its statistical interpretation [233].
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On the other hand, it has been reported that they perform poorly when used to
predict human perception of image �delity. For example, a shift on the original
pixel values x′ = x + c can lead to a high MSE distance although the di�erence
is practically unnoticed visually. Other popular choices are the Structural SIMi-

larity (SSIM) Index [235] and its multiscale variant MS-SSIM [234] which compute
an error measure simulating known properties of human visual system (based on
luminance, contrast and structure of the compared images). In addition, other per-
ceptual quality metrics can be used, as the Normalized Laplacian Pyramid (NLP)

distance [127] or the NN-based Learned Perceptual Image Patch Similarity (LPIPS)

[246].

Neural network architectures

The choice of the network family {Fθ}θ∈Θ determines the type of functions y 7→ x
we can obtain for solving our inverse problem of interest, so we need to pay close
attention to the architecture design. There are several types of layers that can be
stacked to build a wide variety of neural networks. Except for the input and output
layers, the rest of them are called hidden layers.

A simple type of layer is the so-called fully connected layer : each neuron on the
layer is connected to each neuron on the previous layer (see Figure 2.3) and can be
expressed as

z′ = g(Wz) (2.13)

where z and z′ are the input and output of the layer respectively, W is the matrix
that contains all the weights of the corresponding neurons of the layer, and g is a
(generally non-linear) activation function like the sigmoid (or logistic) function and
the Recti�ed Linear Unit (ReLU) [87]. When built only by concatenating this type
of layer, Fθ is generally called fully connected network or Multi Layer Perceptron

(MLP). The Universal Approximation Theorem [49, 104] ensures that a fully con-
nected network can arbitrarily accurately approximate any continuous function
de�ned in a compact domain, even if it only has one hidden layer.

Although this result suggests that shallow networks (i.e., those with only a few
hidden layers) are su�cient for our purposes, the required number of neurons to
reach a good approximation may be prohibitively large. It can be shown that a deep
fully connected network can reach the same expressivity of the shallow ones but
with much fewer parameters [155]. However, the number of connection weights
grows exponentially with the number of layers on a fully connected network. So,
as highly performant models generally need a large number of layers, e�cient
training of these networks is also out of reach.

A convolutional layer [132] reduces the parameter space requiring (a) that each
neuron can only combine output values from a local region of the previous layer,
and (b) the weights performing these combinations are shared between neurons
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Figure 2.3: In a fully connected layer (left), each neuron is connected to all neurons
of the previous layer. In a convolutional layer (middle), each neuron is connected
to a �xed number of neurons in a local region of the previous layer. Furthermore,
the neurons all share the weights for these connections, as represented by the color
lines. Figure retrieved from [103].

on the layer (see Figure 2.3). This process corresponds to convolving the input
with a small �lter, so computing a kind of feature extractor (e.g. a edge detector),
and can be related to how simple cells in the primary cortex of the mammalian
visual system work [107, 106]. This is a especial case of a fully connected layer
(2.13) where W is restricted to be a Toeplitz matrix. When a neural network has at
least one convolutional layer, it is generally called Convolutional Neural Network

(CNN).

Assuming that the previous layer has dimension n, we can add a convolutional
layer with �lter of size k (so k is the number of parameters of this new layer) and
then the layer output may also have size n (e.g. with zero padding). A fully con-
nected layer can do the same but adding n2 parameters. In addition to reducing
the number of parameters and hence simplifying the learning procedure, convo-
lutional layers are shift-invariant operators. When working with images, this is
a nice property to have because important features can appear anywhere on the
input plane. Hence, using sliding �lters we can detect relevant features on the
image regardless of its spatial location, so making the learning procedure more
data-e�cient. On the other hand, fully connected networks need to see images
showing the same feature repeated on every spatial location to allow the neurons
on each region to learn it, and then they need far more data to reach this translation
invariant property.

Using small convolutional �lters allow to construct deeper CNN (i.e. with a
large number of convolutional layers) for a given number of parameters. This
permits to get rid of the restricted local dependence of a particular layer and to
enlarge the receptive �eld of the network (i.e. the number of pixels of the input
image a single neuron has access to, see Figure 2.4). In addition, a CNN computes
a hierarchical representation of the input, in which neurons on latter layers can
recognize more abstract and complex features than those on the �rst layers [132].
The name Deep Learning usually means training a deep CNN.
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Figure 2.4: Left: On images, a convolutional layer computes a local feature detector
�lter. If we stack many convolutional layers, the receptive �eld of the network
grows. Right: a common CNN arquitecture used for classi�cation tasks, with fully
connected layers at the end.

Additional building blocks are available in the literature to add to our network
architecture: batch normalization [110], Dropout [209], other activation functions
[177], weight initialization and regularization techniques [87], residual blocks and
skip connections [100], and the list continues to grow. For a complete reference
about Deep Learning, see [87].

Neural networks in imaging problems

The earliest attempts to use neural networks for image restoration problems date
back to 1988 [248], where fully connected networks were used to represent binary
images in a deblurring task. At that time, the lack of computational power only
allowed to train simple architectures with few parameters, and therefore these
methods were largely outperformed by variational methods. The �eld of neural
networks continued to grow until 2012, when a groundbreaking paper [125] shows
that it is possible to train a deep CNN with 60 million parameters using 1.2 million
high-resolution images on a Graphics Processing Unit (GPU) which signi�cantly
outperforms previous state-of-the-art algorithms on the ImageNet LSVRC-2010
classi�cation contest. Since deep CNN showed their superiority in image classi-
�cation tasks researchers started to look for new ways to use this tool to solve
inverse problems too.

The dominant approach is to agnostically train CNNs end-to-end for inverse
problems in imaging. That is, we train a generic networkFθ without incorporating
any domain-speci�c knowledge of the problem at hand (e.g. the forward operator
A) using (2.10). This was done with empirical success for super-resolution [63],
denoising [244, 243], deblurring [76], etc. Also, this method can be used to im-
plement the entire camera image signal processing (ISP) pipeline [81, 199]. Other
related problems are the so-called image-to-image translations. It consists in "trans-
lating" an input image belonging to one domain onto an output image from another
domain (e.g. to transform a horse photo into a zebra photo). This particular prob-
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lem can be very challenging to model analytically but there are many CNN-based
methods that have shown impressive performance. See [163] for a recent review
on this subject.

Solving inverse problems in imaging with end-to-end approaches is appealing
because:

• In order to de�ne and train neural networks, we do not need to know the
forward degradation model (e.g. A, noise variance σ2). This is bene�cal
when we do not have knowledge of the problem of interest or it is very hard
to model analytically.

• After training, neural networks perform fast inference in the testing phase
(as opposed to variational approaches which are computationally demand-
ing).

On the other hand, employing end-to-end approaches presents some challenges:

• The universal approximation theorem ensures what NN can learn, not what
they actually learn. In general, it is di�cult to diagnose the convergence of
the learning algorithm, which is a highly non-convex optimization process.
Although some works conjecture that there might not be as many bad local
minima as one imagines [229, 137], in practice, the training procedure of
large models is so full of tips and tricks that it often feels like more of an art
than a science [16].

• Training a deep CNN is a costly process and error prone, which has to be
repeated on the particular inverse problem of interest before inference. Un-
fortunately, state-of-the-art deep CNN tend to be very big (i.e. billions of
parameters) and the computational resources necessary to train these mod-
els in a reasonable period of time are not available to most researchers ex-
cept those belonging to large companies (i.e. Google, Facebook, NVIDIA,
OpenAI, etc).

• They are often vulnerable to adversarial attacks, i.e., hardly perceptible per-
turbations at the input may cause the network to output very di�erent re-
sponses [212]. These instabilities raise several concerns about the robustness
of these models, primarily in critical applications such as medical image re-
constructions and clinical diagnostics [72, 8] or self-driving cars.

• When no prior knowledge is included in the architecture design, the network
must learn all aspects of the inverse problem to be solved from the available
data. Therefore, the network will be more "data hungry", i.e. the training
dataset must be large to obtain good results. To be more data-e�cient, if we
incorporate somehow all the available information into the learning process
(e.g. degradation model A) the network only needs to learn what really
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needs to be learned. A clear example of a generic prior information put into
network design is the use of convolutional layers instead of fully connected
ones.

Incorporating prior knowledge

A direct way to incorporate the degradation operatorA is to post-process its direct
inversion method, if available. For example, one can compute x̃ = ATy or x̃ =
A+y (where A+ is the Moore-Penrose pseudo inverse of A) to put data y back
into the image domain. This �rst reconstruction may be prone to artifacts, hence
we train a neural network Fθ(x̃) to correct this naive reconstruction [111]. Since
the map x̃ 7→ x is close to the identity map, we are learning a residual network
that is reportedly easier to train [100].

Another interesting approach for including the degradation model in the net-
work architecture is the use of unrolled optimization techniques [91, 42, 60, 84].
They basically consist in implementing a �xed number of steps of an iterative
optimization method using a neural network. This way, the data �delity step is
included in the network as a layer with known parameters (that do not need to be
learned) and only the prior step becomes a trainable layer. For this reason, unrolled
approaches tend to require much less training data to reach the same accuracy as
agnostic ones.

Plug and Play methods

The main drawback of neural networks regression is that they require to retrain
the neural network each time a single parameter of the degradation model changes.
Another family of approaches seeks to decouple the NN-based learned image prior
from the degradation model, so they can be used to solve many di�erent inverse
problems without retraining. A popular approach within this methodology are
Plug and Play (PnP) methods. Instead of directly learning the regularization term
G(x), these methods seek to learn an approximation of its gradient ∇G [21, 20]
or its proximal operator proxG [227, 149, 245, 40, 114, 192], by replacing it by
a denoising NN. Then, these approximations are used in an iterative optimiza-
tion algorithm to �nd some sort of consensus equilibrium among the data �tting
term and the prior [32]. Taking a similar approach, the Regularization by Denois-
ing (RED) algorithm [187] uses a denoiser Dσ to construct an explicit regularizer
G(x) = 1

2
xT (x−Dσ(x)). Under certain conditions, its gradient ∇G = Id−Dσ

can be conveniently computed in terms of the denoiser, leading to a gradient de-
scent scheme which is very easy to implement.
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Implicit regularization methods

Finally, another way to regularize the inverse problem is using a constrained rep-
resentation model for the image x. An interesting work suggests that the archi-
tecture of an untrained (i.e. randomly initialized) CNN acts as a kind of implicit
regularization method, called Deep Image Prior (DIP) [223]. Here, one trains the
network only using the corrupted data y to map a �xed random vector z0 to an
image y using gradient descent:

θ̂ = arg min
θ∈Θ

f(AFθ(z0),y) (2.14)

where f is a data �delity measure like in the variational formulation (2.7). Once
trained, the output of the network is the reconstructed image x̂ = Fθ̂(z0). This
algorithm can be written as a variational (regularized) method:

x̂ = arg min
x∈X
{f(Ax,y) +G(x)} (2.15)

where

G(x) =

{
0, if x = Fθ(z0) for some θ ∈ Θ,

+∞, if not.
(2.16)

Other approach is to use a coordinate-based image representationxi,j = Φθ(i, j),
where Φθ is a neural network with sinusoidal activation functions like SIREN [202].
These architectures are built by forcing all the spectral components of the image
x to be present, using a Fourier features layer [213], and therefore facilitating the
restoration of high frequencies on the retrieved image. This could compensate for
the oversmoothing behavior of a NN trained using MSE as the image quality mea-
sure, a kind of spectral bias [33, 175]. As with DIP, the regularization is imposed on
the class of reachable images using these architectures as representation models.

2.2.3 Bayesian approach

Statistical modeling permits to make the restoration algorithms more �exible, al-
lowing us to consider more than one possible solution compatible with the data,
which is appropriate for working with ill-posed problems. In particular, we can
de�ne our prior belief about the unknown signal in the form of a probability dis-
tribution, called prior distribution. This distribution, when combined with the ob-
served data in the form of the likelihood function, gives rise to the so-called posterior
distribution.

In this way, we are naturally characterizing the entire solution space, and we
have a solid theory to develop di�erent estimators for the target image with de-
sirable properties. Hence, we can calculate di�erent point estimates, such as the
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MAP or MMSE estimators, but we can also compute uncertainty estimates in the
form of con�dence intervals.

From a probabilistic point of view, we now consider a stochastic model

y = Ax+ η, x ∼ pX (x) , η ∼ N (0, σ2I), (2.17)

where pX (x) is the probability distribution of the images of interest. Note that in
(2.17) x and y are now random variables de�ned on probability spaces X and Y
respectively.1

Likelihood function

Let x∗ ∈ X be the unknown image to be retrieved, and y the observed value for
the measurements, as dictated by the stochastic model (2.17). The problem now is
to infer as much as possible about x∗. The likelihood function measures the �tness
of a value x to the observed data y by

`(x |y) = pY|X (y |x) = N (y;Ax, σ2) ∝ e−
‖Ax−y‖2

σ2 . (2.18)

The classical Maximum Likelihood Estimator (MLE) corresponds to

x̂MLE = arg max
x∈X

`(x |y) = arg min
x∈X
{− log `(x |y)} = arg min

x∈X

{
1

σ2
‖Ax− y‖2

}
.

(2.19)
Therefore, this estimator x̂MLE maximizes the agreement of an image x with the
measurements y. Observe that this estimator is equivalent to the least squares so-
lution of (2.6). As with variational methods, when dealing with ill-posed problems,
there may be a large set of compatible solution of (2.19) and/or x̂MLE may be far
away from x∗. Hence, to obtain appropiate restorations x̂ we need to incorporate
more information about x∗ to the inverse problem.

Prior distribution

The prior distribution is a way to describe in probabilistic terms our belief about
the unknown image x∗, before observing the measurements y. When combined
with the likelihood function, this distribution will help us �nd the correct solution
despite the ambiguity left by incomplete and/or noisy data y. Note that this dis-
tribution does not depend on the particular inverse problem at hand and therefore

1We do not use the usual probabilistic convention that capital lettersX represent random vari-
ables, as in P (X ≤ x). Instead, we use x to refer to the random variable as well as its observed
value, and x ∼ f(x) to denote its density function f(x), the meaning being clear for the context.
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it can be used to regularize any inverse problem for which the unknown image x∗
comes from the same source (e.g. satellite imagery, faces, etc).

In (2.17) we have already assumed that x∗ is distributed according to a proba-
bility distribution pX (x), which in the Bayesian framework is the so-called prior

distribution. This is a convention we have adopted for the source of images of in-
terest: they are i.i.d. realizations of a (continuous) random variable with density
function pX (x). Quoting from [182], "this is an axiomatic reduction from the notion

of unknown to the notion of random". In order to include this distribution in our
restoration methods, the problem that arises is how to choose this distribution. As
it is the central concern of this restoration method, we leave this discussion for the
end of this section (and for the rest of the thesis!), after �nishing our description
of the Bayesian approach.

Posterior distribution

The Bayes’ formula can be seen as a way of updating our prior belief about x∗ after
observing the measurements y (through the forward process modeled by (2.17)):

pX|Y (x |y) =
pY|X (y |x) pX (x)∫

x′∈X pY|X (y |x′) pX (x′) dx′
. (2.20)

Here, pX|Y (x |y) is known as the posterior distribution of x given y.

This resulting distribution collects all the uncertainty we have about the un-
known signal or process we would like to infer, and therefore contains signi�cant
information to retrieve x∗ from y. An illustration of this approach is shown in
Figure 2.5. In the Bayesian framework, the posterior distribution is the complete
solution to the inverse problem. In practice, some summaries of it (like point esti-
mates and con�dence intervals) are computed.

Bayesian estimators

From a decision-theoretic point of view, we need to condensate all the information
included in the posterior distribution into one solution x̂. The question to which
we are now confronted is: How do we select x̂? To this end, we have to de�ne
a cost function and calculate the optimal solution as the one that minimizes the
expectation of that cost under the posterior distribution [118].

As always, letx∗ be the unknown image to be retrieved from the measurements
y and an estimator x̂. Given a cost function C(ε) that assigns the cost of the error
ε = x − x̂ for (a sample of) the random variable x, the corresponding Bayes risk
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Figure 2.5: Main distributions of the Bayesian approach: The prior distribution is
updated using the likelihood function, giving rise to the posterior distribution.

is de�ned by

RC(x̂) =

∫
(x,y)∈(X ,Y)

C(x− x̂)pX ,Y (x,y) dx dy (2.21)

=

∫
y∈Y

(∫
x∈X
C(x− x̂)pX|Y (x |y) dx

)
︸ ︷︷ ︸

Iy(x̂)

pY (y) dy. (2.22)

Each choice of the cost function C leads to an optimal Bayes estimator which min-
imizes the Bayes risk:

x̂C = arg min
x̂
RC(x̂). (2.23)

Observe that if we can construct an estimator that minimizes Iy(x̂) for all y ∈ Y ,
then it will be the Bayes estimator x̂C . The main examples are (see Figure 2.6):

• MMSEestimator: When C(ε) = ‖ε‖2 we obtain theMinimumMean Squared

Error (MMSE) estimator x̂MMSE. Deriving Iy(x̂):

∂Iy
∂x̂

(x̂) =

∫
x∈X

∂

∂x̂
‖x− x̂‖2pX|Y (x |y) dx (2.24)

=

∫
x∈X
−2(x− x̂)pX|Y (x |y) dx (2.25)

= 2x̂− 2

∫
x∈X

x pX|Y (x |y) dx = 0. (2.26)

Hence, the MMSE estimator is the posterior mean (or conditional expecta-
tion):

x̂MMSE = EpX|Y (x |y)[x] =

∫
x∈X

x pX|Y (x |y) dx. (2.27)
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Figure 2.6: Bayesian cost functions: The quadratic function (blue) penalizes more
heavely the larger errors, while the hit-and-miss function (green) penalizes all er-
rors above the threshold (in this example, δ = 1) with cost 1.

• MAP estimator: Another common choice is the hit-or-miss cost function.
It does not penalizes absolute errors below a prede�ned threshold δ > 0 and
assigns cost 1 for all errors above this threshold:

C(ε) =

{
0 if ‖ε‖ < δ,
1 if ‖ε‖ ≥ δ.

(2.28)

Then, the Bayes risk (2.22) becomes

RC(x̂) = 1−
∫
‖x−x̂‖<δ

pX|Y (x |y) dx. (2.29)

As δ → 0, this risk is minimum when x̂maximizes the posterior distribution,
leading to the so-called Maximum A Posteriori (MAP) estimator:

x̂MAP = arg max
x∈X

pX|Y (x |y) . (2.30)

MAP vs MMSE

In general, to approximate the x̂MMSE estimator in (2.27) it is necessary to use sam-
pling algorithms to calculate Monte Carlo (i.e. numerical) integrations, or to use
variational methods to calculate analytical (i.e. exact) expectations of approximate
distributions of pX|Y (x |y). On the other hand, the optimization problem (2.30)
for computing the x̂MAP estimator is often easier to solve than the expectation in
(2.27). For this reason, the x̂MAP estimator is more popular in the literature than
the x̂MMSE estimator.
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Observe that (2.30) is equivalent to compute

x̂MAP = arg min
x∈X

{
− log pX|Y (x |y)

}
(2.31)

= arg min
x∈X

{
− log pY|X (y |x)− log pX (x)

}
(2.32)

= arg min
x∈X

{
1

σ2
‖Ax− y‖2 +R(x)

}
(2.33)

which is closely related to the variational formulation (2.7). Here, the negative log-
likelihood function acts as the data �tting term and the negative log-prior function
as the regularization term.

An interesting property of the posterior distribution pX|Y (x |y) is that it nat-
urally balances the weights put on the data and on the prior. For example, as
we take more measurements (i.e. l = dim(Y) grows) and the noise vanishes
(σ → 0), the �rst term of (2.33) dominates (i.e. the prior term R(x) diminishes)
and x̂MAP → x̂MLE. In particular, when there is less ambigüity on the data, the
posterior distribution gets more concentrated around the target value x∗. There-
fore, we do not need to manually set a regularization parameter such as λ in the
variational approach (2.7).

We conclude by observing that, although in general x̂MMSE 6= x̂MAP for the same

prior pX (x), these estimators can be related for di�erent priors, as the conditional
expectation (2.27) for one prior can also be interpreted as a MAP estimator for
the other prior. In other words, it can be shown that, for Gaussian denoising (i.e.
A = I), the posterior mean (2.27) coincides with the solution of the optimization
problem (2.33) for an appropriate penalty function RMMSE(x) [92, 93].

¿How to choose the prior distribution?

Here we discuss some popular ways to estimate the probability density function
pX (x). Clearly, this is not an easy task in high-dimensional spaces, and general
methods such as kernel density estimation (e.g. Parzen windows) require a huge
amount of data points to be accurate.

As we mentioned before, the MAP formulation (2.33) corresponds to a varia-
tional problem with regularization penalty term R(x) = − log pX (x). Hence, the
reconstruction algorithms presented in Section 2.2.1 can be interpreted as MAP
estimators under the prior pX (x) ∝ e−R(x).2 For example, setting the Tikhonov
regularization R(x) = ‖Lx‖2

2 seen on Section 2.2.1 corresponds to choosing a
(possibly degenerate) Gaussian prior on x, and the L1 regularization termG(x) =

2As mentioned above, the MAP formulation of a variational problem may not be the only
Bayesian interpretation for (2.33), because in order to de�ne Bayesian estimators we need to de�ne
the prior but also the cost function.
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‖Lx‖1 to a Laplacian prior distribution. When e−R(x) are non-integrable functions,
we are working with improper priors.

As with variational methods, it is very di�cult to de�ne a precise hand-crafted
model pX (x) for natural images. A common approach is to �t a parametric model
to the set of image patches, that is, all the small square portions of the image (say
7× 7). We then restore each patch separately and merge all the results to form the
�nal result of the restoration algorithm. This is the case with the widely known
Non-Local Means (NLM) [29], Non-Local Bayes (NLB) [131] and Block-Matching and

3D �ltering (BM3D) [50] denoising algorithms. In particular, we will adapt the NLB
algorithm to the wavelet domain in Section 3.2.5.

The parametric models described above are �tted to the set of patches of the
noisy image to be restored. Also, it can be �tted once in a large database of image
patches (e.g. ImageNet [55]) and then used to restore any image that follows the
same distribution. In [69] the authors learn a dictionary of representative patches
and then impose a sparsity `1 prior on the corresponding coe�cients. Also, in the
Expected Patch Log Likelihood (EPLL) method [249] a Gaussian mixture model is
�rst �tted to image patches and then used to de�ne a prior for the whole image
(i.e. without the need of combining di�erent patch restorations at the end).

A modern approach is to �t deep learning-based distributions on whole images,
giving rise to the generative models. As these models are an important component
of this thesis, we dedicate the following section to its description and give some
motivation on why to use them to regularize inverse problems in imaging.

2.3 Generative models

Recently, some generative models based on neural networks have shown their out-
standing capability to approximate the complex and high-dimensional image dis-
tribution in a data-driven fashion. In particular, Variational Autoencoders (VAE)
[121] combine variational inference to approximate unknown posterior distribu-
tions of latent variable models with the ability of neural networks to learn such
approximations. In this section, we review the most performant methods to learn
the distribution of images.

2.3.1 Latent variable models

Latent generative models simulate the way images are generated and interpreted
by humans: images are �at projections of 3D objects on which there are some
high-level concepts or structures present in the image. We do not interpret images
as arrays of independent pixels as they are stored on computers, but as the over-
lapping of global shapes with long-range pixel dependencies, each of which has its
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own �ne (local) details or textures. For us, for example, lighting and perspectives
are latent variables that cause non-trivial global modi�cations to the entire image
in the pixel space.

It is easy for humans to extrapolate knowledge from one domain to another
because we form high-level internal (i.e. latent) representations of the objects we
usually see. In this way we can learn to solve problems in new domains with little
labeled data, with the help of such representations. Most of the available data is
unlabeled, so an end-to-end approach which is data-hungry is not feasible on some
domains (e.g. medical imaging). Therefore, it is desirable to develop latent repre-
sentation models so that they can be reused in di�erent inverse problem where the
images follow the same distribution. Additionally, using this latent representations
we can easily modify the prior distribution conditioning on high-level abstract fea-
tures to reduce ambigüity (e.g. if we know that the solution must be the picture
of a woman face). How to automatically factorize these sources of variations from
samples is an active area of research [57, 136, 135].

Training latent generative models on generic data and then using them to regu-
larize other inverse problems enables data e�ciency in the new domain and gener-
alization, as well as providing robustness to reconstruction algorithms. By train-
ing on a large image database (e.g. ImageNet [55]), ideally, we can capture the
entire image distribution. In practice, a reconstruction algorithm is not trained
on huge datasets but on relatively smaller ones. In this way, "gaps" can remain in
the trained model (that is, areas of the image space where we do not have recon-
struction examples). Using the larger model mentioned above, we can generalize
better on those gaps than with the smaller model. This approach is related to the
transfer learning technique used in classi�cation tasks, where a pre-trained model
for image classi�cation is �ne-tuned to include new categories [221].

Dimensionality reduction

The image representation space X ⊆ Rd has very high dimension for all practical
purposes. For example, for 1 megapixel RGB images (e.g. 1000 × 1000 color pic-
tures) which are small ones considering modern cameras, we have d = 3 × 106.
However, not all the points x but only a very small subset X0 of X represent im-
ages of interest. Moreover, the manifold hypothesis [71] states that natural images
lie near a low dimensional manifold. Therefore, it is desirable to de�ne a prior dis-
tribution or density pX (x) only on this subset so that the inverse problem could be
posed in a lower-dimensional space. A �rst step towards an e�cient representa-
tion of this subset X0 is to apply a dimensionality reduction transform, also known
as feature extraction. Formally, we seek for a function E : X → Z ⊆ Rp with p < d
which we call encoder such as E(X0) retains as much information aboutX0 as pos-
sible. Ideally, if x ∈ X0 then we want to be able to reconstruct x from z = E(x)
using a decoder function D : Z → X such that x̃ := D(z) ' x.
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Principal Component Analysis (PCA)

The simplest case is to choose linear (a�ne) transforms forE andD and the squared
Euclidean distance as the reconstruction error. That is

z = E(x) = Ux+ u, where U ∈ Rp×d and u ∈ Rp, (2.34)
x̃ = D(z) = V z + v, where V ∈ Rd×p and v ∈ Rd, (2.35)

‖x− x̃‖2 = ‖x− (Wx+ w)‖2 where W = V U and w = V u+ v. (2.36)

Geometrically, x̃ corresponds to project x into the (a�ne) subspace of Rd given
by the columns of V which has rank at most p. As V U = (V C)(C−1U) for every
invertible matrix C ∈ Rp×p then U and V are not unique. Also, it is clear that
better reconstructions can be achieved if V has full rank p because in that case
the latent code z can capture as much information about x as possible (otherwise
some dimensions of z are wasted because linear dependence). Hence, without loss
of generallity, we can assume V to have orthonormal columns.

Having a sample dataset D = {x1, . . . ,xN} ⊂ X0 we try to �nd the best pair
(E,D) that minimizes

LD(E,D) =
1

N

N∑
i=1

‖xi − x̃i‖2 =
1

N

N∑
i=1

‖xi − (Wxi + w)‖2. (2.37)

It can be shown [12] that the optimal solution for the columns of V (up to coor-
dinate changes through C) is to choose the eigenvectors corresponding to the p
larger eigenvalues of the sample covariance matrix:

ΣX =
1

N

N∑
i=1

(xi − x̄)(xi − x̄)T where x̄ =
1

N

N∑
i=1

x. (2.38)

In this case, we obtain

z = V T (x− x̄), x̃ = V z + x̄. (2.39)

This is the well known Principal Component Analysis (PCA) method [22].

Factor Analysis and Probabilistic PCA (pPCA)

From a stochastic perspective, we can assume that a latent variable z generates
an observation x, which both follow probability distributions, and therefore we
can try to �t a statistical model to the data D. Closely related to PCA, the Factor

Analysis model [43] that assumes z to follow a Gaussian distribution and a linear
(conditional) observation model with Gaussian noise:

pZ (z) = N (z;µ,Σ) (2.40)
pX|Z (x | z) = N (x;V z + v,Ψ). (2.41)
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In this case, it is well known that the marginal pX (x) and posterior pZ|X (z |x)
distributions are also Gaussian and have the following expressions ([22], equations
(2.113) to (2.117)):

pX (x) = N (x;V µ+ v,Ψ + V ΣV T ) (2.42)
pZ|X (z |x) = N (z;M(V TΨ−1(x− v) + Σ−1µ),M) (2.43)

where M = (Σ−1 + V TΨ−1V )−1. (2.44)

The Probabilistic PCA (pPCA) model [220] is a particular case of factor analysis
where the observation noise is assumed to have an spherical covariance γ2I in-
stead of a full covariance matrix Ψ. In addition, as all the parameters of this model
has to be learned from data and we only have observed values for x, then ν and
Σ can be absorbed by V and v. Hence we can assume µ = 0, Σ = I and Ψ = γ2I
which lead to the following simpli�ed pPCA model

pZ (z) = N (z; 0, I) (2.45)
pX|Z (x | z) = N (x;V z + v, γ2I). (2.46)

and

pX (x) = N (x; v, V V T + γ2I) (2.47)
pZ|X (z |x) = N (z;MV T (x− v), γ2M) (2.48)

where M = (V TV + γ2I)−1. (2.49)

In this context, pZ|X (z |x) and pX|Z (x | z) can be interpreted as stochastic en-
coder and decoder respectively.

Given a dataset D = {x1, . . . ,xN} ⊂ X0 the maximum likehood estimation
(MLE) of the model parameters V , v and γ2 (maximizing pX (x) on the dataset D)
can be computed in closed form [220]:

v̂ = x̄, (2.50)

γ̂2 =
1

d− p

d∑
j=p+1

λj, (2.51)

V̂ = Up(Λp − γ̂2I)1/2R. (2.52)

Here, Up corresponds to the �rst p principal components of the data with corre-
sponding eigenvalues λ1, . . . , λp (as in PCA) stored in the p×p diagonal matrix Λp,
andR is an arbitrary rotation matrix. Observe that γ̂2 can be interpreted as the av-
erage variance of the data lost in the projection of D into the span of the columns
of V . Unlike pPCA, the maximum likelihood estimation of a generic factor anal-
ysis model (2.42) can not be computed in closed form and therefore they must be
approximated using an iterative procedure like the Expectation-Maximization (EM)

algorithm [82].
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2.3.2 Variational AutoEncoders

The models described in the previous section assume linear encoder and decoder
functions. However, in most practical applications, the dataX0 of interest does not
lie in a linear manifold but in a highly non-linear one. For example, the set of 3×3
high-contrast patches is better described using a Klein bottle [134, 34]. Hence, to
better capture the nature of real data and therefore construct more accurate prior
distributions, we need to �t more �exible statistical models. In this section, we
explore the use of neural networks to perform dimensionality reduction in a data-
driven fashion.

AutoEncoders (AE)

We revisit the deterministic encoder/decoder approach de�ned in the previous sec-
tion, this time considering more general parametric functions:

Eφ : X → Z, Eφ(x) = z (Encoder) (2.53)
Dθ : Z → X , Dθ(z) = x̃ (Decoder). (2.54)

Here, φ and θ collect all the encoder and decoder parameters respectively. In the
PCA case of equations (2.34) and (2.35), φ = (U, u) and θ = (V, v). WhenEφ andDθ

are parameterized by neural networks, the pair (E,D) is called AutoEncoder (AE).
The training of the autoencoder given a dataset D = {x1, . . . ,xN} is generally
done using a stochastic gradient descent algorithm on the L2 reconstruction loss:

(φ̂, θ̂) = arg min
φ,θ

{
LD(φ, θ) =

1

N

N∑
i=1

‖xi − D(E(xi))‖2.

}
. (2.55)

After the training is �nished, we (hopefully) obtain a parameterization of the data
manifold Dθ̂(Z) ⊂ X of dimension p < d. In Figure 2.7 we show a comparison of
the AE and PCA solutions to dimensionality reduction on the MNIST dataset [56]
from d = 28× 28 = 784 to p = 30.

As we can not compute closed form expressions for the parameters φ and θ, we
are not forced to use the L2 reconstruction norm which generally leads to blurry
reconstructions x̃. Instead, we can use any di�erentiable metric d(x, x̃) such as
distances de�ned on wavelet or Laplacian pyramid coe�cients [23] or perceptual
distances (see Section 2.2.2).

Using the great �exibility of neural networks, autoencoders greatly expand the
class of data sets from which we can learn a representation in smaller-dimensional
spaces, losing as little information as possible. Next, we endow the autoencoder
model with probability distributions to construct a density estimation algorithm
known as Variational AutoEncoder (VAE).
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Figure 2.7: AE and PCA solutions on MNIST. From top to bottom: original digits
xi, autoencoder reconstructions Dθ(Eφ(xi)) using 2-hidden layers fully connected
networks for encoder and decoder, and PCA reconstructions (equation (2.39)), with
p = 30 latent dimensions in both cases. TheX space has dimension d = 28×28 =

784.

Stochastic Decoder

LetD = {x1, . . . ,xN} ⊂ X ⊆ Rd be samples drawn from an unknown probability
distribution pdata supported on a manifold of dimension p. The objective is to
construct a parametric approximation pX (x) ' pdata(x). As before, we assume
that there exists a latent variable z of dimension p with a tractable distribution
that generates x. For p = d, if the pdata has density

pdata(x1, . . . ,xp) = p1(x1)p2(x2|x1) . . . pp(xp|x1, . . . ,xp−1) (2.56)

where pi is the conditional density of xi given (x1, . . . ,xi−1) then we can sample
z ∼ Uniform[0, 1]p and transform z into a sample of pdata applying the inver-

sion method to each conditional density pi of (2.56). This procedure is known as
the conditional distribution method [58]. For p < d this can be composed with a
parameterization of the manifold supporting pdata.

It is common to choose z ∼ N (0, I). We can make this assumption because
the stochastic decoder pX|Z (x | z) may eventually capture the relationship be-
tween our variable z and the real latent variable. Hence, we are heavily relying on
the universal approximation property of neural networks to learn the parameter-
ization of the manifold supporting pdata and, at the same time, the transform that
maps samples from a Gaussian distribution into pdata.

As we did with the pPCA decoder (2.46), we de�ne a stochastic decoder Dθ

which represents the Gaussian conditional distribution pX|Z (x | z) using a neural
network with parameters θ:

pX|Z (x | z; θ) = N (x;µθ(z), γ2I), Dθ(z) = (µθ(z), γ) (2.57)

where γ ∈ θ is a trainable parameter but independent of z. In what follows, to sim-
plify notation, we write pθ (x | z) = pX|Z (x | z; θ) and pθ (x, z) = pθ (x | z) pZ (z).
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Hence, the marginal likelihood of x is

pθ (x) =

∫
Z
pθ (x | z) pZ (z) dz. (2.58)

This integral is intractable so we can not directly compute the maximum likelihood
estimation for θ. We can not even compute the gradient ∇θ pθ (x) to train the
decoder network. This intractability is related to that of the posterior

pθ (z | x) =
pθ (x | z) pZ (z)

pθ (x)
. (2.59)

Variational Inference and Stochastic Encoder

Givenx, to provide an analytical approximation to the posterior distribution pθ (z | x)
of the latent variables z, we choose a tractable variational model q(z). Using the
concept of amortized inference this model is constructed fromx using another neu-
ral network, the stochastic encoder Eφ(x), which shares the network parameters
φ between all values of x:

qφ(z | x) = N (z;µφ(x),Σφ(x)), Eφ(x) = (µφ(x),Σφ(x)). (2.60)

In general, a diagonal covariance Σφ(x) = diag(σ2
φ(x)) is used, which is called

mean-�eld approximation. For every pair (θ, φ) we have

log pθ (x) = Eqφ(z | x)[log pθ (x)] = Eqφ(z | x)

[
log

pθ (x, z)

pθ (z | x)

]
(2.61)

= Eqφ(z | x)

[
log

pθ (x, z)

qφ(z | x)

]
+ Eqφ(z |x)

[
log

qφ(z | x)

pθ (z | x)

]
(2.62)

= Lθ,φ(x) +DKL(qφ(z | x) ‖ pθ (z | x)). (2.63)

As the Kullback-Leibler divergenceDKL(qφ(z | x) ‖ pθ (z | x)) ≥ 0 then the term

Lθ,φ(x) = Eqφ(z | x) [log pθ (x, z)− log qφ(z | x)] (2.64)

is a lower bound of the evidence log pθ (x) and it is called Evidence Lower Bound

(ELBO).

Observe that the KL divergenceDKL(qφ(z |x) ‖ pθ (z | x)) measures two gaps:

• The approximation between the variational model qφ(z | x) and the true
posterior distribution pθ (x | z). The smaller this divergence value, the bet-
ter the match between these distributions.

• The di�erence between the ELBO Lθ,φ(x) and the marginal log likelihood
log pθ (x). The smaller this divergence value, the tighter this lower bound.
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To train the variational autoencoder (Dθ,Eφ), we maximize the ELBO with
respect to (θ, φ) using the dataset D = {x1, . . . ,xN}:

Lθ,φ(D) =
1

N

N∑
i=1

Lθ,φ(xi). (2.65)

The ELBO (2.64) can also be written as

Lθ,φ(x) = Eqφ(z | x)

[
log pθ (x | z) + log

pZ (z)

qφ(z | x)

]
(2.66)

= Eqφ(z | x) [log pθ (x | z)]−DKL(qφ(z | x) ‖ pZ (z)) (2.67)

which can be interpreted as the sum of a reconstruction term (as that of plain au-
toencoders) and a regularization term forcing the approximate posterior qφ(z | x)
match the prior pZ (z).

Optimizing the ELBO using SGD: The Reparameterization Trick

For a �xed point x, the computation of∇θLθ,φ(x) is straightforward:

∇θLθ,φ(x) =
(2.67)
∇θEqφ(z | x) [log pθ (x | z)]−∇θDKL(qφ(z | x) ‖ pZ (z)) (2.68)

= Eqφ(z | x) [∇θ log pθ (x | z)] (2.69)
' ∇θ log pθ (x | z̃) . (2.70)

Here, the unbiased estimator ∇θ log pθ (x | z̃) of the expectation is computed us-
ing Monte Carlo with only one sample z̃ ∼ qφ(z | x) as is done in [121], but a
better estimator can be computed using more samples. Also, in [31] they propose
to use importance sampling using qφ(z | x) as a proposal distribution which re-
laxes the requeriment that the variational distribution must exactly match the true
posterior, and then obtain a tighter ELBO as the number of Monte Carlo samples
grows.

The computation of ∇φLθ,φ(x) is more challenging:

∇φLθ,φ(x) = ∇φEqφ(z | x) [log pθ (x | z)]−∇φDKL(qφ(z | x) ‖ pZ (z)). (2.71)

We can not directly compute (or estimate) the �rst term because the expectation
is computed with respect to qφ(z | x) which depends on the parameters φ. The
reparameterization trick [121] consists in expressing z as a deterministic function
of x, φ and a random variable ε ∼ N (0, I) as follows:

z(x, φ, ε) = µφ(x) + σφ(x)� ε (2.72)
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Figure 2.8: Reparameterization trick. The stochastic variable z depends on φ in
the original form. By expressing z as a deterministic function of x, φ and a ran-
dom variable ε in the reparameterized form we can now backpropagate gradients
through z to φ.

where � means coordinate-wise product. Hence, de�ning f(z) = log pθ (x | z)
then

∇φEqφ(z | x)[f(z)] = ∇φEp(ε)[f(z(x, φ, ε))] (2.73)
= Ep(ε)[∇φf(z(x, φ, ε))] (2.74)
' ∇φf(z(x, φ, ε̃)) (2.75)

again using only one Monte Carlo sample ε̃ ∼ N (0, I) to estimate the expectation
with respect to ε.

Recalling the decoder model (2.57), we have

log pθ (x | z) =
d∑
i=1

logN (xi; µθ(z)i, γ
2) (2.76)

=
d∑
i=1

[
(xi − µθ(z)i)

2

2γ2
+ log γ +

1

2
log(2π)

]
(2.77)

and the gradient in (2.75) can be easily computed by backpropagation.

For the second term of (2.71), as the variational (encoder) distribution was de-
�ned as qφ(z | x) = N (z; µφ(x), diag(σ2

φ(x))) then the KL term of the ELBO
(2.67) can be analitically computed without resorting to the reparameterization
trick:

DKL(qφ(z | x) ‖ pZ (z)) = DKL(N (z;µφ(x), diag(σ2
φ(x))) ‖N (z; 0, I)) (2.78)

=
1

2

d∑
i=1

[
σ2
φ(x)i + µφ(x)2

i − 1− log(σ2
φ(x)i)

]
. (2.79)
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Figure 2.9: Variational AutoEncoder model.

Hence, the gradient with respect to φ can also be computed by backpropagation.

More expressive variational distributions

The minimum value that the KL divergence DKL(qφ(z | x) ‖ pθ (z | x)) can reach
depends on the �exibility of the variational distribution qφ(z | x). When using a
variational model with limited capacity, as we train both encoder and decoder at
the same time, minimizing DKL(qφ(z | x) ‖ pθ (z | x)) can reduce the quality of
the generative network pθ (z | x) to match the variational distribution.

A simple way to do so is to choose a full covariance matrix for the encoder in
(2.60) using a Cholesky decomposition Σφ(x) = L(x)L(x)T with lower triangular
matrixL(x). Also, to obtain more expressive variational models and then to reduce
the gap between qφ(z | x) and pθ (z | x)) one can reparameterize z = g(x, φ, ε)
de�ning g as a composition of non-linear simple functions with analytic Jacobian
matrices (the so-called Normalizing Flows, see Section 2.3.4) [121, 122].

Are VAEs state-of-the-art generative models?

It is generally very hard to evaluate or to compare generative models on high-
dimensional spaces. For example, a model may reach very high likelihood values
pθ (x) but to generate visually unpleasing random samples. On the other hand, we
can construct a generative model which only selects images from a small subset
of the training data (hence visually pleasant examples) but it will have a low like-
lihood value. Hence, the quality assessment of a generative model depends on the
application at hand [216].
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Figure 2.10: State-of-the-art VAEmodel. Top: Random samples from VDVAE trained
on the FFHQ dataset [116]. Bottom: Multi-scale generation using several layers of
stochastic latent variables. Figure retrieved from [44].

However, VAEs with impressive generation capabilities have recently been
built. We have reviewed VAE models with independent latent variables z ∼ N (0, I)
but state-of-the-art models are generally constructed using several layers of stochas-
tic latent variables, each dependent on the previous one. For example, we can gen-
erate a low-resolution image from some latent variables z0, upsample the result
(for example using bilinear interpolation) and generate more realistic �ner details
using additional latent variables z1, conditioning the generation on the previous
image, and so on. Moreover, in the top-down VAE model [205] both the decoder
and encoder generate latent variables in the same order:

pθ (x | z) = pθ (z0) pθ (z1 | z0) . . . pθ (zN | z<N) pθ (x | zN) (2.80)
qφ(z | x) = qφ(z0 | x)qφ(z1 | z0,x) . . . qφ(zN | z<N ,x) (2.81)

where z<i = (z0, . . . ,zi−1). Examples of this type of deep latent variable models
are NVAE [225] and VDVAE [44] (see Figure 2.10 for random samples generated
with this last model).
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2.3.3 Generative Adversarial Networks

Another widely used generative model is the so-called Generative Adversarial Net-

works (GAN) model [88]. It consists of a pair of neural networks which are trained
in a competitive manner: a generator networkG : Rp → Rd maps (latent) noise vec-
tors z ∼ N (0, I) to images G(z) and the discriminator network D : Rd → [0, 1]
tries to distinguish between real imagesD(x) = 1 from the datasetx ∈ D and fake
images D(G(z)) = 0 generated by G. This is done by optimizing the following
loss function:

min
G

max
D

{
Ex∼pX (x) logD(x) + Ez∼pZ(z) log(1−D(G(z)))

}
. (2.82)

Although GAN models can generate images of high visual quality, in general
they are hard to train [195, 189] and present some problems to correctly capture the
density of the data, eg. mode dropping [9, 189] which means that some of the modes
of the data distribution are not covered by the generator network. Moreover, they
do not provide an e�cient way to retrieve the latent code z for a given image x
like the encoder does in the VAE setting.

2.3.4 Normalizing Flows

Finally, if we choose p = d (latent vector and image dimensions are equal) one
can train an invertible network known as Normalizing Flow. [179, 165, 123]. It
maps images x to a latent representation z = T (x) (usually normally distributed)
and is constructed composing a chain of simpler transformations which all have
triangular Jacobians. If we choose pX (x) to be the push-forward measure

pX (x) = pZ (T (x)) | det JT (x)| (2.83)

then the term | det JT (x)| can be e�ciently computed. Despite the fact that here
we have an explicit expression for the prior distribution pX (x), some works sug-
gest that to compute MAP estimators directly in image spaceX is empirically more
challenging that in latent space Z [11]. Observe that, as in this case the relation-
ship between x and z is deterministic, the conditional distribution pZ|X (z |x) =
δ(z−T (x)) is degenerated and then it is not straightforward to apply the sampling
algorithms proposed in this paper. We leave this adaptation to future work.
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This chapter deals with two particular inverse problems, namely Joint Denois-
ing and Decompression (JDD) and Multi-Image Super-Resolution (MISR). In the
�rst case, after an extensive study of the noise statistics in the transformed wavelet
domain, we derive two novel algorithms to solve this particular inverse problem.
One of them is based on a multi-scale self-similarity prior and can be seen as a
transform-domain generalization of the celebrated Non-Local Bayes (NLB) algo-
rithm to the case of non-Gaussian noise. The second one uses a neural-network
denoiser to implicitly encode the image prior, and an ADMM scheme to incorpo-
rate this prior into an optimization algorithm to �nd a MAP-like estimator. For the
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MISR problem, we derive a related algorithm but using a Chambolle-Pock alternate
minimization scheme which also leads to a Plug-and-Play algorithm.
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3.1 Plug and Play methods

Denoising is one of the most studied inverse problems in imaging, and several
methods have been developed, in particular under a white Gaussian noise assump-
tion [30, 131, 244, 243]. We denote by G(ũ, σ2) a denoising method G applied to
a noisy image ũ assuming noise variance σ2. To show impressive performance, a
denoiser has to model or implicitly learn something about the data manifold it was
trained on. For example, one must obtain

G(u+ n, σ2) ' u, ∀n ∼ N (0, σ2) (3.1)

at least for u in the set of images of interest and hence the denoiser G acts as a
projector maping u+ n onto the data manifold.

Recently, some e�ort has been put on leveraging the implicit information cap-
tured in state-of-the-art denoising methods to regularize several inverse problems.
This is the so-called Plug-and-Play approach. In this section, we summarize the
main ideas behind this approach and some of the denoising methods used in the
rest of the chapter.

3.1.1 Denoising algorithms

Non-Local Bayes (NLB) denoising algorithm

The Non-Local Bayes algorithm [131] allows to recover a clean image u from noisy
measurements un = u + n in the case where n is a white Gaussian noise of 0
mean and variance σ2. The algorithm works with patches px(u) of size p × p
centered at pixel x and extracted from an image u. Noisy patches will be denoted
by P̃x := px(un) whereas clean patches will be denoted by Px := px(u). For the
moment, we concentrate on a �xed patch Px and then we drop the index x for the
sake of clarity (we refer to the patch as Px = P ). We can estimate the clean patch
P̂ using a maximum a posteriori (MAP) estimation and the Bayes’ rule:

P̂ = arg max
P

P(P |P̃ )

= arg max
P

P(P̃ |P )P(P ).

The conditional distribution is known for a white Gaussian noise to be

− logP
[
P̃
∣∣∣ P ] =

‖P̃ − P‖2

2σ2
+ C1. (3.2)

As a prior model for P we assume that it follows a multivariate Gaussian model
with mean µP and covariance matrix ΣP to be estimated, i.e.

− logP [P ] =
1

2
(P − µP )TΣ−1

P (P − µP ) + C2. (3.3)
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From the three previous equations and considering that the normalization con-
stants C1 and C2 do not depend on P we see that our MAP estimation reduces in
this case to a simple quadratic minimization problem

P̂ = arg min
P

‖P̃ − P‖2

σ2
+ (P − µP )T .Σ−1

P (P − µP ) (3.4)

Since we do not have an expression for the covariance matrix ΣP because we do not
have the real patches P , we build an empirical covariance matrix ΣP̃ using noisy
patches py(un) that are similar to P̃ (we obtain also the empirical mean µP̃ ). This
empirical covariance matrix is a noisy estimate of the ideal one, which satis�es

E [ΣP̃ ] = ΣP + σ2I.

Therefore we substitute the covariance matrix in (3.4) by its unbiased estimate, i.e.

P̂ = arg min
P

‖P̃ − P‖2

σ2
+ (P − µP̃ )T (ΣP̃ − σ

2I)−1(P − µP̃ ) (3.5)

Di�erentiating and equating to zero yields the solution:

P̂ = µP̃ + (ΣP̃ − σ
2I)Σ−1

P̃
(P̃ − µP̃ ) (3.6)

Still in [131], the authors propose a second step to improve the results: from the
restored patches, we compute a new version of the covariance matrix, that we note
ΣP̂ (µP̂ the mean obtained from those unbiased examples). This matrix is obtained
from denoised patches and then, we can consider that it is not a�ected by noise.
Taking this into consideration, the second step can be expressed as follows:

P final = µP̂ + ΣP̂ (ΣP̂ + σ2I)−1(P̃ − µP̂ ). (3.7)

The minimization problem stated in the previous section is based on patches.
That means that the solution for each minimisation problem is a patch. Since
each pixel value of u belongs to several patches, we have at our disposal several
estimators of the same pixel to be aggregated. In the classic NLBayes or NLMeans
algorithm, this aggregation is done by taking the mean value of all patches:

û(x) =
1

p2

∑
i

P̂xi(x− xi). (3.8)

Denoising with Residual Neural Networks

In recent years, classical denoising methods as the celebrated Non-Local Bayes
algorithm have been surpased by deep learning approaches. In particular, the so-
called Residual Networks [100] are trained end-to-end on pairs (ũ, u) of noisy (in-
put) and target (output) images, to compute only de noise present in the image, so
that

G(u+ n, σ2) = n. (3.9)
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Figure 3.1: DnCNN architecture. Figure retrieved from [245].

This particular networks showed improved performance with respect to classical
approaches. A widely used model is the Denoising Convolutional Neural Network

[244, 245] which consists of a cascade of convolutional layers, Batch Normalization
and ReLU’s (see Figure 3.1).

3.1.2 Denoising as proximal operator

Recall the MAP formulation of a denoising problem:

x̂ = arg min
x∈X

{
1

2σ2
‖x− y‖2 +R(x)

}
(3.10)

where R(x) ∝ − log pX (x) is the regularization term given by the prior over x.
The right hand side is the proximal operator of the function σ2R(x) [186]. This
operator can be written as before as

x̂ = G(y, σ2). (3.11)

Alternatively, given any denoising operator G(y, σ2) we can see it as computing
the solution of (3.10) for some implicit prior pX (x), even those denoisers based on
neural networks.

The Plug-and-Play approach �rst appears in [227] using an ADMM optimiza-
tion scheme [25] but here we present the main idea on simpler form. First observe
that a generic inverse problem can be rewritten as a constrained one as

arg min
x

{
1

2σ2
‖Ax− y‖2 +R(x)

}
(3.12)

= arg min
x,u

{
1

2σ2
‖Ax− y‖2 +R(u)

}
s.a. x = u (3.13)

which in turn can be relaxed as

arg min
x,u

{
1

2σ2
‖Ax− y‖2 +

β

2
‖x− u‖2 +R(u)

}
(3.14)
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for β → +∞. This procedure is known as Half-Quadratic Splitting (HQS) [245]. A
direct alternating minimization scheme leads to

x(i+1) = arg min
x

{
1

2σ2
‖Ax− y‖2 +

β

2
‖x− u(i)‖2

}
u(i+1) = arg min

u

{
β

2
‖x(i+1) − u‖2 +R(u)

}
.

(3.15)

Hence, we have decoupled the prior/regularization term from the likelihood/data �t
term. The �rst subproblem is quadratic in x and thus its solution can be computed
in closed form. The second one is similar to (3.10) so it can be interpreted as a
denoising step:

u(i+1) = G(x(i+1), 1/β) (3.16)

which can be computed using any state-of-the-art denoising method.

Using this procedure we can apply our favorite denoiser to (implicitly) regu-
larize any inverse problem. This way we can modularize the algorithm and easily
modify the inverse problem or the prior only changing the corresponding subprob-
lem.

3.2 Joint Denoising and Decompression (JDD)

Image compression through transform coding consists of applying a linear invert-
ible transform that sparsi�es the data (like block-wise Discrete Cosine Transform
for JPEG compression or a Wavelet Transform for JPEG2000) followed by quanti-
zation of the transformed coe�cients, which are �nally compressed by a lossless
encoder. This family of compression schemes may achieve very high compression
ratios but may lose some details in the quantization step. This lossy quantization
is also responsible for well-known artifacts that may appear in the compressed
image in the form of texture loss or Gibbs e�ects near edges. Many solutions have
been proposed in the literature to remove some of these artifacts. Most of them
are variational and involve the minimization of the total variation (to minimize
ringing) over all images that would lead to the observed quantized image [67, 4,
236].

Surprisingly, little attention has been paid in previous works to the fact that the
image to be compressed may contain noise, and that noise may interact in subtle
ways with the compressor, producing new kinds of artifacts that we call outliers
(see Figure 3.7). These artifacts cannot be removed by the previously cited works,
which only aim at removing compression artifacts but not noise or its complex
interactions with the compressor. However, such artifacts are particularly annoy-
ing in the case of wavelet-based compressors like JPEG2000 and the CCSDS rec-
ommendation [206], which are extensively used to compress digital cinema and
high-resolution remote sensing images.
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3.2.1 Lossy compression by quantization

Lossy compression is based on an irreversible process called quantization. We can
model a generic quantizer with a function that maps the set of values that a coef-
�cient can take (in most cases, the real line R), in a �nite set of values:

Q : R→ CQ, CQ = {c1, c2, . . . , cm}. (3.17)

In general, the quantizer maps a whole interval into a unique integer value that
represents this interval (see Figure 3.2). Althrough in practice one always has a
�oating-point representation of the coe�cients that is already quantized (that is,
we do not really have continuous but discrete numerical values), these values need
32 or 64 bits to be represented but one usually wants to represent them with fewer
bits. For example, the mid-rise quantizer that maps every interval [k∆, (k + 1)∆)
to its midpoint (for k ∈ Z) can be de�ned as

Q(x) = ∆

(⌊ x
∆

⌋
+

1

2

)
=
k + 1

2
∆ if x ∈ [k∆, (k + 1)∆), (3.18)

where b·c stands for the classical �oor operator (that is, bxc is the largest integer
less than or equal to x). This quantizer is uniform (that is, the quantization in-
tervals all have size ∆) but also non-uniform quantizers can be used (see Figure
3.2).

The quantization is an irreversible process because it maps di�erent values x
to the same value Q(x), so given Q(x) = x̃ is not possible to recover x exactly but
only to know x ∈ [x̃ − ∆

2
, x̃ + ∆

2
) for the quantizer of (3.18). For this reason, the

quantization is a lossy compression scheme. Ideally, we want to discard only the
less relevant information of the signal. For example, in an acoustic signal, there
are frequencies less audible to the human ear that we do not want to keep, or in an
image, small variations in homogeneous areas are less important that sharp edges.
Also, if we can do this using only few possible values ci, and set most of the signal
coe�cients to the same value (for example, c0) then we can get high compression
ratios by means of a lossless compression scheme such as Hu�man coding [108].

Most commonly used image compression algorithms implement pipelines sim-
ilar to the one shown in Figure 3.3. The best known image compression scheme
is the JPEG format1. JPEG uses a lossy form of compression based on the Discrete

Cosine Transform (DCT), which is related to the Fourier transform. This scheme
converts each 8× 8 patch of the image from the spatial domain into the frequency
domain, and there a perceptual model based on the human visual system discards
high-frequency information. Most high-frequency coe�cients contribute less to
the overall picture than other coe�cients (such as those representing sharp edges

1
JPEG stands for Joint Photographic Experts Group, the name of the committee that created the

JPEG standard and also other still picture coding standards. https://jpeg.org/
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Figure 3.2: Lossy compression by signal quantization. Left: Graph of a generic non-
uniform quantizer of the form (3.17). Right: example of a quantized signal and
their corresponding coe�cients and quantization errors.

Figure 3.3: Compression/Decompression pipeline.
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that are distributed across all frequencies), thus they have generally the smallest
values that are quantized to zero, achieving high compression ratios. JPEG2000

is another standard of image compression based on the wavelet transform. It
is similar to the above JPEG standard as it transforms the whole image using a
wavelet transform and quantizes the small coe�cients to zero, in general in the
high-frequency subbands. We will describe this compression scheme as well as
the closely related CCSDS recommended standard [207] in more detail in Section
3.2.3. For a complete treatment of compression schemes, see [196], [197].

3.2.2 Wavelet transform

The search for basis functions for analyzing a function f , that is, to decompose f
as a combination of basis elements that describes the behavior of the funtion, goes
back at least as far as Jean-Baptiste Joseph Fourier (1768-1830) who used complex
sinusoids [172]. The Fourier transform of a continuous time signal f ∈ L2(R) can
be de�ned by

F(f)(ω) = f̂(ω) = 〈f, eiω·〉 =

∫
R
f(t)e−iωt dt. (3.19)

A di�culty that has often been pointed out with this approach is that, because of
the in�nite extent of the basis function, any time-local information (e.g., an abrupt
change in the signal) is spread out over the whole frequency axis. For that reason,
the above transform (3.19) is not adequate for frequency analysis localized in time.
This is like knowing which notes are present in a song, but not at what moments
they sound.

On the other hand, it is possible to construct short waves or wavelets ψ ∈ L2(R)
so that the set

W = {ψj,k}j,k∈Z, ψj,k(t) = 2−j/2ψ(2−jt− k) (3.20)

is orthonormal, that is
〈ψj,k, ψj′,k′〉 = δjj′δkk′ (3.21)

where δij is the Kronecker delta. A classic example is the Haar basis generated by:

ψ(t) =


1 if 0 ≤ t < 1/2
−1 if 1/2 ≤ t < 1

0 otherwise
(3.22)

(see Figure 3.4). The orthonormality is easily veri�ed, and the fact that it is a basis
of L2(R) is proved in [169]. Haar [95] used these functions to give an example
of an orthonormal system for the space of square-integrable functions on the unit
interval [0, 1], and it is now recognised as the �rst known wavelet basis. However,
the Haar function is not continuous, and this is not generally appropriate for signal
processing.
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Figure 3.4: Wavelets. Left: Haar (orthogonal) wavelet de�ned by (3.22). Right: CDF
9/7 (biorthogonal) scaling funtion φ, wavelet ψ and corresponding dual functions
φ̃, ψ̃.

Orthonormal and biorthogonal wavelet basis

It can be shown [145] that we can construct other wavelets with more regularity
(that is, continuity, smoothness, etc) than the Haar wavelet. This is done by the
concept of Multiresolution Analysis (MRA) due to Mallat [146] and Meyer [154],
that basically consists in a nested set of subspaces {Vj,Wj}j∈Z of L2(R) such that

Vj ⊂ Vj−1 ∀j ∈ Z (3.23)
Vj ⊕Wj = Vj−1 ∀j ∈ Z (3.24)⋃

j

Vj is dense in L2(R),
⋂
j

Vj = {0} (3.25)

and there exists functions φ and ψ such that {φj,k}k∈Z and {ψj,k}k∈Z are basis of
Vj and Wj respectively, where φj,k and ψj,k are de�ned as in (3.20). Here, ψ is the
wavelet and φ is called the scaling function. A function f ∈ L2(R) can be projected
onto an approximation space Vj and then we can add details (which consist in the
projection of f onto Wj) to obtain a higher resolution version in Vj−1.

There are two important cases to be distinguished:

• Vj ⊥ Wj and {ψj,k}j,k∈Z is an orthonormal basis of L2(R), thus

〈ψj,k, ψj,l〉 = δkl ∀j, k, l ∈ Z (3.26)

f =
∑

(j,k)∈Z2

〈f, ψj,k〉ψj,k ∀f ∈ L2(R) (3.27)

• There exists a dual wavelet ψ̃ such that {ψj,k}j,k∈Z and {ψ̃j,k}j,k∈Z are biorthog-
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onal Riesz basis of L2(R), thus

〈ψj,k, ψ̃j,l〉 = δkl ∀j, k, l ∈ Z (3.28)

f =
∑

(j,k)∈Z2

〈f, ψj,k〉ψ̃j,k =
∑

(j,k)∈Z2

〈f, ψ̃j,k〉ψj,k ∀f ∈ L2(R) (3.29)

We are mainly interested in processing �nite-length signals such as images.
Also, we want to represent these signals using no more wavelet coe�cients than
the signal length. Otherwise, we are increasing the amount of coe�cients needed
to represent the same signal, which is obviously undesirable on a compression task,
and this can be achieved analyzing a periodization or symmetrization of the origi-
nal signal. It can be shown [224] that in this case, orthogonal wavelet �lters cause
border artifacts because they are non-symmetric (the only symmetric orthogonal
wavelet basis is the Haar basis [54]), but we can still obtain biorthogonal wavelet
basis with this desirable property. This is why biorthogonal basis are preferable to
orthogonal basis when processing images, as we see below.

In the orthogonal case, one can construct discrete �lters h and g related to
the basis functions φ and ψ of the MRA such that the decompositions and recon-
structions between two resolutions j and j−1 are performed by convolutions and
downsampling/upsampling with these �lters [145]. In the biorthogonal case, we
have �lters h̃ and g̃ related to the dual functions φ̃ and ψ̃ that replace h and g in
the reconstruction. The Cohen-Daubechies-Feauveau (CDF) wavelets [47] are his-
torically the �rst family of biorthogonal wavelets, and the CDF 9/7 is experimen-
tally the better suited for image analysis [230]. Although this is not an orthogonal
wavelet, it is almost orthogonal in the sense that is almost energy preserving, so
for practical purposes it can be considered as orthogonal [3].

Finally, we can decompose a signal by applying this process several times to
the samples of the signal. A wavelet decomposition of a function f ∈ VL, which is
caracterized by the coe�cients aL = {〈f, φL,k〉}k∈Z, is composed of detail wavelet
coe�cients dj = {〈f, ψj,k〉}k∈Z of f at scales L < j ≤ J plus the remaining
approximation at the largest scale J :

[aJ , dJ , dJ−1, . . . , dL−1] (3.30)

(recall that the resolution increases as the scale parameter j decreases). In Figure
3.5 we show an example of multi-level decomposition of a signal using the decom-
position (3.30) for several values of J . For images, we can apply the decomposition
scheme of (3.30) presented above in a separable fashion: �rst we apply a one-level
decomposition to each row of the image and then in the columns, obtaining a 1-

level wavelet decomposition of the image. This result consists in four subbands that
we call summary (LL) and detail (LH, HL, HH) subbands. If we repeat the decom-
position to the LL subband, we get a multi-level wavelet decomposition (see Figure
3.6).
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Figure 3.5: Decomposition of a signal in multiple approximation levels. The aj and
dj are the coe�cients of the expansion of f in the basis of Vj and Wj respectively.
Figure retrieved from [168].

3.2.3 Problem statement

CCSDS Recommendation and JPEG2000 format

The Consultative Committe for Space Data Systems (CCSDS) has issued various rec-
ommended standards for image data compression [207] which were implemented
and used in more than 1000 space missions2. Basically, the CCSDS standard com-
pression scheme, as well as the JPEG2000 format, are based on the quantization
of wavelets coe�cients. A wavelet transform, such as the biorthogonal CDF 9/7
described in Section 3.2.2, expresses the image on another basis with the same
number of coe�cients as before, but using �oating point values (requiring 32 or
64 bits each) instead of integer values (as is common in spatial images of 8 or 12
bits gray values). Thus, storing the wavelet coe�cients of the image as �oat val-
ues will lead to an enlargement of the original storage space of the image, which
is obviously undesired, as we want to compress the data. This problem is called
Dynamic Range Expansion in [207] (Green book).

A possible solution to truncate high precision coe�cients and to represent
them with fewer bits is the use of the so-called quantization. Let u be an image of
size d that we want to capture. When we use one of the schemes mentioned above,
the compressed image we receive is usually

uqn = W−1Q(W (u+ n))︸ ︷︷ ︸
wqn

(3.31)

where n is the image noise, W is a wavelet (invertible) transform and Q = (Qk)k
is the quantizer that gives, for each number w in the range of possible kth-wavelet
coe�cients, a reference coe�cient Qk(w) of the interval [a, b] in which w lies. For
example, in the CCSDS standard, each wavelet coe�cient wn(k) is quantized by

2https://public.ccsds.org/
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(a) Spatial image (b) 1-level decomposition

(c) 2-level decomposition (d) 3-level decomposition

Figure 3.6: Multi-level wavelet decomposition of an image (detail coe�cients have
been enhanced for better visualization).
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setting to 0 its m(k) least signi�cant bits:

Q(wn(k)) := sign(wn(k))

⌊
|wn(k)|
2m(k)

⌋
2m(k) (3.32)

to null most of the high frequency coe�cients and also to deal with the dynamic
range expansion problem.

Noise model on the wavelet domain

As usual, we assume that our image u is corrupted by additive white Gaussian
noise n ∼ N(0, σ2I). Even though sensors usually produce a mixture of additive
and multiplicative noise [1, Chapter 2], a variance stabilizing transform is usually
applied before compression, making our noise model a valid approximation. The
�rst step of the CCSDS and JPEG2000 compressors apply a wavelet transform W
to the noisy image. Hence the corresponding wavelet coe�cients are corrupted by
Gaussian noise

nw := W (u+ n)︸ ︷︷ ︸
wn

−W (u)︸ ︷︷ ︸
w

= Wn ∼ N(0, σ2WW T ) ≈ N (0, σ2I). (3.33)

If the wavelet transform were orthogonal, then WW T = I and nw would be also
Gaussian white noise. Most compression algorithms use, however, the CDF 9/7
biorthogonal wavelet transform, but even in that case, as we mentioned before,
WW T ' I is a good approximation [3].

Bit allocation

The number of bits m(k) allocated to each coe�cient w(k) in equation (3.32) are
chosen by the compression algorithm to optimize the rate/distortion trade-o�, and
can be recovered from the compressed image. From these values we can recover
the quantization intervalsQ−1(wn(k)) = [ak, bk] of length q(k) = 2m(k) except for
the caseQ(wn(k)) = 0 where the quantization interval is of length q(k) = 2m(k)+1.
For a compressed image, the bit rate achieved by the compressor, measured in
bits/pixel (bpp), is de�ned as the number of bits used in the compressed represen-
tation of the image divided by the number of pixels in the image. Thus, a com-
pression of 0.5 bpp means that we can store an image of d pixels in a compressed
image using d/2 bits overall (in contrast with 8d bits needed to store the gray-level
image in an 8-bit representation).

The only issue to be resolved is the number of bits to be assigned to each in-
dividual coe�cient to give the best performance. We can think that we have a
bit budget for the whole image (given by the compression bit rate) that we must
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Figure 3.7: Wavelet outliers. When the noise n(k) added to a coe�cient w(k) make
it belongs to another quantization interval of the original one (left), the noise may
be ampli�ed (right) and we see a wavelet shaped artifact on the spatial domain.

distribute over all the coe�cients of the wavelet domain. This is refered as bit allo-
cation in the literature, and each compression scheme implements its own alloca-
tion procedure. We assume that the quantization intervals Q−1(wn(k)) = [ak, bk]
corresponding to each coe�cient wn(k) are provided.

Artifacts introduced by quantization of wavelet coe�cients

High compression ratios can be achieved by setting a large number of the smallest
wavelet coe�cients to zero. However, the coe�cients erroneously treated by the
compressor causes basically two types of artifacts:

1. Small coe�cients which correspond to edges and other details (microtex-
tures) in the image that are di�cult to distinguish from the noise, and gen-
erate pseudo-Gibbs oscillations and erased microtextures.

2. Coe�cients which are highly contaminated by noise (outliers) which modify
the correct interval of quantization and generate an artifact with the shape
of a wavelet basis function ψ.

As in the truncation of the Fourier series, in our case, some coe�cients are
needed to correctly represent the sharp edges and setting them to zero causes ar-
tifacts related to the Gibbs phenomena. To understand the artifacts caused by the
second problem, consider the situation shown in Figure 3.7. If we add noise to a
wavelet coe�cient

wn(k) = w(k) + n(k)

and this noise causeswn(k) to move to a di�erent quantization interval thanw(k),
we callwn(k) an outlier. The result is that the quantization of these two coe�cients
will be di�erent:

wqn(k) = Q(wn(k)) = Q(w(k)) + nq(k) = wq(k) + nq(k)
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where wq(k) is the quantization of the original (noiseless) coe�cient w(k) and
nq(k) is the noise introduced by the outlier. The e�ect that this error causes when
we apply the inverse wavelet transform is

W−1(wqn(k)) = W−1(wq(k)) +W−1(nq(k)).

If there was no noise we would obtain the target quantized coe�cients wq =
Q(w). When the noise level σ � q(k) is relatively small, the noisy quantized
coe�cient wqn := Q(w + n) is most often equal to wq, and hence the quantizer
has a denoising e�ect. However, occasionally the noise may be large enough to
change the quantization interval. In that case quantization may amplify the noise

|nq(k)| = |wqn(k)− wq(k)| > |wn(k)− w(k)| = |n(k)| (3.34)

(see Figure 3.7) and we get a visible (wavelet ψ shaped) artifact that we call an
outlier. Outliers are particularly annoying when they are isolated. In Figure 3.8 we
show an example of this type of artifacts. When the noise level σ & q(k) is similar
to or larger than the quantization level then outliers occur everywhere and they
appear indistinguishable from white noise.

Recall that the quantization is done in the wavelet domain, so the errors intro-
duced by the quantization process are (almost) decorrelated in wavelet domain but
highly correlated in spatial domain. Therefore it is more natural to work in wavelet
domain because it is there where we can formulate an adequate noise model for
subsequent image denoising and decompression. The remainder of this section is
organized as follows. In Subsection 3.2.4 we de�ne a carefully designed likelihood
function that takes into account the degradation process above, which will appear
as a data �t term in a MAP estimate. In section 3.2.5 we propose a patch-based
approach to estimate the original image u from its noisy, quantized observations,
inspired in the NLB algorithm presented in Subsection 3.1.1. Finally, in Subsec-
tion 3.2.6 we propose a Plug and Play approach using state-of-the-art denoising
algorithms based on convolutional neural networks.

3.2.4 Likelihood function

Let w = Wu be the coe�cients of the original (unknown) image, and wqn =
Q(wn) the quantized wavelet coe�cients of the noisy image. As stated before, the
quantization intervals of each of these coe�cients can be retrieved as [ak, bk] =
Q−1(wqn(k)). Using this notation, and given that the noise model in the wavelet
domain is N(0, σ2I) (equation (3.33)), the conditional probability of the corrupted
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Figure 3.8: Artifacts of compressed noisy images by quantization in the wavelet do-

main. Original image (left) and a noisy/quantized image (right) with σ = 10/255

and a 0.30 bpp compresion bit rate. Note the presence of pseudo-Gibbs e�ects, the
loss of microtextures and some outliers.
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coe�cients given the original ones w is

p(wqn|w) =
∏
k

p(wqn(k)|w(k)) (3.35)

=
∏
k

p(Q(w(k) + n(k)) = wqn(k)) (3.36)

=
∏
k

p(w(k) + n(k) ∈ [ak, bk]) (3.37)

=
∏
k

p

(
n(k)

σ
∈
[
ak − w(k)

σ
,
bk − w(k)

σ

])
. (3.38)

But n(k)/σ ∼ N(0, 1), then each of the last factors is the probability that a stan-
darn normal variable falls into a given interval [ak, bk]. So

p(wqn|w) =
∏
k

[
Φ

(
bk − w(k)

σ

)
− Φ

(
ak − w(k)

σ

)]
(3.39)

where
Φ(z) =

1√
2π

∫ z

−∞
e−t

2/2 dt

is the normal cumulative distribution function (cdf).

In the following we consider the log-likelihood function

D(w) = − log p(wqn|w)

= −
∑
k

log

[
Φ

(
bk − w(k)

σ

)
− Φ

(
ak − w(k)

σ

)]
.

(3.40)

This data �t term in the wavelet domain carefully takes into account the quanti-
zation process of the coe�cients. Although this term is not quadratic as in most
(linear) inverse problems, it is convex:

Proposition 1. [250] The data �tting functional D in (3.40) is convex.

Proof. Consider

h(z) = Φ(α− z)− Φ(β − z) =
1√
2π

∫ β−z

α−z
e−t

2

dt.

This function is the convolution of two log-concave functions (the Gaussian den-
sity and the indicator function in [α, β]) which is log-concave too (see [26], section
3.5.2), hence D is convex (is a sum of convex functions of the form − log h(z/σ)).
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3.2.5 Wavelet Non-Local Bayes (WNLB)

The combination of acquisition noise and compression may severely damage the
acquired image. The main objective of this chapter is to obtain a restored im-
age from the quantised wavelets coe�cients. We have decided to face the image
compression and denoising jointly. This is not a classic approach (denoising and
outliers removal are usually performed separately). However, to our opinion this
approach enables a better global optimization and a more natural way to model
the problem. It also enables the use of the most powerful denoising methods de-
veloped so far, those based on local gaussian models of patches: Non-Local Bayes
(NLB) [131] or Piecewise Linear Estimators (PLE) [242].

In order to use these methods, we have to consider:

• Patches are de�ned on the wavelets domain instead of the spatial domain,
which is the classic implementation of NLB.

• The data-�tting term must take into account both the noise generated by the
sensor and the one derived from the quantisation process.

• The search of similar patches that are contaminated by a non-gaussian and
variable noise.

• The denoising of empirical covariance matrices obtained from patches that
were contaminated by a non-gaussian and variable noise.

These adaptations as well as the joint denoising and decompression procedure are
condensed in a new method that we nameWavelets Non Local Bayes (WLNB) which
is presented below.

Proposed method

In order to extend the idea of NLBayes presented in the previous section to take
into account all the considerations explained before, several adaptations are needed:

• We have to take into account the exact acquisition model which does no
longer lead to a white Gaussian noise.

• The exact model leads to a more involved minimization problem (it is no
longer quadratic) that requires special techniques to be solved.

• Since the noise model can only be expressed exactly in the wavelet domain,
patches should be constructed in that domain.
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• The subsampling in the wavelet transform means that (as opposed to the
spatial domain) we do not have access to all integer shifts. This has to be
addressed by the use of patches in a redundant (tight) frame.

The joint e�ect of noise and compression results in a highly correlated noise
in the spatial domain, with correlations at several scale levels. This renders patch-
based MAP estimators intractable in the spatial domain. However, when analyzed
in the wavelet domain the noise a�ecting each wavelet coe�cient is nearly decor-
related from the others. For this reason our algorithm works with patches in the
wavelet domain.

Patch shape

A patch
Pk = pk(w) = {w(k + l) : l ∈ Ωp}

provides a context of neighboring coe�cients w(k + l) that should be as tightly
correlated as possible to the central coe�cient w(k) when w is the wavelet trans-
form of a natural image. In order to maximize this correlation the shape Ωp of
the patch should be chosen to consider neighboring coe�cients along the spatial,
subband and scale dimensions. Scale interactions can be considered via the multi-
scale procedure described below, so they are excluded from the de�nition of the
patch shape, and three alternatives remain:

• p × p: it is simply a patch of size p, centered at w(k), without taking into
consideration the other subbands.

• p× p× 3: We can group the three subbands at the same level, since they are
strongly correlated.

• p× p× (1 + 3): In addition to the previous case, we can add the summary of
the same level. This means that the wavelet transform is applied one level
at a time.

We have found experimentally that the option that gives the best results is the
patch with a p × p × (1 + 3) shape. The optimal size p depends on the signal to
noise ratio and will be speci�ed in the experiments.

Coarse-to-�ne

When compression is done by a wavelet transform at L levels, then we restore
one level at a time in a coarse-to-�ne fashion. First the summary is restored along
with level L subbands. A one level inverse wavelet transform permits to recover
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the summary at level L−1, which will be restored again with the three L−1 level
subbands. We proceed in this fashion until we recover the “summary” at level 0
which is the restored image u.

Prior Model

Like in the NLB method (Section 3.1.1) the prior model for clean patches is assumed
to be a multivariate Gaussian

Pk ∼ N (µk,Σk)

where the mean and covariance parameters (µk,Σk) are robustly estimated from a
set of noisy patches similar to P̃k (or from a set of restored patches similar to the re-
stored P̂k in the second step). Estimating a Gaussian model under such conditions
is a di�cult problem and the details will be discussed in the following sections.

For the moment we shall assume that (µk,Σk) are known. Then the prior model
is (in − log scale)

Rk(z) := − logP [Pk = z] = (z − µk)TΣ−1
k (z − µk) + C (3.41)

where C is a constant that does not depend on z.

Numerical Optimization

Summarizing the two previous sections our Bayesian MAP estimator leads to the
following optimization problem

P̂k = arg max
z

P
[
Pk = z

∣∣∣ P̃k ] (3.42)

= arg min
z
Dk(z) +Rk(z) (3.43)

where the regularization term Rk is quadratic and the degradation model Dk is
strictly convex with known gradient and diagonal Hessian. Normally one would
solve such a problem with a Newton algorithm. But in this case the strict convexity
ofDk is only theoretical, since the second derivative can become very close to zero
when q � σ, and also Rk can be degenerate. In view of this, and to obtain a more
tractable problem, we propose to add an auxiliary variable (Split-Bregman) and
solve instead the following functional:

min
z1

min
z2

Fk(z1, z2) = Dk(z1) +Rk(z2) +
β2

2
‖S−1

k (z1 − z2)‖2
2 (3.44)
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where
Sk = diag((σ(k + l))l∈Ωp).

Alternate minimization on z1 and z2 provides a convenient and convergent nu-
merical scheme to solve this kind of optimization problems and its solution tends
to the one of the original problem when β → ∞. In practice we choose β to be
an optimal compromise between two requirements: It should be large enough to
ensure that ‖z1 − z2‖ is as small as possible, and not too large to prevent the con-
dition number to exceed 10−8 =

√
εmach. The details of the optimization algorithm

are given in [171].

3.2.6 JDD using CNN regularization

More recently, joint denoising and decompression procedures have been consid-
ered to remove both artifacts due to the compressor and its interaction with noise.
Such methods use either TV regularization or patch-based Gaussian models in
combination with relaxed versions of the quantization constraint, in order to take
the e�ects of noise into account [68, 170, 171]. However the TV based approaches
could only reliably remove isolated outliers in relatively constant areas, and patch-
based approaches could only marginally improve the performance of standard de-
noising techniques like Non-Local Bayes [131].

In this section, we propose a novel method for joint denoising and decom-
pression. Our method uses a probabilistic data-�tting term based on the forma-
tion model of noisy compressed images, coupled with a CNN-based regulariza-
tion which captures natural image statistics more closely than previously reported
patch-based methods. The proposed method is described in Section 3.2.6.

Motivation via MAP estimation

The maximum a posteriori estimation of the non-degraded image u knowing its
degraded version uqn is stated as

û = arg max
u

p(u|uqn) = arg max
u
{p(uqn|u)p(u)} (3.45)

= arg min
u
{− log(p(uqn|u))− log(p(u))}, (3.46)

where û is the MAP estimator of u. Finding û amounts to solve the optimization
problem

û = arg min
u
{D(u) + λR(u)}, (3.47)

where D(u) is a data-�tting term (de�ned on pixel space) that depends on the for-
ward operator and the noise model,R is the regularization (− log(prior)) to be used
in the restoration, and the parameter λ > 0 is the strength of the regularization.
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Minimization with ADMM

In Section 3.2.4 we construct a likelihood function on wavelet space. Hence, we
can split problem (3.47) as

min
w,u
{D(w) + λR(u)} s.t. W−1w = u (3.48)

where W−1 is the inverse (synthesis) wavelet transform. The ADMM algorithm
[27] becomes

wk+1 = arg min
w

{
D(w) +

ρ

2
‖W−1w − uk + ρ−1yk‖2

}
(3.49)

uk+1 = arg min
u

{
λR(u) +

ρ

2
‖W−1wk+1 − u+ ρ−1yk‖2

}
(3.50)

yk+1 = yk + ρ(W−1wk+1 − uk+1) (3.51)

where subscripts k indicate the iteration number.

For the �rst subproblem (3.49), let vk = −uk + ρ−1yk, then de�ne

F (w) := D(w) +
ρ

2
‖W−1w + vk‖2. (3.52)

The �rst and second derivatives of F (w) are given by

∇F (w) = ∇D(w) + ρW−T (W−1w + vk)

∇2F (w) = ∇2D(w) + ρW−TW−1.

As pointed out in Section 3.2.3, for the biorthogonal wavelet CDF 9/7 the term
WW T can be fairly approximated by the identity matrix I , yielding

∇2F (w) ' ∇2D(w) + ρI. (3.53)

Now, since D(w) is separable in terms of the elements w(k) of w, it follows that
∇2D(w) is a diagonal matrix. It is also positive semide�nite, since function D(w)
is convex. It follows that∇2F (w) is a diagonal, positive de�nite matrix, and there-
fore the minimization of F (w) can be computed very e�ciently using a Newton-
like minimization algorithm [26].

Regularizing by denoising

The second subproblem (3.50) can be rewritten as

uk+1 = arg min
x

{
1

2(λ/ρ)

∥∥u− (W−1wk+1 + ρ−1yk)
∥∥2

+R(u)

}
. (3.54)

As described in Section 3.1.2, this step can be seen as performing a denoising of

ũk = W−1wk+1 + ρ−1yk (3.55)
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(a) Original (St. Michel) (b) Original (detail) (c) Input y (σ = 4, BPP = 2)

(d) WNLB [171] (e) Zhang et al. [245] (f) Proposed method

Figure 3.9: Top: original and noisy compressed images. Below: results of three
restoration methods. Dynamic range has been saturated for better visualization.

with noise variance σ2
G = λ/ρ. Hence, the solution can be approximated using

a state-of-the-art denoiser G(ũ, σ2
G) as the proximal operator of an implicit prior

R(u) [150]:
uk+1 = G(ũk, σ2

G = λ/ρ). (3.56)

In our experiments, we choose G to be the residual network of [245], which
was a state-of-the-art Gaussian denoising algorithm at the time of publication of
our work [86].

Experimental results

Figure 3.9 illustrates the artifacts that result from noisy compressed images, and
compares di�erent restoration methods. The original image was corrupted with
white Gaussian noise of σ = 4/255, then compressed at 2 BPP using the CCSDS
compressor. Two di�erent phenomena can be distinguished in the noisy com-
pressed image: a loss of details resulting from wavelet coe�cients truncation, and
wavelet shaped artifacts resulting from wavelet coe�cients outliers. In regions
where the variable quantization step q(k) is such that σ > q(k), most wavelet
coe�cients actually become outliers and the structure is very close to white Gaus-
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Image PSNR SSIM
Corrupted (σ = 4/255, 2 BPP) 35.92 0.8320
WNLB [171] 36.67 0.8537
Zhang et al. [245] 39.59 0.9169
Proposed method 39.52 0.9241

Table 3.1: Experimental results for the proposed JDD algorithm. For PSNR and SSIM,
higher is better.

sian noise. In this case, the Gaussian denoiser [245] and our method exhibit similar
performances. However, on the other side, when σ � q(k) the wavelet shaped ar-
tifacts become more isolated and the degradation strongly deviates from white
Gaussian noise. In this case, [245] cannot get its full potential and many of these
artifacts are not removed, while our method performs particularly well.

Table 3.1 presents a quantitative analysis of the proposed approach by com-
paring its corresponding PSNR and SSIM [235] to those of WNLB and [245]. Even
though [245] exhibits slightly better PSNR, our method performs the best in the
more subjective quality metric SSIM, which is consistent with the quality eval-
uation by visual inspection showing that the proposed approach removes more
outliers while better preserving image details.

3.3 Multi-Image Super Resolution

3.3.1 Modeling and simpli�cations

In this section, we concentrate on another inverse problem, namely, multi-image
super-resolution. We assume that the observed ideal high-resolution scene u is
acquired K times by a frame or push-broom captor, producing K degraded, low-
resolution images (the sensors’ gain factors are corrected at the L1a level):

ũi = SZ2(h ∗ (u ◦ φi)) + ni, i = 1, . . . , K, (3.57)

where:

• SΓ denotes the sampling operator on the grid Γ = Z2. In other words, the
row l of this sampling grid consists of a cardinal sine centered at point γl ∈ Γ
of the grid: SΓ(l,m) = sinc(m− γl).

• h is the blurring kernel (the point spread function of the instrument), con-
sidered to be constant in the absence of active optics.
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• φi : R2 → R2 is a geometric deformation associated to the i-th image acqui-
sition.

• ni : Z2 → R is a realization of a Gaussian noise, independent between dif-
ferent pixel locations and di�erent acquisitions. The noise variance typically
depends on the observed luminance, i.e. ni(x) ∼ N(0, ai + biLi(x)) where
Li(x) = (hi ∗ (u ◦ φi)))(x) is the luminance at pixel x, and ai and bi are
sensor parameters.

The goal of super-resolution is to restore as accurately as possible the ideal
convolved scene h ∗ u (of size M ×N pixels) from its K degraded, low-resolution
acquisitions ũi (of sizes m× n pixels). The sub-sampling factor is s =

√
mn
MN

, and
the zoom factor is its inverse value z = 1/s.

Model linearization for the case of low steroscopic ratio

As a consequence of the geometric deformations involved in the acquisition, the
problem we address here is non-linear and hard to solve in its original form. Never-
theless, under the (realistic) hypothesis that the geometric deformations are smooth
enough, we can consider a �rst order a�ne approximation (translation, rotation,
tilt and zoom):

φi(x) ≈ ti + Aix+ o(x2). (3.58)

Under this approximation, the image formation model can be written as

ũi ≈ Sφi(Z2)(hi ∗ u) + ni, i = 1, . . . , K (3.59)

where the blurring kernel hi(x) = h(A−1
i x) is deformed by the a�ne term of the

geometric deformation, and the sampling grid Γi = φi(Z2) becomes an irregular
grid in the image sensor plane.

If the a�ne termsAi of the deformations are not too far from a similarity trans-
form (a realistic hypothesis in the case of low enough stereoscopic factor B/H
between all K acquisitions), then all the blurring kernels will be approximately
equal: hi ≈ h. In this case the system resolution becomes simpler and is given by

ũ = SΓ(h ∗ u︸︷︷︸
uHR

) + η, (3.60)

where ũ = (ũ1; . . . ; ũK) is the concatenation of all the observations and Γ = ∪iΓi
is the superposition of all registered sampling grids Γi = φi(Z2) .

In the following, we assume that the acquisition conditions are such that the
model given by (3.60) holds. We also assume that the shifts φi are known.
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Numerical methods for spatial super-resolution

As previously mentioned, the problem of spatial multi-image super-resolution can
be stated as the inversion of system of non-linear equations, which under favorable
and reasonable conditions that hold in practice, can be well approximated by a
linear formulation. The inversion of such linear system can be challenging due to
the following factors:

• Ill-posedness of the linear operator SΓ to be inverted, when the number of
acquisitions to be fused is not large enough, or when the distribution of the
corresponding shifts is not uniform enough:

• The presence of instrumental noise η;

• The size of the linear operator SΓ to be inverted is too large to be stored
exhaustively in memory.

3.3.2 CNN-based regularization with `2 data mis�t term

The Plug & Play method by Meinhardt et al. [150]

We �rst consider the variational problem

arg min
u

1

λ

{
‖Au− u0‖2 +R(u)

}
(3.61)

whereA is a linear operator ant u0 are the measurements, that is the low-resolution
image stack. Let f(v) = 1

λ
‖v − u0‖2, the inverse problem (3.61) can be written as

arg min
u
{f(Au) +R(u)} , (3.62)

and solved with Chambolle-Pock splitting algorithm [39], which consists in the
following iterative scheme:

qk+1 = arg min
q=(q1,...,qK)

{
1

2
‖q − (qk + σAūk)‖2 + σf ?(q)

}
uk+1 = arg min

u

{
1

2
‖u− (uk − τA∗qk+1)‖2 + τR(u)

}
ūk+1 = 2uk+1 − uk.

(3.63)

The condition στK < 1 has to be met to ensure convergence in the case where R
is a convex, lower semi-contiuous function.

The Legendre-Fenchel transform f ?(q) considered in (3.63) can be computed
analytically as

f ?(q) = λ
∥∥∥q

2
+
u0

λ

∥∥∥2

− 1

λ
‖u0‖2. (3.64)
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Hence, it can be shown that the update step for the dual variable writes

qk+1 =
qk + σAūk − σu0

1 + σλ/2
. (3.65)

Following the plug and play approach, the second minimization problem (the MAP
estimation in the Bayesian framework) as a denosing of the image uk − τA∗qk+1,
corrupted with noise of variance 1/τ . Hence, substituting the primal stage in (3.63)
by a Gaussian denoiser (here a CNN-based denoiser) leads to Algorithm 1, where

G(ũ, σ2
G) = arg min

u

{
1

2σ2
G
‖u− ũ‖2

2 +R(u)

}
(3.66)

denotes a Gaussian denoising of image ũ for a noise variance σ2
G .

Algorithm 1: Plug & Play approach associated to (3.63)

Initialisation: choose τ, σ > 0 s.t. τσK < 1, q0 = 0, u0 ∈ RΩ
and

u0 = u0
.

Itérations: for k ≥ 0, update qk, uk and uk as follows

qk+1 =
qk + σ(Auk − u0)

1 + σλ/2
complexity: O(Kmn log(mn))

uk+1 = G(uk − τA∗qk+1, σ2
G = 1/τ) complexity: O(MN × 1, 9× 105)

uk+1 = 2uk+1 − uk complexity: O(MN)

Choice of parameters and experiments

The convergence conditions of the algorithm (in the convex case) require to �x the
steps τ and σ such that στK < 1. Moreover, the value of τ = 1/σ2

G is related to
the noise variance for which the network was trained. However, in our case, the
network was trained for σG ≥ 2. Therefore, we are constained to use a step τ ≥
1/4. To obtain steps as large as possible while still ensuring convex convergence,
we have subsequently chosen σ = 0.9

τK
≈ 0.011.

For some experiments (such as the ones shown in Figures 3.10 to 3.12 and Ta-
ble 3.2), this led to very promising results. When we sought to reproduce the same
results on a larger set of images, we have faced di�culties regarding convergence
of Algorithm 1. In particular, we have observed a strong oscillatory behaviour
along the iterations produced by the scheme. Several causes may explain this ob-
served behavior:
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Table 3.2: Reconstruction results obtained with Algorithm 1 on two image stacks
provided by CNES.

(a) SNR@L1 = 45 dB

] images PSNR
3 38.30 dB
5 49.26 dB

20 46.54 dB

(b) SNR@L1 = 8 dB

] images PSNR
20 37.54

1. The criterion for the parameters’ choice produces a strong disequilibrium
between the primal step τ and the dual step σ. Typically, we observa a factor
of 200 between them. Normally one would seek to balance this two steps,
but this would require retraining the network for a much lower value of σG ,
what was not possible to carry out in the framework of this study.

2. The convergence condition that was considered holds for the convex case,
while here we are probably on a non-convex setting.

3. More fundamentally, nothing guarantees that the denoising CNN actually
computs the proximal operator of any energy R, convex or not. If the de-
noiser is not the proximal operator of an energy, then less elements we have
to analyze the convergence of this algorithm.

3.4 Conclusions

In this chapter we reviewed the Plug-and-Plug approach to use denoising algo-
rithms to regularized di�erent inverse problems. We applied this approach on two
problems, namely, joint denoising and decompression and multi-image multireso-
lution. In the second one, the obtained results were not published in an academic
journal but contributed to an accepted patent.

A more systematic study should be necessary to improve the convergence
guarantees of this algorithm. First works on Plug-and-Play methods such as [227]
rely on empirical success and do not provide convergence guarantees. After the
publication of our �rst work, several convergence proofs has been developed (e.g.
[192]) but at that time we followed other research lines as explained in the follow-
ing chapters.
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(a) Restored image and its spectrum

(b) Di�erence with ground truth

(c) Zoom of (a) and (b)

Figure 3.10: Restoration results obtained with Algorithm 1 on a stack of 20 images
with SNR@L1 = 45 dB (PSNR = 46,5 dB)
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(a) Restored image and its spectrum

(b) Di�erence with ground truth

(c) Zoom of (a) and (b)

Figure 3.11: Restoration results obtained with Algorithm 1 on a stack of 5 images
with SNR@L1 = 45 dB (PSNR = 49,3 dB)
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(a) Restored image and its spectrum

(b) Di�erence with ground truth

(c) Zoom of (a) and (b)

Figure 3.12: Restoration results obtained with Algorithm 1 on a stack of 3 images
with SNR@L1 = 45 dB, (PSNR = 38.3 dB)
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Joint Posterior Maximization with
Autoencoding Prior
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In this chapter we address the problem of solving ill-posed inverse problems
in imaging where the prior is a variational autoencoder (VAE). Speci�cally we
consider the decoupled case where the prior is trained once and can be reused
for many di�erent log-concave degradation models without retraining. Whereas
previous MAP-based approaches to this problem lead to highly non-convex op-
timization algorithms, our approach computes the joint (space-latent) MAP that
naturally leads to alternate optimization algorithms and to the use of a stochastic
encoder to accelerate computations. The resulting technique (JPMAP) performs
Joint Posterior Maximization using an Autoencoding Prior. We show theoretical
and experimental evidence that the proposed objective function is quite close to
bi-convex. Indeed it satis�es a weak bi-convexity property which is su�cient to
guarantee that our optimization scheme converges to a stationary point. We also
highlight the importance of correctly training the VAE using a denoising criterion,
in order to ensure that the encoder generalizes well to out-of-distribution images,
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without a�ecting the quality of the generative model. This simple modi�cation
is key to providing robustness to the whole procedure. Finally we show how our
joint MAP methodology relates to more common MAP approaches, and we pro-
pose a continuation scheme that makes use of our JPMAP algorithm to provide
more robust MAP estimates. Experimental results also show the higher quality of
the solutions obtained by our JPMAP approach with respect to other non-convex
MAP approaches which more often get stuck in spurious local optima.
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4.1 Introduction

Since deep neural networks (NN) showed their superiority in image classi�cation
tasks [125] researchers started to look for ways to use this tool to solve inverse
problems too. The most straightforward attempts employed neural networks as
regressors to learn a risk minimizing mapping y 7→ x from many examples (xi,yi)
either agnostically [63, 244, 243, 81, 199, 76] or including the degradation model in
the network architecture via unrolled optimization techniques [91, 42, 60, 84].

Implicitly decoupled priors The main drawback of neural networks regres-
sion is that they require to retrain the neural network each time a single parameter
of the degradation model changes. To avoid the need for retraining, another family
of approaches seek to decouple the NN-based learned image prior from the degra-
dation model. A popular approach within this methodology are Plug & Play (or
PnP) methods. Instead of directly learning the log-prior− log pX (x) = G(x)+C ,
these methods seek to learn an approximation of its gradient∇G [21, 20] or proxi-
mal operator proxG [227, 149, 245, 40, 114, 192], by replacing it by a denoising NN.
Then, these approximations are used in an iterative optimization algorithm to �nd
the corresponding MAP estimator in Equation (4.2) or more generally some sort
of consensus equilibrium among the data �tting term and the priors [32].

Taking an apparently di�erent approach Romano et al. introduced the regular-
ization by denoising (RED) algorithm [187] which uses a denoiser Dσ to construct
an explicit regularizer G(x) = 1

2
xT (x − Dσ(x)). Under certain conditions (see

below) its gradient∇G = Id−Dσ can be conveniently computed in terms of the
denoiser, leading to a gradient descent scheme for the associated MAP estimator,
which is very easy to implement.

Explicitly decoupled generative priors In another series of works pioneered
by Bora et al. [24] and followed by [200, 176, 151, 105, 97] the Plug & Play prior
is explicitly provided by a generative model, most often a generative adversarial
network D that maps a latent variable z ∼ N (0, Id) to an image x = D(z) with
the desired distribution pX as represented by the learning dataset. More precisely
these methods solve an optimization problem on the latent variable z

ẑmap =arg min
z

{
F (D(z),y) +

1

2
α‖z‖2

}
(4.1)

and the reconstructed image is provided by x̂map = D(ẑmap). As we show in the
following sub-section and in appendix 4.5.2, this corresponds (when α = 1) to the
Maximum A Posteriori (MAP) estimator with respect to the z variable. In this work
we adopt this framework with some extensions that help avoid getting trapped in
spurious critical points of the non-convex objective function.
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Empirical success of Plug & Play and RED Plug & Play and RED approaches
became very popular because they allow to repurpose very powerful state of the art
denoisers as regularizers of a large family of inverse problems in a quite straight-
forward manner. They have been successfully applied to many di�erent prob-
lems in imaging and they have thus empirically proven their superiority (in terms
of achievable reconstruction quality with respect to more classical regularization
techniques), and opened the way for the solution of more di�cult inverse problems
in imaging.

Theoretical questions The success of Plug & Play and RED approaches largely
outpaced our understanding of why and when these techniques lead to algorithms
that provably converge to well-posed statistical estimators with well known prop-
erties. This is not surprising because obtaining convergence guarantees for non-
convex optimization problems under realistic conditions is quite challenging.

A notable exception where strong convergence results have been obtained is
the particular case of compressed sensing, where the lines of the degradation op-
erator (or sensing matrix)A are independent realizations of a zero-mean Gaussian
distribution. In this particular case Hand et al. [97, 105] show that the optimiza-
tion objective (4.1) has almost no spurious stationary points. As a consequence, a
minor modi�cation to the gradient descent algorithm in [24] converges with high
probability to the global optimum.

In this work we are interested in more general inverse problems, where the
sensing matrix A is not necessarily random but deterministic and highly struc-
tured most often dictated by our modeling of the acquisition device. In this more
general setting the hypotheses of the CS results are not necessarily satis�ed, and
the kind of convergence guarantees that could be established for PnP algorithms
with non-convex priors are much weaker (typically only convergence to a station-
ary point or �xed point is provided, not necessarily a global optimum), and most
works concentrate in the implicit case, where the prior is not explicitly provided
by a generative model, but implicit in a denoising algorithm.

newIn such a case the actual prior is unknown, the existence of a density whose
gradient or proximal operator is well approximated by a neural denoiser is most
often not guaranteed [178], and the convergence of the algorithm is not guaranteed
either unless the denoiser is retrained with speci�c constraints like idempotence
[94, 200], contractive residual [192] or exact, invertible, smooth MMSE denoisers
[240].

The e�ect of such training constraints on the quality of the denoisers and the
associated priors is yet to be explored in detail. But even when these constraints
are satis�ed, convergence conditions can be quite restrictive, either (a) requiring
the data-�tting term F to be strongly convex [192] (thus excluding many impor-
tant problems in computational imaging whereA is not full rank like interpolation,
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super-resolution, deconvolution with a non-invertible kernel or compressive sens-
ing), and/or (b) constraining the regularization parameter λ outside of its useful
range [192, 240].1

Similarly, an early analysis of the RED approach [178] provides a convergence
proof, but only under quite restrictive conditions (locally homogeneous denois-
ers with symmetric Jacobian) which exclude most state of the art denoisers like
DnCNN, BM3D, NLMeans. A more recent analysis of a stochastic variant of the
RED algorithm [130] (called PnP-SGD) signi�cantly expands the family of denois-
ers that provide convergence guarantees, including in particular DnCNN in addi-
tion to the doubly-stochastic variant of NLM [208]. These guarantees come, how-
ever, at the expense of a very small descent step which leads to a very computa-
tionally expensive algorithm with slow convergence. In addition, the experiments
with PnP-SGD show that this algorithm is extremely sensitive to the initial condi-
tion, and it can be easily get stuck on spurious local minima if not initialized very
carefully.

Focus of this work Very recent works focused on developing MAP estimation
algorithms with convergence guarantees under more realistic conditions. The con-
vergence analysis of the RED framework, and its RED-PRO variant was further
re�ned under a demicontractive condition for the denoiser [48]. This condition
is, however, di�cult to verify according to [167] who provides an alternative con-
vergence analysis framework based on �rmly non-expansive denoisers for which
explicit training procedures exist [215]. In this work we explore alternative new
ways to bring theory and practice closer together, by proposing novel Plug & Play
algorithms to compute the MAP estimator of an inverse problem with a neural reg-
ularizer. Unlike previous approaches which were based on implicit priors, or on
GAN-based explicit priors, our approach is based on an explicit generative prior
that has been trained as a Variational AutoEncoder (VAE). As we shall see later, the
additional VAE structure provides: (i) powerful mechanisms to avoid getting stuck
in spurious local minima of the associated non-convex functional, and (ii) conver-
gence guarantees under much less restrictive conditions on the inverse problem F
and regularization parameter λ.

The next Section 4.1.1 reviews previous work on similar approaches to compute
a MAP estimator from a generative prior that was trained either as a VAE or a GAN.
Section 4.1.2 brie�y introduces our approach and how it relates to previous work.
The section �nishes with an overview of the rest of the paper.

1In [130] the PnP-ADMM and PnP-FBS algorithms introduced in [192, 240] are reported to: (i)
Converge in practice quite far beyond the conditions of the theorem, but (ii) Require (to obtain
optimal performance) the regularization parameter λ to be tuned to values that are far outside
the region where convergence is guaranteed. (iii) Performance is signi�cantly degraded if λ is
constrained to the range where convergence is guaranteed.

80



Joint Posterior Maximization with Autoencoding Prior

4.1.1 Maximum a Posteriori meets Generative Models

Our approach focuses on PnP algorithms where the prior is provided by a genera-
tive model. For instance one could use a generative adversarial network (GAN) to
learn a generative model for X = D(Z) with Z ∼ N(0, I) a latent variable. The
generative model induces a prior on X via the push-forward measure pX = D]pZ ,
which following [165, section 5] can be developed as

pX (x) =
pZ (D−1(x))√
detS(D−1(x))

δM(x)

where S =
(
∂D
∂z

)T (∂D
∂z

)
is the squared Jacobian and the manifold M = {x :

∃z, x = D(z)} represents the image of the generator D. With such a prior pX ,
the x-optimization

x̂map =arg max
x

pX|Y (x |y)=arg min
x
{F (x,y) + λG(x)} (4.2)

required to obtain x̂map becomes intractable (in general), for various reasons:

• the computation of detS,

• the inversion of D, and

• the hard constraint x ∈M.

These operations are all memory and/or computationally intensive, except when
they are partially addressed by the use of a normalizing �ow like in [101, 238].

Current attempts to use such a generative model as a prior, like the one pro-
posed by [24] for GANs, circumvent these di�culties by performing an optimiza-
tion on z (in the latent domain) instead of x. Instead of solving Equation (4.2),
they solve

ẑmap = arg max
z

{
pY|X (y |D(z)) pZ (z)

}
= arg min

z

{
F (D(z),y) +

1

2
‖z‖2

}
,

(4.3)

by assuming a standard Gaussian prior. This problem is much more tractable, and
the corresponding x-estimate is obtained as

x̂map−z = D(ẑmap). (4.4)

As we show in appendix 4.5.2, this new estimator does not necessarily coincide
with x̂map but it does correspond to the MAP-estimator of x after the change of
variable x = D(z), namely

x̂map−z = D

(
arg max

z

{
pZ|Y (z |y)

})
.
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Since D is non-linear, this problem (or its equivalent formulation (4.3)) is highly
non-convex and di�cult to solve with global optimality guarantees. Nevertheless,
in the particular case where A is a random Gaussian matrix (compressed sensing
case) or when F is strongly convex, recent work shows that the global optimum
can be reached with linear convergence rates by a small modi�cation of a gradient
descent algorithm [105, 97], or by an ADMM algorithm with non-linear constraints
[128, 14, 226]. To the best of our knowledge, these results do not extend, however,
to the more general case we are interested in here, where A is deterministic and
rank-de�cient, and F is consequently not strongly convex. In this more general
setting, convergence guarantees for this optimization problem remain extremely
di�cult to establish, as con�rmed by experimental results presented in Section 4.3.

A common technique to solve di�cult optimization problems like the one in
Equation (4.3) is to use (Half Quadratic) splitting methods

x̂β = arg min
x

min
z

{
F (x,y) +

β

2
‖x− D(z)‖2 +

1

2
‖z‖2

}
︸ ︷︷ ︸

J1,β(x,z)

(4.5)

combined with a continuation scheme, namely:

x̂map−z = lim
β→∞

x̂β. (4.6)

The convergence of the continuation scheme in the last line is a standard result
in Γ-convergence (see [52] and appendix 4.5.3). The corresponding splitting algo-
rithm is presented in Algorithm 2.

Algorithm 2: map-z splitting
Require: Measurements y, Initial condition x0, maxiter, kmax, {β0, . . . , βkmax}
Ensure: x̂ = D

(
arg maxz pZ|Y (z |y)

)
1: for k := 0 to kmax do

2: β := βk
3: for n := 0 to maxiter do
4: zn+1 := arg minz J1,β(xn, z) // Nonconvex
5: xn+1 := arg minx J1,β(x, zn+1) // Quadratic
6: end for

7: x0 := xn+1

8: end for

9: return xn+1

However, unlike most cases of HQS which include a linear constraint between
the two variables, this splitting algorithm still contains (line 4) a di�cult non-
convex optimization problem2.

2In another context a primal-dual optimization algorithm was proposed to solve a similar opti-
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4.1.2 Proposed method: JointMAPx,z

In this work we propose to address this challenge by substituting the di�cult non-
convex sub-problem by a local quadratic approximation provided by the encoder
of a variational autoencoder.

Indeed, as we show in Section 4.2, a variational autoencoder allows to inter-
pret the splitting Equation (4.5) as the negative logarithm of the joint posterior
density pX ,Z|Y (x, z |y). Therefore, solving Equation (4.5) amounts to compute
a joint mapx,z estimator that we denote by x̂βmapx,z . Moreover if the same joint
conditional density pX ,Z|Y (x, z |y) is decomposed in a di�erent manner, it leads
to an approximate expression that makes use of the encoder, and is quadratic in
z. If this approximation is good enough then the maximization of the joint log-
posterior becomes a bi-concave optimization problem or approximately so. And in
that case, an extension of standard bi-convex optimization results [89] shows that
the algorithm converges to a stationary point.

We also highlight the importance of correctly training the VAE in such a way
that the encoder generalizes well to noisy values of x outside of the support of
pX (x). This can be achieved by training the VAE to reconstruct their clean inputs
with noise injected at the input level, as proposed by [109]. We observe that this
modi�ed training does not degrade the quality of the generative model, but makes
our quasi-bi-convex optimization procedure much more robust.

Finally we show that a continuation scheme allows to obtain the mapz estima-
tor as the limit of a series of joint mapx,z optimizations. This continuation scheme,
in addition to the quasi-bi-convex optimization, and the initialisation heuristic
provided by the denoising encoder leads to a much more robust non-convex op-
timization scheme which more often converges to the right critical point than a
straightforward gradient descent of the mapz model.

The remainder of this paper is organized as follows. In Section 4.2 we derive a
model for the joint conditional posterior distribution of space and latent variables
x and z, given the observation y. This model makes use of a generative model,
more precisely a VAE with Gaussian decoder. We then propose an alternate op-
timization scheme to maximize the joint posterior model, and state convergence
guarantees. Section 4.3 presents �rst a set of experiments that illustrates the con-
vergence properties of the optimization scheme. We then test our approach on
classical image inverse problems, and compare its performance with state-of-the-
art methods. Concluding remarks are presented in Section 4.4.

mization problem [14], but this approach was not explored in the context where D is a generative
model.
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4.2 From Variational Autoencoders to Joint Poste-

rior Maximization

Recently, some generative models based on neural networks have shown their
capability to approximate the complex image distribution in a data-driven fashion.
In particular, Variational Autoencoders (VAE) [121] combine variational inference
to approximate unknown posterior distributions of latent variable models with the
ability of neural networks to learn such approximations.

Consider a graphical model z → x in which we assume that a latent variable z
is responsible of the observed image x. For example, in an image of a handwritten
digit we can imagine which digit is represented in the image, width, angle (and so
on) as latent variables. We choose a generative model

pθ(x, z) = pθ(x|z)pZ (z)

where pZ (z) is some simple distribution (which we can easily sample from) and
pθ(x|z) is the approximation of the probability distribution of x given z parame-
terized by a neural network (with weights θ) known as stochastic decoder.

The intractability of pθ(x) =
∫
pθ(x|z)pZ (z) dz is related to the posterior

distribution pθ(z|x) by

pθ(z|x) =
pθ(x|z)pZ (z)

pθ(x)
. (4.7)

The variational inference approach consists in approximating this posterior with
another model qφ(z|x) which, in our case, is another neural network with param-
eters φ, called a stochastic encoder.

Following [121], we consider the Evidence Lower BOund (ELBO) as

Lθ,φ(x) := log pθ(x)−KL(qφ(z|x) || pθ(z|x)) ≤ log pθ(x) (4.8)

where KL is the Kullback-Leibler divergence. Thus, given a datasetD = {x1, . . . ,xN}
of image samples, maximizing the averaged ELBO onDmeans maximizing log pθ(D)
which is the maximum likelihood estimator of weights θ and also minimizing
KL(qφ(z|x) || pθ(z|x)) which enforces the approximated posterior qφ(z|x) to
be similar to the true posterior pθ(z|x).

It can be shown [121] that the ELBO can be rewritten as

Lθ,φ(x) = Eqφ(z|x)[log pθ(x|z)]−KL(qφ(z|x) || pZ (z)). (4.9)

The �rst term in (4.9) is a reconstruction loss similar to the one of plain autoen-
coders: it enforces that the code z ∼ qφ(·|x) generated by the encoder qφ can be
used by the decoder pθ to reconstruct the original input x. The second term is
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a regularization term that enforces the distribution qφ(z|x) of the latent code z
(given x) to be close to the prior distribution pZ (z). It is common to choose an
isotropic Gaussian as the prior distribution of the latent code:

pZ (z) = N (z | 0, I) ∝ e−‖z‖
2/2

and a Gaussian encoder qφ(z|x) = N (z |µφ(x),Σφ(x)), so that the KL divergence
in (4.9) is straightforward to compute. For the decoder pθ(x|z) a Gaussian decoder
is the most common choice and as we will see we bene�t from that.

4.2.1 Learning approximations vs. encoder approximations

In this work we construct an image prior using a Variational Autoencoder (VAE).
Like any machine learning tool VAEs make di�erent kinds of approximations. Let’s
distinguish two types of approximations that shall be important in the sequel:

Learning approximation: The ideal prior p∗X can only be approximated by our
VAE due to its architectural constraints, �nite complexity, truncated opti-
mization algorithms, �nite amount of data and possible biases in the data.
Due to all these approximations, after learning we have only access to an
approximate prior pX ≈ p∗X . VAEs give access to this approximate prior pX
via a generative model: taking samples of a latent variable z with known
distributionN (0, I) in Rp (with p� d), and feeding these samples through
a learned decoder network, we obtain samples of x ∼ pX . The approximate
prior itself

pX (x) =

∫
pθ(x|z) pZ (z) dz (4.10)

is intractable because it requires computing an integral over all possible la-
tent codes z. However the approximate joint distribution is readily accessi-
ble

pX ,Z (x, z) = pθ(x|z) pZ (z)

thanks to pX|Z (x | z) = pθ(x|z) which is provided by the decoder network.

Encoder approximation: In the previous item we considered the VAE as a gen-
erative model without making use of the encoder network. The encoder
network

p̃Z|X (z |x) := qφ(z|x) ≈ pZ|X (z |x)

is introduced as an approximate way to solve the intractability of pZ|X (z |x) =
pθ(z|x) (which is related to the intractability of pθ(x) as observed in equa-
tion (4.7)).
Using the encoder network we can provide an alternative approximation for
the joint distribution

p̃X,Z(x, z) := qφ(z|x) pX (x) ≈ pX ,Z (x, z)
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which shall be useful in the sequel.

Put another way, the ideal joint distribution p∗X ,Z is inaccessible, but can be
approximated in two di�erent ways:

The �rst expression denoted pX ,Z (x, z) only uses the decoder and is only af-
fected by the learning approximation

p∗X,Z(x, z) ≈ pX ,Z (x, z) := pθ(x|z) pZ (z) .

The second expression denoted p̃X,Z(x, z) uses both encoder and decoder and
is a�ected both by the learning approximation and by the encoder approximation

pX ,Z (x, z) ≈ p̃X,Z(x, z) := qφ(z|x) pX (x)

In the following subsection we shall forget about the ideal prior p∗X and joint
distribution p∗X,Z which are both inaccessible. Instead we accept pX (with its learn-
ing approximations) as our prior model which shall guide all our estimations. The
approximation symbol shall be reserved to expressions that are a�ected by the
encoder approximation in addition to the learning approximation.

4.2.2 Variational Autoencoders as Image Priors

To obtain the Maximum a Posteriori estimator (MAP), we could plug in the approx-
imate prior pX in equation (4.2), but this leads to a numerically di�cult problem
to solve due to the intractability of pX . Instead, we propose to maximize the joint
posterior pX ,Z|Y (x, z |y) over (x, z) which is equivalent to minimizing

J1(x, z) := − log pX ,Z|Y (x, z |y)

= − log pY|X ,Z (y |x, z) pθ(x | z)pZ (z)

= F (x,y) +Hθ(x, z) +
1

2
‖z‖2.

(4.11)

Note that the �rst term is quadratic in x, the third term is quadratic in z and all
the di�culty lies in the coupling term Hθ(x, z) = − log pθ(x | z). For Gaussian
decoders [121], the latter can be written as

Hθ(x, z) =
1

2

(
d log(2π) + log detΣθ(z)

+ ‖Σ−1/2
θ (z)(x− µθ(z))‖2

)
.

(4.12)

which is also convex in x. Hence, minimization with respect to x takes the con-
venient closed form:

arg min
x

J1(x, z) =
(
ATA+ σ2Σ−1

θ (z)
)−1

×
(
ATy + σ2Σ−1

θ (z)µθ(z)
)
.

(4.13)
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Unfortunately the coupling term H and hence J1 is a priori non-convex in z.
As a consequence the z-minimization problem

arg min
z

J1(x, z) (4.14)

is a priori more di�cult. However, for Gaussian encoders, VAEs provide an ap-
proximate expression for this coupling term which is quadratic in z. Indeed, given
the equivalence

pθ(x | z) pZ (z) = pX ,Z (x, z)

= pZ|X (z |x) pX (x)

≈ qφ(z |x) pX (x)

(4.15)

we have that
Hθ(x, z) +

1

2
‖z‖2 ≈ Kφ(x, z)− log pX (x) . (4.16)

where Kφ(x, z) = − log qφ(z |x). Therefore, this new coupling term becomes

Kφ(x, z) = − logN (z;µφ(x),Σφ(x))

=
1

2

[
p log(2π) + log detΣφ(x)

+ ‖Σ−1/2
φ (x)(z − µφ(x))‖2

]
,

which is quadratic in z. This provides an approximate expression for the en-
ergy (4.11) that we want to minimize, namely

J2(x, z) := F (x,y) +Kφ(x, z)− log pX (x) ≈ J1(x, z). (4.17)

This approximate functional is quadratic in z, and minimization with respect to
this variable yields

arg min
z

J2(x, z) = µφ(x). (4.18)

In the case of linear VAEs,

pZ (z) = N (z; 0, I) (4.19)
pX|Z (x | z) = N (x;Vθz + vθ,Σθ). (4.20)

it is easily shown that the posterior is also Gaussian [143], namely

pZ|X (z |x) = N (z;MV T
θ (x− vθ),ΣθM) where M = (V T

θ Vθ + Σθ)
−1.
(4.21)

Hence, the linear encoder qφ(z |x) that minimizes the ELBO is that of equation (4.21)
so the approximation (4.15) is exact and then J1 = J2.
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4.2.3 Alternate Joint Posterior Maximization

The previous observations suggest to adopt an alternate scheme to minimize the
joint posterior − log pX ,Z|Y (x, z |y) in order to solve the inverse problem. We
begin our presentation by a simple version of the proposed algorithm, which aims
at managing the case where the approximation of J1 by J2 is exact (at least in the
sense given in Assumption 1 below); then we propose an adaptation for the more
realistic non-exact case and we explore its convergence properties.

When J1 = J2 is a bi-convex function, Algorithm 3 is known as Alternate

Convex Search. Its behavior has been studied in [89, 2]. Here we shall consider the
following (strong) assumption, which includes the strictly bi-convex case (J1 =
J2):

Assumption 1. For any x, if z∗ is a global minimizer of J2(x, ·), then z∗ is a global
minimizer of J1(x, ·).

The proposed alternate minimization takes the simple and fast form depicted
in Algorithm 3, which can be shown to converge to a stationary point of J1 under
Assumptions 1 and 2, as stated in Proposition 2 below. Note that the minimization
in step 2 of Algorithm 3 does not require the knowledge of the unknown term
− log pX (x) in Equation (4.17) since it does not depend on z.

Algorithm 3: Joint posterior maximization - exact case
Require: Measurements y, Autoencoder parameters θ, φ, Initial condition x0

Ensure: x̂, ẑ = arg maxx,z pX ,Z|Y (x, z |y)

1: for n := 0 to maxiter do
2: zn+1 := arg minz J2(xn, z) // Quadratic approx
3: xn+1 := arg minx J1(x, zn+1) // Quadratic
4: end for

5: return xn+1, zn+1

The convergence analysis of the proposed schemes requires some general as-
sumptions on the functions J1 and J2 :

Assumption 2. J1(·, z) is convex and admits a unique minimizer for any z. More-

over, J1 is coercive and continuously di�erentiable.

The unicity of the minimizers of the partial function J1(·, z) can be dropped.
In this case, the proof of the convergence of Algorithm 3 has to be slightly adapted.

The convergence property of Algorithm 3 will be investigated in a wider frame-
work below (Proposition 2). Note that all the properties required in Assumption
2 are satis�ed if we use a di�erentiable activation function like the Exponential
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Linear Unit (ELU) [46] with α = 1, instead of the more common ReLU activation
function. More details can be found in Appendix 4.5.1.

4.2.4 Approximate Alternate Joint Posterior Maximization

When the autoencoder approximation in (4.17) is not exact (Assumption 1), the
energy we want to minimize in Algorithm 3, namely J1 may not decrease. To en-
sure the decay, some additional steps can be added. Noting that the approximation
provided by J2 provides a fast and accurate heuristic to initialize the minimization
of J1, an alternative scheme is proposed in Algorithm 4.

Algorithm 4: Joint posterior maximization - approximate case
Require: Measurements y, Autoencoder parameters θ, φ, Initial conditions

x0, z0

Ensure: x̂, ẑ = arg maxx,z pX ,Z|Y (x, z |y)

1: for n := 0 to maxiter do
2: z1 := arg minz J2(xn, z) // Equation (4.18)
3: z2 := gdz J1(xn, z), starting from z = z1

4: z3 := gdz J1(xn, z), starting from z = zn
5: for i := 1 to 3 do

6: xi := arg minx J1(x, zi) // Equation (4.13)
7: end for

8: i∗ := arg mini∈{1,2,3} J1(xi, zi)

9: (xn+1, zn+1) := (xi
∗
, zi

∗
)

10: end for

11: return xn+1, zn+1

In Algorithm 4, gd is a gradient descent scheme such that for any starting point
z0, the output z+ satis�es

∂J1

∂z
(x, z+) = 0 and J1(x, z+) ≤ J1(x, z0)

Hence, one can consider for instance a gradient descent scheme which �nds a local
minimizer of J1(x, ·) starting from z0.

Our experiments with Algorithm 4 (Section 4.3.5) show that during the �rst
few iterations (where the approximation provided by J2 is good enough) z1 and z2

reach convergence faster than z3. After a critical number of iterations the opposite
is true (the initialization provided by the previous iteration is better than the J2

approximation, and z3 converges faster).

These observations suggest that a faster execution, with the same convergence
properties, can be achieved by the variant in Algorithm 5, which avoids the costly
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computation of z2 and z3 when unnecessary. Hence, in practice, we will use Algo-
rithm 5 rather than Algorithm 4. However, Algorithm 4 provides a useful tool for
diagnostics. Indeed, the comparison of the evaluation of J1(xi, zi) for i = 1, 2, 3
performed in step 8 permits to assess the evolution of the approximation of J1 by
J2.

Algorithm 5 is still quite fast when J2 provides a su�ciently good approxima-
tion, since in that case the algorithm chooses i∗ = 1, and avoids any call to the
iterative gradient descent algorithm. Even if we cannot give a precise de�nition of
what su�ciently good means, the sample comparison of Kφ and Hθ as functions
of z, displayed in Figure 4.2(a), shows that the approximation is fair enough in the
sense that it preserves the global structure of J1. The same behavior was observed
for a large number of random tests.

Note that Algorithm 3 is a particular instance of Algorithm 5 in the case where
Assumption 1 holds, and n1 = n2 = 0 and if grad descent gives a global minimizer
of the considered function (in this case, the computation of z1, z2, are skipped and
only z3 is computed).

Proposition 2 (Convergence of Algorithm 5). Let {(xn, zn)} be a sequence gener-
ated by Algorithm 5. Under Assumption 2 we have that:

1. The sequence {J1(xn, zn)} converges monotonically when n→∞.

2. The sequence {(xn, zn)} has at least one accumulation point.

3. All accumulation points of {(xn, zn)} are stationary points of J1 and they all

have the same function value.

Proof. Since we are interested in the behaviour for n→∞, we assume n > n2 in
Algorithm 5.

1. Since n > n2 the algorithm chooses i∗ = 3 and zn+1 = z3. According to the
de�nition of grad descent, one has

J1(xn, zn+1) ≤ J1(xn, zn)

and by optimality one has

J1(xn+1, zn+1) ≤ J1(xn, zn+1).

Hence, since J1 is coercive (thus, lowerbounded), Statement 1 is straightforward.

2. Thanks to the coercivity of J1, the sequences {(xn, zn)} and {(xn, zn+1)}
are bounded, thus admit an accumulation point.
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Algorithm 5: Joint posterior maximization - approximate case (faster
version)
Require: Measurements y, Autoencoder parameters θ, φ, Initial condition x0,

iterations n1 ≤ n2 ≤ nmax

Ensure: x̂, ẑ = arg maxx,z pX ,Z|Y (x, z |y)

1: for n := 0 to nmax do

2: done := FALSE
3: if n < n1 then

4: z1 := arg minz J2(xn, z) // Equation (4.18)
5: x1 := arg minx J1(x, z1) // Equation (4.13)
6: if J1(x1, z1) < J1(xn, zn) then

7: i∗ := 1 // J2 is good enough
8: done := TRUE
9: end if

10: end if

11: if not done and n < n2 then

12: z1 := arg minz J2(xn, z)

13: z2 := gdz J1(xn, z), starting from z = z1

14: x2 := arg minx J1(x, z2) // Equation (4.13)
15: if J1(x2, z2) < J1(xn, zn) then

16: i∗ := 2 // J2 init is good enough
17: done := TRUE
18: end if

19: end if

20: if not done then

21: z3 := gdz J1(xn, z), starting from z = zn
22: x3 := arg minx J1(x, z3) // Equation (4.13)
23: i∗ := 3

24: end if

25: (xn+1, zn+1) := (xi
∗
, zi

∗
)

26: end for

27: return xn+1, zn+1
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3. Using Fermat’s rule and the de�nition of grad descent, one has

∂J1

∂z
(xn, zn+1) = 0 and ∂J1

∂x
(xn+1, zn+1) = 0.

Let (x∗, z∗) be an accumulation point of {(xn, zn)}. By double extraction, one can
�nd two subsequences such that

(xnj+1, znj+1)→ (x∗, z∗) and (xnj , znj+1)→ (x̂∗, z∗)

By continuity of∇J1, one gets that

∂J1

∂z
(x̂∗, z∗) = 0 and ∂J1

∂x
(x∗, z∗) = 0

In particular, the convexity of J1(·, z∗) and Assumption 2 ensure thatx∗ is a global
minimizer of J1(·, z∗). Besides, the inequalities proved in Point 1 above show that

J1(x∗, z∗) = J1(x̂∗, z∗) = lim
n→∞

J1(xn, zn)

that is, x̂∗ is also a global minimizer of J1(·, z∗). Since J1(·, z∗) has a unique
minimizer, one has x̂∗ = x∗, and

∂J1

∂z
(x∗, z∗) = 0

namely (x∗, z∗) is a stationary point of J1. Note that we have also proved that xnj
and xnj+1 have same limit.

Note that if n1 = n2 = ∞ we cannot assume that i∗ = 3. In that case state-
ments 1 and 2 are still valid but the third statement is not. The reason is that for
i∗ ∈ {1, 2} we cannot guarantee the chain of inequalities

J1(xn+1, zn+1) ≤ J1(xn, zn+1) ≤ J1(xn, zn)

but only
J1(xn+1, zn+1) ≤ J1(xn, zn).

This is consistent with the design of the algorithm where iterations n < n2 serve
as an heuristic to guide the algorithm to a sensible critical point. However, con-
vergence to a critical point is only guaranteed by the �nal iterations n > n2.

4.2.5 MAP-z as the limit case for β →∞

If one wishes to compute the map-z estimator instead of the joint map-x-z from
the previous section, one has two options:
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1. Use your favorite gradient descent algorithm to solve equation (4.3).

2. Use Algorithm 5 to solve a series of joint map-x-z problems with increasing
values of β →∞ as suggested in Algorithm 2.

In the experimental section we show that the second approach most often leads
to a better optimum.

In practice, in order to provide a stopping criterion for Algorithm 2 and to
make a sensible choice of β-values we reformulate Algorithm 2 as a constrained
optimization problem

arg min
x,z : ‖D(z)−x‖2≤ε

F (x,y) +
1

2
‖z‖2.

The corresponding Lagrangian form is

max
β

min
x,z

F (x,y) +
1

2
‖z‖2 + β

(
‖D(z)− x‖2 − ε

)+ (4.22)

and we use the exponential multiplier method [222] to guide the search for the
optimal value of β (see Algorithm 6)

Algorithm 6: map-z as the limit of joint map-x-z.
Require: Measurements y, Tolerance ε, Rate ρ > 0, Initial β0, Initial x0,

Iterations 0 ≤ n1 ≤ n2 ≤ nmax

Ensure: arg minx,z : ‖D(z)−x‖2≤ε F (x,y) + 1
2
‖z‖2.

1: β := β0

2: x0, z0 := Algorithm 5 starting from x = x0 with β, n1, n2, nmax.
3: converged := FALSE
4: k := 0

5: while not converged do

6: xk+1, zk+1 := Algorithm 5 starting from x = xk with β and n1 = n2 = 0

7: C = ‖D(zk+1)− xk+1‖2 − ε
8: β := β exp(ρC)

9: converged := (C ≤ 0)

10: k := k + 1

11: end while

12: return xk, zk
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4.3 Experimental results

4.3.1 Baseline algorithms

To validate our approach, we perform comparisons on several inverse problems
with the following algorithms:

• CSGM (Bora et al. [24]) directly computes the z − map estimator as de�ned
in Equation (4.3) using gradient descent. We run CSGM using the decoder of
a VAE as generator D starting at random z0. In addition, as Bora et al. note
that random restarts are important for good performance, we also compute
the best result (as measured by (4.3)) among m = 10 di�erent random ini-
tializations z0 and refer to this variant as mCSGM.

• PULSE [151] is very similar to CSGM but restricts the search of the latent
code z to the sphere of radius √p, arguing that it concentrates most of the
probability mass of a Gaussian distribution N (0, I) on a high-dimensional
space Rp.

• PGD-GAN [200] performs a projected gradient descent of F (x,y) wrt x:{
wk = xk − ηAT (Axk − y)
xk+1 = D(arg minz ‖wk − D(z)‖). (4.23)

• In addition, we implement the splitting method of Algorithm 2 which is a
simple continuation scheme for the z − map estimator of Equation (4.3).

For a fair comparison we run all algorithms on the same prior, i.e. the same gener-
ator network D = µθ where µθ is the decoder mean from the VAE model that we
trained for JPMAP.

4.3.2 Inverse problems

Here, we brie�y describe the inverse problems y = Ax+ η, η ∼ N (0, σ2I) to be
considered for validating our approach:

• Denoising: A = I and σ large.

• Compressed Sensing: the sensing matrix A ∈ Rq×d has Gaussian random
entriesAij ∼ N (0, 1/q), where q � d is the number of measurements.

• Interpolation: A is a diagonal matrix with random binary entries, so masking
a percentage p of the image pixels.
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• (Non-blind) Deblurring: Ax = h∗xwhere h is a known convolution kernel.

• Super-resolution: A is a downsampling/decimation operator of scaling factor
s.

4.3.3 AutoEncoder and dataset

In order to test our joint prior maximization model we �rst train a Variational
Autoencoder like in [121] on the training data of MNIST handwritten digits [133].

The stochastic encoder takes as input an image x of 28 × 28 = 784 pixels and
produces as an output the mean and (diagonal) covariance matrix of the Gaussian
distribution qφ(z|x), where the latent variable z has dimension 8. The architecture
of the encoder is composed of 3 fully connected layers with ELU activations (to
preserve continuous di�erentiability). The sizes of the layers are as follows: 784→
500→ 500→ (8 + 8). Note that the output is of size 8 + 8 in order to encode the
mean and diagonal covariance matrix, both of size 8.

The stochastic decoder takes as an input the latent variable z and outputs the
mean and covariance matrix of the Gaussian distribution pθ(x|z). Following [51]
we chose here an isotropic covariance Σθ(z) = γ2I where γ > 0 is trained, but
independent of z. This choice simpli�es the minimization problem (4.14), because
the term det Σθ(z) (being constant) has no e�ect on the z-minimization. The ar-
chitecture of the decoder is also composed of 3 fully connected layers with ELU
activations (to preserve continuous di�erentiability). The sizes of the layers are as
follows: 8→ 500→ 500→ 784. Note that the covariance matrix is constant, so it
does not augment the size of the output layer which is still 784 = 28× 28 pixels.

We also trained a VAE on CelebA [141] images cropped to 64 × 64 × 3, with
latent dimension ranging from 64 to 512. We choose a DCGAN-like [174] CNN
architecture as encoder and a symmetrical one as decoder with ELU activations,
batch normalization and isotropic covariance as before. We train these architec-
tures using PyTorch [166] with batch size 128 and Adam algorithm for 200 epochs
with learning rate 0.0001 and rest of the parameters as default. For more details,
see the code3.

4.3.4 Need to train the VAE with a denoising criterion

It should be noted that when training our Variational Autoencoder we should be
more careful than usual. Indeed in the most widespread applications of VAEs they
are only used as a generative model or as a way to interpolate between images

3Code available at https://github.com/mago876/JPMAP.
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(a) Denoising

(b) Compressed Sensing

(c) Interpolation

Figure 4.1: Evaluating the quality of the generative model as a function of σDVAE.
On (a) Denoising (Gaussian noise σ = 150), (b) Compressed Sensing (∼ 10.2%

measurements, noise σ = 10) and (c) Interpolation (80% of missing pixels, noise
σ = 10). Results of both algorithms are computed on a batch of 50 images and ini-
tialising on ground truth x∗ (for CSGM we use z0 = µφ(x∗)). Without a denois-
ing criterion σDVAE = 0 (left) the JPMAP algorithm may provide wrong guesses
z1 when applying the encoder in step 2 of Algorithm 4. For σDVAE > 0 (right)
however, the alternating minimization algorithm can bene�t from the robust ini-
tialization heuristics provided by the encoder, and it consistently converges to a
better local optimum than the simple gradient descent in CSGM.
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that are close toM, i.e. the image of the generator µθ. For such applications it is
su�cient to train the encoder µφ, Σφ on a training set that is restricted toM.

In our case however, we need the encoder to provide sensible values even when
its input x is quite far away fromM: the encoder has to actually ful�ll two func-
tions at the same time:

1. (Approximately) project x to its closest point inM, and

2. compute the encoding of this projected value (which should be the same as
the encoding of the original x.

Traditional VAE training procedures do not ensure that the encoder generalizes
well to x 6∈ M. In order to ensure this generalization ability we adopt the train-
ing procedure of the DVAE (Denoising VAE) proposed by [109], which consists in
adding various realizations of zero-mean Gaussian noise of variance σ2

DVAE to the
samples x presented to the encoder, while still requiring the decoder to match the
noiseless value, i.e. we optimize the parameters in such a way that

µθ(µφ(x̃)) ≈ x (4.24)

where x̃ = x+ σDVAEε and ε ∼ N (0, I) for all x in the training set and for many
realizations of ε.

More speci�cally, if we take a corruption model p(x̃ |x) like above, it can be
shown [109] that

L̃θ,φ(x) = Ep(x̃|x)

[
Eqφ(z|x̃)[log pθ(x|z)]−KL(qφ(z|x̃) || pZ (z))

]
(4.25)

is an alternative ELBO of (4.9). In practice, using Monte Carlo for estimating the
expectation Ep(x̃|x) in (4.25), we only need to add noise to x before passing it to
the encoder qφ during training, as mentioned in (4.24).

Our experiments with this denoising criterion con�rm the observation by [109]
that it does not degrade the quality of the generative model, as long as σDVAE is
not too large (see Figure 4.1). As a side bene�t, however, we obtain a more robust
encoder that generalizes well for values of x that are not inM but within a neigh-
bourhood of size≈ σDVAE aroundM. This side bene�t, which was not the original
intention of the DVAE training algorithm in [109] is nevertheless crucial for the
success of our algorithm as demonstrated in Figure 4.1. The same �gure shows
that as long as σDVAE ≥ 5 its value does not signi�cantly a�ect the performance.
In the sequel we use σDVAE = 15.
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(a) Encoder approxi-
mation

(b) Decoded exact op-
timum

(c) Decoded approx.
optimum

(d) Di�erence (b)-(c)

Figure 4.2: Encoder approximation: (a) Contour plots of − log pθ(x|z) + 1
2
‖z‖2

and − log qφ(z|x) for a �xed x and for a random 2D subspace in the z domain
(the plot shows ±2Σ

1/2
φ around µφ). Observe the relatively small gap between

the true posterior pθ(z|x) and its variational approximation qφ(z|x). This �g-
ure shows some evidence of partial z-convexity of J1 around the minimum of
J2, but it does not show how far is z1 from z2. (b) Decoded exact optimum
x1 = µθ

(
arg maxz pθ(x|z)e

1
2
‖z‖2
)

. (c) Decoded approximate optimum x2 =

µθ (arg maxz qφ(z|x)). (d) Di�erence betweeen (b) and (c).

4.3.5 E�ectiveness of the encoder as a fast approximatemin-

imizer

Proposition 2 shows that the proposed alternate minimization scheme in Algo-
rithm 5 converges to a stationary point of J1. And so does the gradient descent
scheme in [24]. Since both algorithms have to deal with non-convex energies, they
both risk converging to spurious local minima. Also both algorithms solve essen-
tially the same model when the variance γ of the coupling term tends to zero.

If our algorithm shows better performance (see next subsection), it is mainly
because it relies on a previously trained VAE in two fundamental ways: (i) to avoid
getting trapped in spurious local minima and (ii) to accelerate performance dur-
ing the initial iterations (n < nmin). These two features are only possible if the
autoencoder approximation is good enough and if the encoder is able to provide
good initializations for the non-convex z- optimization subproblem in line 13 of
Algorithm 5.

Figures 4.2 and 4.3 illustrate these two properties of our VAE. We do so by se-
lecting a randomx0 from MNIST test set and by computing z∗(z0) := gdz J1(x0, z)
with di�erent initial values z0. These experiments were performed using the ADAM
minimization algorithm with learning rate equal to 0.01. Figure 4.3(a) shows that
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(a) Energy evolution, initializing with
N (0, I).

(b) Distance to the optimum at each iteration
of (a).

Figure 4.3: E�ectiveness of the encoder approximation: We take x0 from the test set
of MNIST and minimize J1(x0, z) with respect to z using gradient descent from
random Gaussian initializations z0. The blue thick curve represents the trajectory
if we initialize at the encoder approximation z1 = arg minz J2(x0, z) = µφ(x0).
(a): Plots of the energy iterates J1(x0, zk). (b): `2 distances of each trajectory with
respect to the global optimum z∗. Conclusion: Observe that the encoder initial-
ization allows much faster convergence both in energy and in z, and it avoids the
few random initializations that lead to a wrong stationary point di�erent from the
unique global minimizer.

z∗(z0) reaches the global optimum for most (but not all) initializations z0. Indeed
from 200 random initializations z0 ∼ N (0, I), 195 reach the same global mini-
mum, whereas 5 get stuck at a higher energy value. However these 5 initial values
have energy values J1(x0, z0) � J1(x0, z

1) far larger than those of the encoder
initialization z1 = µφ(x0), and are thus never chosen by Algorithm 5. The en-
coder initialization z1 on the other hand provides much faster convergence to the
global optimum.

In addition, this experiment shows that we cannot assume z-convexity: The
presence of plateaux in the trajectories of many random initializations as well as
the fact that a few initializations do not lead to the global minimum indicates that
J1 may not be everywhere convex with respect to z. However, in contrast to clas-
sical works on alternate convex search, our approach adopts weaker assumptions
and does not require convexity on z to prove convergence in Proposition 2.

In Figure 4.3(b) we display the distances of each trajectory to the global opti-
mum z∗ (taken as the median over all initializations z0 of the �nal iterates z∗(z0));
note that this optimum is always reached, which suggests that z 7→ J1(x0, z) has
a unique global minimizer in this case. Finally, Figure 4.2 shows that the encoder
approximation is quite good both in the latent space (Figure 4.2(a)) and in image
space (Figures 4.2(b) and 4.2(c)). It also shows that the true posterior pθ(z|x) is
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pretty close to log-concave near the maximum of qφ(z|x).

4.3.6 Image restoration experiments

Choice of x0: In the previous section, our validation experiments used a random
x0 from the data set as initialization. When dealing with an image restoration
problem, Algorithms 4 and 5 require an initial value of x0 to be chosen. In all
experiments we choose this initial value asATy.

Choice of n1 and n2: After a few runs of Algorithm 4 we �nd that in most cases,
during the �rst 10 or 20 iterations z1 decreases the energy with respect to the pre-
vious iteration, and this value depends on the inverse problems (for example, for
denoising is smaller than for compressed sensing). But after at most 150 iterations
the autoencoder approximation is no longer good enough and we need to perform
gradient descent on zn in order to further decrease the energy. Based on these
�ndings we set n1 = 25 and n2 = 150 in Algorithm 5 for all experiments. Note
that we could also choose n1 = n2 = nmax, since in all our experiments we ob-
served that the algorithm auto-regulates itself, evolving from i∗ = 1 in the �rst
few dozen iterations to i∗ = 3 when it is close to convergence. Choosing a �nite
value for n1 and n2 is only needed to ensure that i∗ = 3 when n→∞, which is a
necessary condition to prove statement 3 of Proposition 2.

Figure 4.4 shows the evolution of xk and D(zk) from Algorithm 6 in an in-
terpolation example. Here we can see how the exponential multiplier method in
Equation (4.22) updates the values of βk to ensure ‖D(zk)− xk‖2 ≤ ε.

Figures 4.5 and 4.6 show the results of denoising, interpolation, compressed
sensing, deblurring and super-resolution experiments on MNIST for di�erent degra-
dation levels using the proposed algorithm (JPMAP) and the baseline algorithms
introduced in Section 4.3.1. The metrics used are PSNR and LPIPS4 [246] mean
± its standard error computed over 100 random experiments for each problem.
Figure 4.7 displays the images of 10 representative interpolation and deblurring
experiments from the hundreds of experiments summarized in �gures 4.5 and 4.6.

These results show that JPMAP outperforms all other baseline algorithms in
terms of PSNR and LPIPS when random restarts are not allowed. When 10 ran-
dom restarts are allowed for CSGM, but not for JPMAP, then both algorithms
(JPMAP and mCSGM) show a similar global performance: JPMAP tends to pro-
vide a slightly better result than mCSGM except for the most extremely ill-posed
interpolation, super-resolution and compressed sensing experiments (when avail-
able measurements are less than 10% the number of pixels). In that case mCSGM
outperforms JPMAP by an equally small margin. The latter case can be explained
by the fact that the encoder (which is used by JPMAP but not by CSGM) strug-

4MNIST images were zero-padded to 32× 32 because LPIPS does not accept 28× 28 images.
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Figure 4.4: Evolution of Algorithm 6. In this interpolation example, JPMAP starts
with the initialization in (a). During �rst iterations (b)− (d) where βk is small, xk
and D(zk) start loosely approaching each other at a coarse scale, and xk only �lls
missing pixels with the ones of D(zk) (in particular the noise of y is still present).
By increasing βk in (e) − (f) we enforce ‖D(zk) − xk‖2 ≤ ε. Here we set ε =(

3
255

)2
d, that is, MSE of 3 gray levels.
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(a) Denoising (PSNR) (b) Denoising (LPIPS)

(c) Compressed Sensing (PSNR) (d) Compressed Sensing (LPIPS)

(e) Interpolation (PSNR) (f) Interpolation (LPIPS)

Figure 4.5: Denoising, Compressed Sensing and Interpolation: Evaluating the ef-
fectiveness of Algorithm 5 (�xed β) and Algorithm 6 for di�erent values of ε =(
α

255

)2
n, with σDVAE = 15 (metrics were computed on a batch of 100 test images).

For PSNR, higher is better and for LPIPS, lower is better. For comparison we pro-
vide the results of the baselines introduced in Section 4.3.1 (namely, Algorithm 2,
CSGM [24], mCSGM (CSGM with restarts), PGD-GAN [200] and PULSE [151].)
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(a) Deblurring (PSNR) (b) Deblurring (LPIPS)

(c) Super-resolution (PSNR) (d) Super-resolution (LPIPS)

Figure 4.6: Deblurring and Super-resolution: Evaluating the e�ectiveness of Al-
gorithm 5 (�xed β) and Algorithm 6 for di�erent values of ε =

(
α

255

)2
n, with

σDVAE = 15 (metrics were computed on a batch of 100 test images). For PSNR,
higher is better and for LPIPS, lower is better. For comparison we provide the re-
sults of the baselines introduced in Section 4.3.1 (namely, Algorithm 2, CSGM [24],
mCSGM (CSGM with restarts), PGD-GAN [200] and PULSE [151].)
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(a) Results on interpolation

(b) Results on deblurring.

Figure 4.7: Experimental results on MNIST. Comparison of JPMAP with the baseline
algorithms described in Section 4.3.1. (a) Some selected results from the interpola-
tion experiment with 80% of missing pixels and Gaussian noise with σ = 10/255.
From top to bottom: original image x∗, corrupted image y, and the results com-
puted by CSGM, mCSGM, PGD-GAN, PULSE, Algorithm 2 and JPMAP. (b) Same
as (a) from the deblurring experiment with kernel size 3 × 3 and Gaussian noise
with σ = 10/255. Conclusion: Our algorithm performs generally better than the
baseline algorithms, although in some cases it falls behind mCSGM.
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(a) Interpolation (p = 75) (b) Example run

(c) Interpolation (p = 90) (d) Example run

Figure 4.8: Time/PSNR comparison between mCSGM and JPMAP. Left: Con�dence
intervals (for a batch of 100 random experiments) for PSNR vs computing time for
both algorithms on the interpolation problem with p% of missing pixels with noise
std σ = 10/255. Right: Detailed view of one of the 100 random experiments on
the left. Blue lines representm = 10 random restarts of CSGM and the orange line
is the PSNR of the best zk at iteration k of mCSGM as measured by (4.3).

gles to generalize to images x which are very far away fromM (the range of the
generator). Indeed, in Section 4.3.4 we trained the VAE’s encoder to generalize to
M + n where n ∼ N (0, σ2

DVAEId) and σDVAE = 15/255. This value is optimal
for moderately ill-posed problems, but more extreme problems may require larger
values of σDVAE or a coarse to �ne scheme, where a coarse VAE (with large σDVAE)
is used during the �rst few iterations and a �ner VAE (with smaller σDVAE) is used
later until convergence. Finally one may consider using random restarts for both
JPMAP and CSGM for a more fair comparison.

Figure 4.8 performs a more detailed comparison between JPMAP and mCSGM,
which also considers running times of both algorithms. For the stopping criteria
used in our experiments, one run of JPMAP requires roughly as much time as mC-
SGM (with m = 10 restarts). In addition for moderately ill-posed problems (like
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(a) Results of interpolation on CelebA. (b) Reconstructions µθ(µφ(x)) .

Figure 4.9: (a) Some preliminary results on CelebA: 80% of missing pixels, noise
std σ = 10/255. From top to bottom: original image x∗, corrupted image x̃, re-
stored by CSGM [24], restored image x̂ by our framework. (b) Reconstructions
µθ(µφ(x)) (even columns) for some test samples x (odd columns), showing the
over-regularization of data manifold imposed by the trained vanilla VAE. As a con-
sequence,− log pZ|Y (z |y) does not have as many local minima and then a simple
gradient descent yields almost the same result as JPMAP (except on third column
of (a)).

interpolation of 75% missing pixels see sub�gures (a) and (b)) where JPMAP’s per-
formance beats mCSGM, we can observe that JPMAP also converges much faster
to that solution. For more extremely ill-posed problems (like interpolation of 90%
missing pixels, see sub�gures (c) and (d)) the opposite is true.

In the case of CelebA, we did not observe as much di�erence between JPMAP
and CSGM as on MNIST. In Figure 4.9(a) the restorations on an interpolation prob-
lem (80% of missing pixels) are very similar to each other, but blurry. Also, al-
though this problem is very ill-posed, both algorithms impressively �nd a solution
z∗ very close to the code µφ(x) of the ground truth image x, except for the third
column where CSGM converges to a local minimum.

We hypothesize that, as CelebA is a substantially more complex dataset than
MNIST, a simple model like vanilla VAE is over-regularizing the manifold of sam-
ples (under�tting problem). In particular, because of the spectral bias [175] the
learned manifold perhaps only contains low-frequency approximations of the true
images as we can see in the reconstructions µθ(µφ(x)) of test samples (see Fig-
ure 4.9(b)). This may cause the posterior pZ|Y (z |y) to have fewer local min-
ima. With more realistic generative models such as VDVAE [45] or NVAE [225],
which better represent the true data manifold, we expect the objective function
− log pZ|Y (z |y) to exhibit a much larger number of local minima, thus making it
more di�cult to optimize by a simple gradient descent scheme. In that situation
the proposed JPMAP method would more clearly show its advantages.
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4.4 Conclusions and Future work

In this chapter we presented a new framework to solve inverse problems with a
convex data-�tting term and a non-convex regularizer learned in the latent space
via variational autoencoders. Unlike similar approaches like CSGM [24] , PULSE
[151] and PGD-GAN [200] which learn the prior based on generative models, our
approach is based on a generalization of alternate convex search to quasi-bi-convex
functionals. This quasi-bi-convexity is the result of considering the joint poste-
rior distribution of latent and image spaces. As a result, the proposed approach
provides convergence guarantees that extend to a larger family of inverse prob-
lems. Experiments on denoising, interpolation, deconvolution, super-resolution
and compressed sensing con�rm this, since our approach gets stuck much less of-
ten in spurious local minima than CSGM, PGD-GAN or PULSE, which are simply
based on gradient descent of a highly non-convex functional. This leads to restored
images which are signi�cantly better in terms of PSNR and LPIPS.

JPMAP vs related Plug & Play approaches When compared to other decou-
pled plug & play approaches that solve inverse problems using NN-based priors,
our approach is constrained in di�erent ways:

(a) In a certain sense our approach is less constrained than existing decoupled
approaches since we do not require to retrain the NN-based denoiser to enforce
any particular property to ensure convergence: [192] requires the denoiser’s resid-
ual operator to be non-expansive, and [94, 200] require the denoiser to act as a
projector. The e�ect of these modi�cations to the denoiser on the quality of the
underlying image prior has never been studied in detail and chances are that such
constraints degrade it. Our method only requires a variational autoencoder with-
out any further constraints, and the quality and expressiveness of this prior can be
easily checked by sampling and reconstruction experiments. Checking the quality
of the prior is a much more di�cult task for [192, 94, 200] which rely on an implicit
prior, and do not provide a generative model.

(b) Unlike [192] which requires the data-�tting term F (x) to be strongly con-

vex to ensure convergence, our method admits weakly convex and ill-posed data-
�tting terms like missing pixels, compressed sensing and non-invertible blurring
for instance.

(c) On the other hand our method is more constrained in the sense that it relies
on a generative model of a �xed size. Even if the generator and encoder are both
convolutional neural networks, training and testing the same model on images of
di�erent sizes is a priori not possible because the latent space has a �xed dimen-
sion and a �xed distribution. As a future work we plan to explore di�erent ways
to address this limitation. The most straightforward way is to use our model to
learn a prior of image patches of a �xed size and stitch this model via aggrega-
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tion schemes like in EPLL [249] to obtain a global prior model for images of any
size. Alternatively we can use hierarchical generative models like in [117, 225] or
resizable ones like in [15, 238], and adapt our framework accordingly.

map-x or map-z or joint map-x-z In this work we explored and clari�ed the
tight relationships between joint map-x-z estimation, splitting and continuation
schemes and the more common map-z estimator in the context of inverse prob-
lems with a generative prior. On the other hand map-x estimators (which are
otherwise standard in bayesian imaging) remained largely unexplored in the con-
text of generative priors, due to the optimization challenges they impose, until
the recent work of [101, 238] showed that a normalizing �ow-based generative
model allows to overcome those challenges and deems this problem tractable. Sim-
ilarly [160] use Glow (an invertible normalizing �ow) to compare synthesis-based
and analysis-based reconstructions. Yet an extensive comparison of the advan-
tages and weaknesses of these three families of estimators under the same prior
model is still missing, and so is the link between these MAP estimators and the
analysis/synthesis-based estimators in [160]. This will be the subject of future
work.

Extension to higher dimensional problems The present paper provides a
�rst proof of concept of our framework, on a very simple dataset (MNIST) with a
very simple VAE. More experiments are needed to verify that the framework pre-
serves its qualitative advantages on more high-dimensional datasets (like CelebA,
FFHQ, etc.), and a larger selection of inverse problems.

Generalizing our proposed method to much higher dimensional problems im-
plies training much more complex generative models which can match the �ner
details and higher complexity of such data. We can still use over-simpli�ed gener-
ative models in those cases, but our preliminary experiments suggest that in that
situation, not only do we obtain relatively poor reconstructions, but the objective
function associated to the map-z problem presents less spurious local-minima: as
a consequence our proposed joint map-x-z is overkill in that con�guration, and
does not present such a great competitive advantage.

The big challenge of generalizing our proposed method to much higher di-
mensional problems is then to train su�ciently detailed and complex generative
models. And in this area VAEs traditionally lagged behind GANs in terms of qual-
ity of the generated samples, the former producing in general more blurred sam-
ples. Nevertheless some studies [194] show that VAEs and Normalizing Flows pro-
duce more accurate representations of the probability distribution. In the medium
term our work should be able to bene�t from recent advances in VAE architectures
[45, 225, 51], and adversarial training for VAEs [173, 247] that reach GAN-quality
samples with the additional bene�ts of VAEs. These extensions are however non-
trivial, since these VAEs have a huge number of parameters and they need to be
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retrained or �ne-tuned using a denoising criterion (see section 4.3.4 and [109]) for
our method to work properly. In addition, the latent space of the most competitive
VAEs is much larger than the image space, which may reduce its regularization
capabilities. As an alternative, GAN-based generative models can be augmented
with a denoising encoder network [62], and Normalizing Flows can also act as pro-
jectors or denoising VAEs if we split the latent space to separate the data manifold
from its complement, as suggested in [28, 139]. In combination with relaxation
techniques, such augmented GANs or specially tailored Flows may provide SOTA
priors that �t our quasi-bi-convex optimization framework.

Towards stronger convergence guarantees under weaker conditions. The
proposed Algorithm 6 bears strong similarities with ADMM with non-linear con-
straints as introduced by Valkonen et al. [226, 14] and analyzed by Latorre-Gómez
et al. [128]. Latorre-Gómez result provides very strong convergence guarantees
(linear convergence rates to a global optimum), but requires the data �tting term to
be strongly convex or to satisfy a restricted strong convexity property. Our result,
on the other hand, provides much weaker convergence guarantees (convergence
to a stationary point), but does not require strong convexity. Further exploring
these connections might hopefully lead to something closer to the best of both
worlds.

4.5 Appendix

4.5.1 Properties of J1

In this section, we establish that the objective function J1 ful�lls the assumptions
required to prove the convergence of Algorithm 3, namely

• J1(·, z) is convex for any z;

• J1(·, z) has a unique minimizer for any z;

• J1 is coercive;

• J1 is continuously di�erentiable;

We recall that

J1(x, z) =
1

2σ2
‖Ax− y‖2︸ ︷︷ ︸
F (x,y)

+
1

2

(
Zθ(z) + ‖Σ−1/2

θ (z)(x− µθ(z))‖2
)

︸ ︷︷ ︸
Hθ(x, z)

+
1

2
‖z‖2

where
Zθ(z) = d log(2π) + log detΣθ(z).
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Thus, it is the sum of three non-negative terms.

Convexity and unicity of the minimizer of J1(·, z)

Let z be �xed. Then there exists a constant C ∈ R such that ∀x

J1(x, z) =
1

2σ2
‖Ax− y‖2 + ‖Σ−1/2

θ (z)(x− µθ(z))‖2 + C

Being the sum of two quadratic forms, J1(·, z) is obviously twice di�erentiable.
Its gradient is given by

∂J1

∂x
(x, z) =

1

σ2
AT (Ax− y)

+ 2 (Σ
−1/2
θ (z))T

(
Σ
−1/2
θ (z)(x− µθ(z))

)
)

and its Hessian is

HessxJ1(x, z) =
1

σ2
ATA+ 2 (Σ

−1/2
θ (z))TΣ

−1/2
θ (z)

Since Σθ(z) = γ2I the Hessian is positive de�nite (without the need to assume
that A is full rank), and we have that

Lemma 1. J1(·, z) is strictly convex for any z.

An immediate consequence is the unicity of the minimizer of the partial func-
tion J1(·, z).

Coercivity of J1

Lemma 2. J1 is coercive.

Proof. First, let us note that J1 is the sum of three non-negative terms. If it was
not coercive, then we could �nd a sequence (xk, zk) → ∞ such that J1(xk, zk)

is bounded. As a consequence all three terms are bounded. In particular the last
term ‖zk‖ is bounded, which means that xk → ∞. From Property 1, {µθ(zk)}
and {Σθ(zk)} are bounded for bounded {zk}. Now, from the de�nition of the
second term of J1, we get that, {µθ(zk)} and {Σθ(zk)} being bounded and xk
going to∞ yield that Hθ(xk, zk) goes to in�nity, while being bounded. This leads
to a contradiction and thus proves that J1 is coercive.
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Regularity of J1

In the sequel we adopt the common assumption that all neural networks used in
this work are composed of a �nite number d of layers, each layer being composed
of: (a) a linear operator (e.g. convolutional or fully connected layer), followed by
(b) a non-linearL-Lipschitz component-wise activation function with 0 < L <∞.

Therefore we have the following property:

Property 1. For any neural network fθ with parameters θ having the structure de-

scribed above:

There exists a constant Cθ such that ∀u,

‖fθ(u)‖2 ≤ Cθ‖u‖2.

Concerning activation functions we use two kinds:

• continously di�erentiable activations like ELU, or

• continuous but non-di�erentiable activations like ReLU

Hence, by composition, we have that

Lemma 3. For continuously di�erentiable activation functions, J1 is continuously

di�erentiable.

4.5.2 MAP-x andMAP-z for deterministic generative models

Assume that the stochastic γ-generative model is

pXγ |Zγ (x | z) = N (D(z), γ2I)

meaning that when γ → 0

pX|Z (x | z) = δ(x− D(z))

We now analyze the map-z and map-x estimators for the limit case when γ = 0.
This is what we call a deterministic generative model, and it includes GANs for
instance.
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MAP-z

By de�nition the map-z estimator is obtained by maximising the posterior with
respect to z:

ẑmap−z = arg max
z

{
pZ|Y (z |y)

}
= arg max

z

{
pY|Z (y | z) pZ (z)

}
.

(4.26)

In the last line we used Bayes rule to rewrite this posterior in more simple terms.
However, this expression still involves the unknown conditional pY|Z (y | z).
Let us express this maximization in terms of pY|X (y |x).

To do so we recall the relation between the conditionals and the joint:

pY|Z (y | z) pZ (z) = pY,Z (y, z) = pZ|Y (z |y) pY (y) (4.27)

We can also compute the joint distribution pY,Z (y, z) by marginalization on a
third random variable X :

pY,Z (y, z) =

∫
pX ,Y,Z (x,y, z) dx

=

∫
pY|X ,Z (y |x, z) pX|Z (x | z) pZ (z) dx

=

∫
pY|X (y |x) δ(x− D(z))pZ (z) dx

= pY|X (y |D(z)) pZ (z)

(4.28)

The third line follows from our graphical model Z → X → Y which implies
that once we know X = x, then Z provides no additional information, therefore

pY|X ,Z (y |x, z) = pY|X (y |x) .

The last line follows simply from the integration on x of a delta function.

From equations (4.27) and (4.28) we can derive an expression of pZ|Y (z |y) in
terms of pY|X (· | ·) and the generator D namely:

pZ|Y (z |y) =
1

pY (y)
pY|X (y |D(z)) pZ (z)

This proves the main result of this section:
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Proposition 3 (map-z estimator for deterministic generative models). Assume we

have

• a deterministic generative model where X = D(Z) and

• an inverse problem characterised by the log conditional distribution log pY|X (y |x) =

−F (x,y).

Then the map-z estimator is computed as x̂map−z = D(ẑmap−z) where

ẑmap−z = arg max
z

{
pY|X (y |D(z)) pZ (z)

}
= arg min

z
{F (D(z),y)− log pZ (z)} .

(4.29)

MAP-x

The map-x estimator is obtained by maximizing the posterior with respect to x.
The generative model induces a prior on X via the push-forward measure pX =
D]pZ , which following [165, section 5] can be developed as

pX (x) =
pZ (D−1(x))√
detS(D−1(x))

δM(x)

where S =
(
∂D
∂z

)T (∂D
∂z

)
is the squared Jacobian and the manifold M = {x :

∃z, x = D(z)} represents the image of the generator D.

With such a prior pX , the x-optimization (4.2) required to obtain x̂map becomes
intractable (in general), for various reasons:

• the computation of detS,

• the inversion of D, and

• the hard constraint x ∈M.

These operations are are all memory and/or computationally intensive, except
when they are partially addressed by the use of a normalizing �ow like in [101,
238].
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4.5.3 Joint MAP-x-z, Continuation Scheme and convergence

to MAP-z

The functional J1,β introduced in Equation 4.5 can be seen from two di�erent per-
spectives.

From a machine learning perspective it corresponds to the joint log-posterior
J1 in the case where Σθ(z) = 1

β
I and µθ = D, namely:

J1,β(x, z) =
1

2σ2
‖Ax− y‖2︸ ︷︷ ︸
F (x,y)

+
β

2
‖x− µθ(z))‖2︸ ︷︷ ︸

Hθ(x, z) = ϕβ(x, z)

+
1

2
‖z‖2 + Cβ.

From an optimization standpoint it can be considered as an inexact penalisation
procedure: We want to solve the constrained problem

min
(x,z)∈C

F (x,y) +
1

2
‖z‖2︸ ︷︷ ︸

=J1,0(x,z)

with C = {(x, z) | x = µθ(z)} whose solution provides the map-z estimator

(x∗, z∗) ∈ arg min
(x,z)∈C

J1,0(x, z). (4.30)

To do so, we introduced the family of unconstrained problems

min
x,z

J1,β(x, z)

and their corresponding minimizers

(x̂β, ẑβ) ∈ arg min
x,z

J1,β(x, z)

which for β = 1
γ2

provide the map-x-z estimator.

We can show that the map-x-z estimator converges to the map-z estimator
when β →∞ (or equivalently γ → 0).

Proposition 4. The unconstrained functional tends to the constrained functional

plus the constraint:

J1,β(x, z)
β→∞−−−→ J1,∞(x, z) = F (x, z) + ιx=µθ(z)(x, z) +

1

2
‖z‖2 (4.31)

and the unconstrained minimizers tend to the constrained minimizer as β →∞:

lim
β→∞

(x̂β, ẑβ) ∈ arg min
(x,z)∈C

J1,0(x, z) = arg min
x,z

J1,∞(x, z). (4.32)
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Proof. The pointwise convergence of ϕβ to ιx=D(z) as β goes to∞ is straightfor-
ward.

Let us �rst prove that for any sequence (βn)n that goes to ∞, the quantity
‖x̂βn−D(ẑβn)‖ goes to zero. Otherwise, for any ε > 0, there exists a subsequence
(βnj)j such that ‖x̂βn−D(ẑβn)‖ > ε. In this case, for any z, one has by optimality

J1,0(D(z), z) = J1,βnj
(D(z), z) ≥ J1,βnj

(x̂βnj , ẑβnj ) > J1,0(x̂βnj , ẑβnj ) +
βnj
2
ε2

As a result, the nonnegative quantity J1,0(x̂βnj , ẑβnj ) goes to −∞, which leads
to a contradiction. Thus, one has x̂∞ = D(ẑ∞) for any limit point (x̂∞, ẑ∞) of
(x̂βn , ẑβn). Assume that J1,0(x̂∞, ẑ∞) > J1,0(x∗, z∗). Since

J1,βn(x̂βn , ẑβn) ≤ J1,βn(x∗, z∗) = J1,0(x∗, z∗) < J1,0(x̂∞, ẑ∞)

this leads to another contradiction.

The previous result motivates Algorithm 2.

Consider Algorithm 2 in the ideal case (maxiter=∞) where the internal loop
converges.

Proposition 5 (Convergence of Algorithm 2). Let (xk∞, z
k
∞)k be a sequence gener-

ated by Algorithm 2 when maxiter=∞. If (zk∞)k is bounded, then any limit point of

(xk∞, z
k
∞)k is in C. Moreover, any limit point of (zk∞)k is a stationary point of

f(z) = F (D(z),y) +
1

2
‖z‖2 (4.33)

Proof. Note that, for any k, (xk∞, z
k
∞) is a limit point of the sequence generated by

the k-th subloop in Algorithm 2 if it does not converge. Let (βk)k a sequence that
converges to∞. Let k ∈ N. We consider the sequence (xkn, z

k
n)n generated by

∀n ∈ N, zkn+1 ∈ arg min
z
J1,βk(x

k
n, z) and xkn+1 = arg min

x
J1,βk(x, z

k
n+1)

with xk0 = xk−1
∞ . Since J1,βk corresponds to a particular instance of J1, and since

Algorithm 2 can be seen asymptotically as a particular instance of Algorithm 5,
one can use all the results established in Proposition 2. In particular, the sequence
(xkn, z

k
n)n admits a limit point (xk∞, z

k
∞) and we have

∂J1,βk

∂x
(xk∞, z

k
∞) =

∂J1,0

∂x
(xk∞, z

k
∞) + βk(x

k
∞ − D(zk∞)) = 0
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and
∂J1,βk

∂z
(xk∞, z

k
∞) =

∂J1,0

∂z
(xk∞, z

k
∞) + βk(DD(zk∞))∗(D(zk∞)− xk∞) = 0

By convexity, xk∞ is the (unique) minimizer of J1,βk(·, zk∞).

Assume that the sequence (zk∞)k is bounded. By optimality, one has

min J1,0 ≤ J1,0(xk∞, z
k
∞) ≤ J1,βk(x

k
∞, z

k
∞) ≤ J1,βk(D(zk∞), zk∞) = J1,0(D(zk∞), zk∞)

Since (J1,0(D(zk∞), zk∞))k is bounded, so is (J1,0(xk∞, z
k
∞))k. By coercivity, the se-

quence (xk∞, z
k
∞)k is also bounded. Then it admits a limit point denoted (x̂∞, ẑ∞).

Let (x
kj
∞, z

kj
∞)j be a convergent subsequence of limit (x̂∞, ẑ∞). Let us assume that

x̂∞ 6= D(ẑ∞). Then, there exists a > 0 and j0 ∈ N such that

∀ j ≥ j0, ‖xkj∞ − D(zkj∞)‖2 > a

Hence, one has

J1,βkj
(xkj∞, z

kj
∞) ≥ J1,0(xkj∞, z

kj
∞) + βkj a ≥ min J1,0 + βkj a −→

j→+∞
∞

which leads to a contradiction. This proves that x̂∞ = D(ẑ∞). Otherwise said,
(xk∞ − D(zk∞))k goes to zero.

Since we have for any k

∂J1,0

∂x
(xk∞, z

k
∞) + βk(x

k
∞ − D(zk∞)) = 0

the continuity of ∂J1,0
∂x

ensures that
(
∂J1,0
∂x

(x
kj
∞, z

kj
∞)
)
j

converges; thus, so is (βkj(x
kj
∞−

D(z
kj
∞)))j . Then there exists λ∗ ∈ Rd such that

∂J1,0

∂x
(xkj∞, z

kj
∞) = −βkj(xkj∞ − D(zkj∞)) −→

j→+∞
λ∗ =

∂J1,0

∂x
(x̂∞, ẑ∞)

and
∂J1,0

∂z
(xkj∞, z

kj
∞) = −βkj(DD(zkj∞))∗(D(zkj∞)− xkj∞) −→

j→+∞
−(DD(ẑ∞))∗(λ∗)

Note that f(z) = J1,0(D(z), z). One can check that f is di�erentiable and that

∇f(z) = (DD(z))∗
(
∂J1,0

∂x
(D(z), z)

)
+
∂J1,0

∂z
(D(z), z)

Hence, we have proved that
∇f(ẑ∞) = 0

Conclusion: If (zk∞)k is bounded, any limit point of (zk∞)k is a stationary point of
(4.33).
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In general, we can only prove that the limit points of the sequences generated
by Algorithm 2 are stationary points of 4.33. However, if the growth of β is su�-
ciently slow, then we obtain the optimality of the limit points. Indeed, given that,
in Algorithm 2, each subloop is an exact BCD scheme, one has for any n and any
j

∀ z, J1,βkj
(xn−1, zn) ≤ J1,βkj

(xn−1, z)

By considering the subsequence (xn` , zn`), which converges to xkj∞, zkj∞ (we recall
that xn` and xn`−1 have same limit), we can prove that

∀ z, J1,βkj
(xkj∞, z

kj
∞) ≤ J1,βkj

(xkj∞, z)

that is, zkj∞ is a minimizer of J1,βkj
(x

kj
∞, ·). Hence, we have

∀ z, J1,0(xkj∞, z
kj
∞) +

βkj
2
‖xkj∞−D(zkj∞)‖2 ≤ J1,0(xkj∞, z) +

βkj
2
‖xkj∞−D(z)‖2

Assume that βkj‖x
kj
∞ − x̂∞‖2 −→

j→+∞
0. By letting j to∞, we get that, for any z

such that D(z) = x
kj
∞,

J1,0(x̂∞, ẑ∞) ≤ J1,0(x̂∞, z) + lim
j→+∞

βkj
2
‖xkj∞ − xkj∞‖2 = J1,0(x̂∞, z)

that is, ẑ∞ is a minimizer of J1,0(x̂∞, ·) + χC(x̂∞, ·). By de�nition of f , this also
means that ẑ∞ is a minimizer of f . However, one has to note that the growth con-
trol for β depends on the convergence speed of xk∞, which cannot be estimated.

Algorithm 6 is a particular (truncated) case of Algorithm 2 with an adaptive
choice of β that does not need to go to∞.

Proposition 6 (Convergence of Algorithm 6).

Proof. Let us write the Lagrangian of the problem solved in Algorithm 6:

∀λ ≥ 0, L(x, z;λ) = J1,0(x, z) + λ (‖x− D(z)‖2 − ε)

KKT conditions ensure that any solution (x∗, z∗) of the constrained problem is
associated to at least one Lagrange multiplier λ∗ ≥ 0 such that

∂L
∂(x, z)

(x∗, z∗;λ∗) = 0 =

(
∂J1,0
∂x

(x∗, z∗) + 2λ∗ (x∗ − D(z∗))
∂J1,0
∂z

(x∗, z∗) + 2λ∗ (DD(z∗))∗(x∗ − D(z∗))

)

According to the calculus above, this proves that (x∗, z∗) is a stationary point of
J1,2λ∗ . Note that, if λ∗ = 0, then (x∗, z∗) is a minimizer of J1,0. Otherwise, one
has ‖x∗ − D(z∗)‖2 = ε.
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Hence, if we consider Algorithm 2 with the update rule for βk as in Algorithm
6 and a stopping rule saying that the iterations stop as soon as, for any given k,

‖xk∞ − D(zk∞)‖2 ≤ ε

there are two possible cases:

1. case λ∗ = 0: then (xk∞, z
k
∞) is a solution of the constraint problem i�

∇J1,0(xk∞, z
k
∞) = 0 (that is, xk∞ = D(zk∞));

2. case λ∗ > 0: unless ‖xk∞ − D(zk∞)‖2 exactly equals ε, (xk∞, z
k
∞) is not a

solution of the constraint problem

However, in general, (xk∞, z
k
∞) is a solution of the following constraint problem

min
‖xk∞−D(zk∞)‖2≤ε̃

J1,0(x, z)

with ε̃ = ‖xk∞ − D(zk∞)‖2 ≤ ε. Hence, if we stop the iterations when ‖xk∞ −
D(zk∞)‖2 ≤ ε, we will get a solution of

min
‖xk∞−D(zk∞)‖2≤ε̃

J1,0(x, z), ε̃ ≤ ε

which provides an error control as well.
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In the previous chapter, we showed how generative models can be used as
image priors for computing solutions of generic inverse problems. Most of the
work in this line of research actually focuses on approximating MAP estimators,
which generally leads to non-convex optimization problems that can get stuck in
suboptimal local minima [24, 200, 151]. Although these methods can be applied
using di�erent types of generative models, they usually rely on decoder networks
(e.g. generators of GAN models) and do not leverage the bidirectional nature of
VAE models.

The method we proposed in Chapter 4 computes a MAP estimator using a
VAE, with convergence guarantees derived from biconvex optimization results.
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In this chapter, we study the use of VAE models to propose sampling algorithms
that explore the posterior distribution. In particular, an alternate sampling scheme
for unknown and latent variables naturally leads to a Gibbs-like algorithm. The
resulting posterior samples can be used for computing di�erent point estimates
such as the MAP or MMSE estimators, but also to perform uncertainty estimation
in the form of con�dence intervals. On the other hand, these algorithms are not
optimized yet and hence show higher running times, so further work needs to be
done to implement competitive methods. This is an ongoing work that will be
soon submitted for journal publication.
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5.1 Introduction

5.1.1 Markov Chain Monte Carlo (MCMC)

In Bayesian statistics, a problem we generally want to solve is to calculate expec-
tations such as

Ef [a(x)] =

∫
a(x)f(x) dx. (5.1)

The mean µx and variance σ2
x of x (with distribution given by f ) are special

cases if we set a(x) = x and a(x) = (x− µx)2 respectively. In particular, we are
interested in computing expectations with respect to the posterior distribution of
the inverse problem de�ned above:

f(x) = pX|Y (x |y) =
pY|X (y |x) pX (x)

pY (y)
. (5.2)

When the above expression (5.1) does not have an analytic solution, as is the
case in most of the real-world applications in signal processing [66], a common
strategy is to employ numerical estimates of it. Deterministic integration methods
are not suitable when the integration space is high-dimensional, so we need to rely
on Monte Carlo techniques [152, 184].

By the Strong Law of Large Numbers, the empirical average

ām :=
1

m

m∑
j=1

a(xj), (5.3)

where x1, . . . ,xm are i.i.d. samples drawn from distribution f , converges almost
surely toEf [a(x)] whenm tends to in�nity. Moreover, in the univariate case when
the variance σ2

a of a(X) (under f ) is �nite, the variance of the estimator (5.3) can
also be approximated by

s̄2
m =

1

m2

m∑
j=1

[a(xj)− ām]2. (5.4)

Then, when m is large, the Central Limit Theorem leads to the following approx-
imation:

ām − Ef [a(x)]√
s̄2
m

∼ N (0, I) (5.5)

which can be used to construct convergence tests and con�dence bounds on the
approximation of Ef [a(x)] [184].
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Except for a few simple cases, it is not easy to draw samples directly from
the target distribution f but only to evaluate f(x), at least up to a normalizing
constant. In that case, there are mainly two classes of simulation algorithms to
get approximate samples xj which can still be used to estimate Ef [a(x)]. With
iterative simulation algorithms we draw samples from a sequence of distributions

which converge to the target distribution. Thus, as the number of iterations grows,
we obtain samples which are more and more likely to be drawn from the desired
distribution. On the other hand, non-iterative simulation algorithms draw samples
from a �xed distribution which is an approximation of the target distribution, and
then correct them (eg. by rejecting or weighting) in order to evaluate consistent
estimators like (5.3) [78].

Markov Chain Monte Carlo (MCMC)

A widely used class of iterative simulation algorithms for drawing samples of com-
plex distributions f are the so called Markov Chain Monte Carlo (MCMC) tech-
niques [184]. Generally speaking, they consist in constructing an ergodic Markov
chain (x(0),x(1), . . .) having f as its stationary distribution.

Commonly, such chains are generated by a transition (or Markov) kernel

T : Rd × B(Rd)→ [0, 1] (5.6)

such that T (x, A) gives the probability of jumping from x to subset A at each it-
eration (here we only consider homogeneous Markov chains). When the measure
T (x′, ·) has a density, we use the notation T (x′,x) for it. Formally, we start at
x(0) and draw samples x(i+1) ∼ T (x(i),x) for i ≥ 0. The transition kernel is con-
structed in such a way that the distribution of the generated sequence converges
to the target distribution f . In particular, one of the required properties is to leave
the target distribution invariant:∫

T (x,x′)f(x) dx = f(x′). (5.7)

A su�cient condition that ensures that a transition kernel veri�es this property
is detailed balance:

T (x,x′)f(x) = T (x′,x)f(x′) ∀x,x′ ∈ Rd. (5.8)

This can be easily shown by integrating (5.8) on both sides wrt x and using that∫
T (x′,x) dx = 1 for all x′.

Observe that the identity kernel T (x,x′) = δ(x − x′) leaves invariant every
distribution but is not useful for constructing a chain that converges to the target
distribution. We need a convergence property called ergodicity. Some su�cient
conditions that are generally easy to verify and ensure that the Markov chain con-
verges to the invariant distribution for all starting points x are
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• Aperiodic: @d ≥ 2 and disjoint subsets A1, . . . , Ad such that π(Aj) > 0 ∀j
and

T (x, Aj+1) = 1 ∀x ∈ Aj (mod d)

• Harris recurrent: for all B with π(B) > 0 and all x the chain will eventually
reach B from x with probability 1

(see for example [185, Theorem 4]).

Metropolis-Hastings

The most popular MCMC method is the Metropolis-Hastings (MH) algorithm [153,
99], [184, Sect. 7.3]. The main idea is to sample from a generic proposal distribu-

tion J(x′ |x) from which we can easily draw samples, and then accept or reject the
proposed sample after evaluating the target distribution. The algorithm is summa-
rized in Algorithm 7.

If the support of the proposal distribution J(· |x) contains the support of f
for all x, then it can be shown that the kernel T (x,x′) associated to the chain
generated by the MH algorithm satis�es the detailed balance property, so f is the
invariant distribution [184, Thm. 7.2]. Moreover, if the proposal distribution sat-
is�es

∃ε > 0, δ > 0 such that J(x′ |x) > ε ∀x,x′ / ‖x− x′‖ < δ (5.9)

then the chain is ergodic and converges to the target distribution [184, Corolary
7.7]. A Gaussian proposal

J(x′ |x) = N (x′;x, α2I) (5.10)

is a universal choice which leads to the random walk Metropolis-Hastings algo-
rithm. If we set α > 0 too high, most of the samples from J(x′ |x) may be re-
jected, which result in high autocorrelation between samples from the chain. On
the other hand, with low values of α most of the proposed x̃ will be accepted but
the chain will vary slowly, so we need to run the chain for very long time (N large)
to get convergence to the target distribution. The value of α can be set in order to
get a prede�ned acceptance ratio [19].

Gibbs sampling with approximations [78]

Here we adopt a data augmentation approach [214]: let the input vector be now
(x, z) instead ofx, where z is some latent or auxiliary variable. The main assump-
tion is that sampling from the conditional distribution of z given x (and viceversa)
is easier than sampling directly from the joint distribution of (x, z). For example,
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Algorithm 7: Metropolis-Hastings algorithm
Require: Initial sample x(0) with f(x(0)) > 0.

1: for i := 0 to N − 1 do

2: Draw x̃ from J(x |x(i))

3: Compute the Metropolis-Hastings acceptance probability:

ρ(x(i), x̃) = min

{
f(x̃)

f(x(i))

J(x(i) | x̃)

J(x̃ |x(i))
, 1

}

4: Accept or reject x̃:

x(i+1) =

{
x̃ with probability ρ(x(i), x̃)

x(i) otherwise.
(5.11)

5: end for

6: return Markov chain {x(i)}i=1,...,N .

this approach is particularly useful when we have a VAE-based generative model
pX ,Z (x, z), where sampling from x|z and z|x can be done e�ciently using the
decoder and encoder respectively.

A particular choice of the proposal distribution function in the Metropolis-
Hastings algorithm lets us split the input variable in two and to perform sampling
on each one alternatively, conditioning on the other. More speci�cally, we choose
a proposal (conditional) distribution qz(z|x) where qz can be the true (target) con-
ditional distribution of z given x or an approximation of it.

To construct the chain, given (x(i), z(i)) we �rst draw a sample z̃ ∼ qz(z|x(i)).
This corresponds to the following Metropolis-Hastings proposal distribution

J1(x̃, z̃ |x(i), z(i)) =

{
qz(z̃|x(i)) if x̃ = x(i),

0 otherwise.
(5.12)

Then, we compute the acceptance probability by

ρ(x(i), z(i), z̃) = min

{
f(x̃, z̃)

f(x(i), z(i))

J1(x(i), z(i) | x̃, z̃)

J1(x̃, z̃ |x(i), z(i))
, 1

}
(5.13)

= min

{
f(z̃|x(i))

f(z(i)|x(i))

qz(z
(i)|x(i))

qz(z̃|x(i))
, 1

}
(5.14)

and accept or reject z̃ as before:

z(i+1) =

{
z̃ with probability ρ(x(i), z(i), z̃),

z(i) otherwise.
(5.15)
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The procedure for �xing z and sampling from qx(x|z) to generate x(i+1) is anal-
ogous. In some situations we can sample from some or all the true conditional
distributions:

qz(z|x) = f(z|x) and / or qx(x|z) = f(x|z). (5.16)

Observe that in the �rst case ρ(x(i), z(i), z̃) = 1 ∀i and then z̃ is always ac-
cepted. This is also true for x̃ in the second case. If both cases are true, the result-
ing algorithm is the well known Two-stage Gibbs sampler. In other case, it is often
called Metropolis-within-Gibbs.

5.1.2 Common issues of single chain MCMC algorithms

General purpose MCMC algorithms, in particular Metropolis-Hastings with generic
transition kernels, are very appealing because they can be used to (asymptotically)
generate samples from virtually any target distribution, and also they are easy to
implement. In addition, as �rst samples will become less and less important as
the number of iterations grows because ergodicity, the starting distribution from
which we draw the initial samples of the chain does not need to be an accurate
approximation of the target distribution. So we can say that these kind of generic
algorithms are the best option (if not the only one) if one has little or no knowl-
edge about the target distribution. However, there are well-known issues with
these generic MCMC algorithms:

• Mixing time: although ergodicity ensures that, given enough time (itera-
tions) we will eventually reach stationarity and then the generated samples
will cover (asympotically) all the support of the target distribution, in prac-
tice it is common to see chains being trapped in modes for a long time and
then to wrongly assume convergence [80].

• Correlated samples: this causes larger variances than in the i.i.d. case and
slow convergence of the corresponding Monte Carlo estimators. Hence we
may need to run very long chains in order to obtain accurate results.

In the rest of this chapter, we explore the use of VAE models to alternate sam-
pling between image and latent variables. By leveraging the structure of the par-
ticular problem at hand, we can build algorithms for sampling from the posterior
distribution with a VAE prior having better convergence behavior than generic
methods.
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5.2 Gibbs sampling using VAE

5.2.1 Data augmentation and substitution sampling

To compute expectations such as the MMSE estimator

x̂MMSE = EpX|Y (x |y)[x] =

∫
x∈X

x pX|Y (x |y) dx (5.17)

we need to sample from the conditional distribution pX|Y (· |y). As this distribu-
tion is intractable in most practical applications, we follow a data-augmentation
approach [214] to sample alternatively from x, z|y, which gives rise to a Gibbs
sampler (also known as substitution sampling scheme [77]).

We begin �rst by observing that

pX|Y (x |y) =

∫
pX|Y,Z (x |y, z) pZ|Y (z |y) dz (5.18)

pZ|Y (z |y) =

∫
pZ|X (z |x) pX|Y (x |y) dx. (5.19)

In (5.19) we used that pZ|X ,Y (z |x,y) = pZ|X (z |x) because, in our setting, z and
y are conditionally independent given x. Combining (5.18) and (5.19) we obtain

pX|Y (x |y) =

∫
pX|Y,Z (x |y, z)

(∫
pZ|X (z |x′) pX|Y (x′ |y) dx′

)
dz

=

∫ (∫
pX|Y,Z (x |y, z) pZ|X (z |x′) dz

)
pX|Y (x′ |y) dx′

=

∫
h(x′,x) pX|Y (x′ |y) dx′

(5.20)

where
h(x′,x) :=

∫
pX|Y,Z (x |y, z) pZ|X (z |x′) dz (5.21)

can be seen as a jumping distribution from x′ to x that depends on y. The above
shows that the distribution pX|Y (x |y) is a �xed point of the following integral
operator:

Ih(p)(x) =

∫
h(x′,x) p(x′) dx′. (5.22)

Thus, it is tempting to propose the following iterative algorithm for estimating
pX|Y (x |y):

1. Start with an initial guess p(0)(x) of pX|Y (x |y).
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2. For i ≥ 0:
p(i+1) = Ih(p

(i)). (5.23)

Under mild conditions, this iterative approximations of pX|Y (x |y) has the
following properties [77]:

• Uniqueness: pX|Y (· |y) is the unique �xed point of (5.22).

• Convergence: For almost any p(0), the sequence de�ned by (5.23) converges
monotonically in L1 to pX|Y (· |y).

• Rate:
∫
|p(i)(x)− pX|Y (x |y) | dx→ 0 geometrically in i.

5.2.2 Pseudo-Gibbs and Metropolis-within-Gibbs

To generate a Markov chain using the iteration proposed in (5.23), from an initial
estimate p(0)(x) of pX|Y (x |y), we can sample x(0) and then

• sample z(1) from pZ|X
(
z
∣∣x(0)

)
,

• sample x(1) from pX|Y,Z
(
x
∣∣y, z(1)

)
.

Observe that the conditional distribution of x(1) given x(0) is

p(x |x(0)) =

∫
pX|Y,Z (x |y, z) pZ|X

(
z
∣∣x(0)

)
dz = h(x(0),x) (5.24)

and hence the marginal distribution of x(1) is

p(1)(x) =

∫
h(x′,x) p(0)(x′) dx′ =

(5.22)
Ih(p

(0))(x). (5.25)

Repetition of this cycle will generate a Markov chain (x(0),x(1), . . .) with h(x′,x)
as the associated transition kernel.

In practice, in order to compute each iteration of (5.23) we need to draw samples
from z|x and from x|y, z. We recall that the conditional distribution of x|y, z is
Gaussian as is shown below.

Proposition 7. For a linear inverse problem

y = Ax∗ + η, η ∼ N (0, σ2I) (5.26)
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and a VAE with decoder

pθ(x|z) = N (x;µθ(z), γ2I) (5.27)

the distribution pX|Y,Z (x |y, z) is Gaussian with mean ν and covariance Σ given by

Σ = (σ−2ATA+ γ−2I)−1, ν = Σ(σ−2ATy + γ−2µθ(z)). (5.28)

Proof. The result is a direct application of [22], Equations (2.113) to (2.117). For
the sake of completeness, we give here a simpler proof. Recalling that

• pY|X (y |x) = N (y;Ax, L−1) with L = σ−2I

• pX|Z (x | z) = N (x;µx(z),Λ−1) with Λ = γ−2I

• pX|Y,Z (x |y, z) =
pY|X (y |x) pX|Z (x | z) pZ (z)

pY|Z (y | z) pZ (z)
=
pY|X (y |x) pX|Z (x | z)

pY|Z (y | z)

then

− logpX|Y,Z (x |y, z) = − log pY|X (y |x)− log pX|Z (x | z) + log pY|Z (y | z)

=
1

2
(y − Ax)TL(y − Ax) +

1

2
(x− µθ(z))TΛ(x− µθ(z)) + C1(y, z)

=
1

2
xTATLAx− yTLAx+

1

2
xTΛx− µθ(z)TΛx+ C2(y, z)

=
1

2
xT (ATLA+ Λ)x− (ATLy + Λµθ(z))Tx+ C2(y, z).

Setting

Σ = (ATLA+ Λ)−1

ν = Σ(ATLy + Λµθ(z))

we obtain

log pX|Y,Z (x |y, z) = −1

2
xTΣ−1x+ νTΣ−1x− C2(y, z)

= −1

2
(x− ν)TΣ−1(x− ν) + C3(y, z),

where C3(y, z) does not depend on x. This means that x|(y, z) ∼ N (x; ν,Σ).
Substituting L = σ−2I and Λ = γ−2I we obtain

Σ = (σ−2ATA+ γ−2I)−1

ν = Σ(σ−2ATy + γ−2µθ(z))

as required.
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Next, as the posterior pZ|X (z |x) is intractable, we use the encoder approxima-
tion qφ(z|x) for sampling from z|x. Without any other modi�cation, this scheme
corresponds to a pseudo-Gibbs sampling [147] and coincides with Gibbs sampling
as long as the approximation qφ(z|x) ' pZ|X (z |x) is exact. Figure 4.2 in Chapter
4 gives empirical evidence that the variational distribution qφ(z|x) can give accu-
rate approximations to pZ|X (z |x) on training data points, but to avoid instability
problems or convergence to a distribution other than the target, we need to take
this gap into account.

One way of ensure detailed-balance wrt the target distribution is to perform
a Metropolis-Hastings step for sampling pZ|X (z |x) using qφ(z|x) as proposal
distribution, so using a Metropolis-within-Gibbs scheme as [147] does for missing
data imputation. In our case, the acceptance probability (5.14) leads to

ρ(x(i), z(i), z̃) = min

{
pZ|X

(
z̃
∣∣x(i)

)
pZ|X (z(i) |x(i))

qφ(z(i)|x(i))

qφ(z̃|x(i))
, 1

}
(5.29)

= min

{
pX|Z

(
x(i)

∣∣ z̃) pZ (z̃)

pX|Z (x(i) | z(i)) pZ (z(i))

qφ(z(i)|x(i))

qφ(z̃|x(i))
, 1

}
. (5.30)

This acceptance step comes with negligible additional computational cost because
all the evaluations of the encoder and decoder needed to compute the terms in-
volved in (5.30) are already done in the pseudo-Gibbs algorithm. The resulting
Metropolis-within-Gibbs algorithm is described in Algorithm 8.

Although theoretically this Metropolis-Hastings step ensures that the accepted
samples are asymptotically drawn from the target distribution, we found that the
acceptance rate can be very small when the encoder approximation is not as close
to the true posterior distribution as expected. Hence, we propose to close the gap
qφ(z |x) ' pZ|X (z |x) correcting the mean of the proposal distribution qφ(z |x)
as is described in Algorithm 9. The resulting pseudo-Gibbs algorithm is described
in Algorithm 10.

We illustrate the behaviour of Algorithm 10 in Figure 5.1. Here, we generate
several chains initialized at z(0) ∼ N (0, I) and x(0) ∼ N (µθ(z

(0)), γ2I) (�rst
row). In this toy inverse problem, x ∈ R2, A = [1,−1], σ = 0.01 and y = 0 (so
x1 ' x2). First column shows the histogram of the values z(i) at each iteration
and central column the data samples they generate. When x(i) is updated after
applying the step 4 (using data y) then x(i+1) moves in the direction of the set
of feasible solutions Ax = y. In the next iteration (second row) the encoder in
step 2 projects this new samples to the data manifold, and so on. In last row we
see that every chain converged to one of the posterior modes depending on the
initialization.

In Figures 5.2 and 5.3 we show the e�ect of this gap correction on the behavior
of the chains generated by the resulting pseudo-Gibbs algorithm: when we do not
apply any correction (column (b)) the limit distribution is not the same as the target
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Figure 5.1: Behaviour of Algorithm 10. In this toy inverse problem, x ∈ R2, A =

[1,−1], σ = 0.01 and y = 0 (so x1 ' x2). First column shows the histogram of the
values z(i) at each iteration, central column the data samples they generate and
updated points x(i+1) after applying the step 4.
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Algorithm 8: Metropolis-within-Gibbs with VAE
Require: Initial sample z(0) ∼ N (0, I) and x(0) ∼ N (µθ(z

(0)), γ2I).
1: for i := 0 to N − 1 do

2: Draw z̃ ∼ qφ(z|x(i)) = N (µφ(x(i)), diag(σ2
φ)) (proposal for

pZ|X
(
z
∣∣x(i)

)
)

3: Compute the Metropolis-Hastings acceptance probability:

ρ(x(i), z(i), z̃) = min

{
pX|Z

(
x(i)

∣∣ z̃) pZ (z̃)

pX|Z (x(i) | z(i)) pZ (z(i))

qφ(z(i)|x(i))

qφ(z̃|x(i))
, 1

}

4: Accept or reject z̃:

z(i+1) =

{
z̃ with probability ρ(x(i), z(i), z̃)

z(i) otherwise.
(5.31)

5: Draw x(i+1) ∼ pX|Y,Z
(
x
∣∣y, z(i+1)

)
(Proposition 7)

6: end for

7: return Markov chain {(x(i), z(i))}i=1,...,N .

Algorithm 9: Approximate sampling from pZ|X (z |x)

Require: x ∈ Rd, encoder qφ(· |x), nRprop number of Rprop steps [181].
1: (µφ, σ

2
φ) = Encoder(x) (corresponds to qφ(z |x) = N (z |µφ, diag(σ2

φ)))
2: To reduce the gap between qφ(z |x) and pZ|X (z |x), apply nRprop Rprop

iterations to

F (z) := − log pX|Z (x | z)− log pZ (z) (5.32)

=
1

2γ2
x

‖x− µθ(z)‖2 +
1

2
‖z‖2 (5.33)

∝ − log pZ|X (z |x) (5.34)

starting at µφ. Let µ̃ be the output.
3: return z ∼ N (µ̃, diag(σ2

φ)).
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Algorithm 10: Pseudo-Gibbs sampling with VAE - Single Chain
Require: Measurements y, initial guess p(0)(x) of pX|Y (x |y).

1: x(0) ∼ p(0)(x)

2: for i := 0 to N − 1 do

3: z(i+1) ∼ pZ|X
(
z
∣∣x(i)

)
(using Algorithm 9)

4: x(i+1) ∼ pX|Y,Z
(
x
∣∣y, z(i+1)

)
5: end for

6: return Markov chain {(x(i), z(i))}i=1,...,N .

(a) (b) nRprop = 0 (c) nRprop = 20 (d) nRprop = 100

Figure 5.2: Closing the gap qφ(z|x) ' pZ|X (z |x): (a) Original image x∗ (chosen
to be on the range of the decoder, that is x∗ = µθ(z

∗)) and corrupted version y
(80% of random missing pixels with Gaussian noise σ = 10/255). (b) We run 1000
iterations of pseudo-Gibbs algorithm (without gap correction) and compute the
mean of last 100 iterations. In this column we show the obtained result computed
on two independent chains initialized at the same x(0). (c) Same as (b) but using
Algorithm 9 with nRprop = 20 Rprop steps. (d) Same as (b) but using Algorithm 9
with nRprop = 100 Rprop steps. Note how increasing nRprop the sampling step in
the pseudo-Gibbs algorithm is more stable and generates samples that are more
faithful to the target distribution.
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(a) (b) nRprop = 0 (c) nRprop = 20 (d) nRprop = 100

Figure 5.3: Closing the gap qφ(z|x) ' pZ|X (z |x): Same experiment as in Figure
5.2 but on CelebA with DCGAN-like [174] architectures for encoder and decoder.

distribution but a similar one, as stated in [180, Prop. F.1]. Moreover, starting at
the same initial sample x(0) we get very di�erent results, showing that there may
be instabilities on the iterations of the pseudo-Gibbs algorithm (Algorithm 9, see
also Figure 5.4). Using a gap correction only with nRprop = 20 iterations we get
stable and more accurate results. With nRprop = 100 iterations we get even more
accurate results but at the cost of larger runtimes.

Also, in Figure 5.5 we see the e�ect of this gap correction, applied to the pro-
posal distribution qφ(z|x), on the acceptance rate of the Metropolis-Hastings step
of Algorithm 8. For larger values of nRprop, the acceptance rate increases due to
the fact that the proposal qφ(z|x) is closer to the true posterior pZ|X (z |x), at the
expense of higher computational costs.

To empirically validate that the algorithm converges, we compute the follow-
ing statistics at iteration i:

Mj(x
(i)
j ) =

1

m

m∑
j=1

x
(i)
j (5.35)

Vj(x
(i)
j ) =

1

m

m∑
j=1

(x
(i)
j −Mj(x

(i)
j ))2 (5.36)

and analogous for z(i)
j . After completing N iterations we compare these statistics

at iteration i and N for each i. We show the results in Figure 5.6.

It is well known that, when using standard Gibbs samplers, the chain can move
slowly when the variables are correlated [22] as in our case between x and z. In
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Figure 5.4: Instabilities of the pseudo-Gibbs algorithm without gap correction: 100
last samples (out of 1000) of a chain generated by Algorithm 10 with nRprop = 0.
The mean of these samples is the image shown on column (b), �rst row of Figure
5.3
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(a) nRprop = 0 (b) nRprop = 10

(c) nRprop = 20 (d) nRprop = 100

Figure 5.5: Plot of ρ(x(i), z(i), z̃) and acceptance rate of Metropolis-within-Gibbs
(Algorithm 8) using gap correction of proposal qφ(z|x) (Algorithm 9), for di�erent
values of nRprop. The �rst 100 iterations are pseudo-Gibbs samples (to accelerate
burn-in and avoid early rejections) and are always accepted. For larger values of
nRprop, the acceptance rate increases as the proposal is closer to the true posterior
pZ|X (z |x).
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Figure 5.6: Monitoring convergence of Algorithm 10 using (5.35) and (5.36). We see
that the chains generated by the algorithm stabilizes as the number of iterations
grows.

particular, the proposed point z̃ in step 2 of Algorithm 8 brings new information
about y from x(i) (sampled on step 5 at the previous iteration) which may not be
in the range of the decoder. So pX|Z

(
x(i)

∣∣ z̃) may be small and the new sample z̃
may get rejected. Another approach is to apply Metropolis-Hastings steps directly
to pX ,Z|Y (x, z |y). That is, instead of accepting or rejecting z inmediately after
step 2 of Algorithm 8, we sample both variables (x, z) and then accept or reject the
whole pair. This idea is similar to the delayed rejection method proposed in [217].
In order to do so we need a jumping distribution J(x, z|x(i), z(i)). We propose to
concatenate the previous conditional distributions as follows:

J(x, z|x(i), z(i)) = qφ(z |x(i))pX|Y,Z (x |y, z) . (5.37)

In other words, we �rst sample z̃ ∼ qφ(z |x(i)), then x̃ ∼ pX|Y,Z (x |y, z̃) and
compute the acceptance ratio as follows:

ρ(x(i), z(i), x̃, z̃) =
pX ,Z|Y (x̃, z̃ |y)

pX ,Z|Y (x(i), z(i) |y)

J(x(i), z(i)|x̃, z̃)

J(x̃, z̃|x(i), z(i))
(5.38)

=
pY|X (y | x̃) pX|Z (x̃ | z̃) pZ (z̃)

pY|X (y |x(i)) pX|Z (x(i) | z(i)) pZ (z(i))

qφ(z(i) | x̃)pX|Y,Z
(
x(i)

∣∣y, z(i)
)

qφ(z̃ |x(i))pX|Y,Z (x̃ |y, z̃)
.

(5.39)
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(a) MNIST (b) CelebA

Figure 5.7: Runtimes of 1000 iterations ofµθ(µφ([x1, . . . ,xm])), relative tom = 1,
for di�erent values of batch size m. The VAE model trained on MNIST has 2 fully-
connected hidden layers as encoder and decoder. The one trained in CelebA has
architectures for encoder and decoder similar to DCGAN [174]. The experiment
was run on a GTX 1080 Ti GPU. This benchmark was made only varying the batch
sizes, but we believe that higher improvements can be achieved with additional
optimizations.

5.2.3 Parallel multiple Markov Chains

Theoretically, the ergodicity of the MCMC algorithms described above ensures
that the generated chains converge to the target distribution as the number of
iterations grows. In practice, however, when truncating the sampling process this
asymptotic result can lead to misleading conclusions. As a simple example, when
the target distribution has two modes separated by a large region of zero or very
small probability, then a chain can get stuck in one mode and not jump to the other
in a reasonable amount of time.

To overcome the main issues of single-chain MCMC algorithms, that is slow
mixing and correlation of the samples, a possible solution is to generatem > 1 in-
dependent chains, starting from di�erent points x(0)

j , j = 1, . . . ,m. The appealing
of this approach is that we can run multiple chains almost for free using GPU par-
allelization (to some extent). To con�rm this intuition, we run a simple benckmark
which consists in computing µθ(µφ([x1, . . . ,xm])) for di�erent values ofm. That
is, for a batch of m images we compute the encoder mean following the decoder
mean. Figure 5.7(a) shows that, on MNIST and in our speci�c setup, computing
the encoder and decoder means of m ' 570 chains, which are the bottleneck of
the algorithms considered in this work, is as cheap as computing only 1. The same
is true on CelebA (with a more complex architecture) for m = 8.

The idea of using multiple sequences for posterior sampling is equivalent to run
gradient descent algorithms for minimization problems, starting from several ini-
tializations, where only one initialization may not be su�cient to reach the global
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minimum. In both cases, the starting distribution from which we draw the �rst
samples must be overdispersed, which means that it must cover the target distri-
bution or have more variance to have a good chance of visiting all its modes of it
after several runs. Here, we borrow some ideas from [80] (see also [83, Chapter
8]).

Two (or more) chains are better than one

There are some detractors for the multiple chain approach. For example, Charles
Geyer says:

If you can’t get a good answer with one long run, then you can’t get a good answer

with many short runs either.
1

The main argument is that, if you have a budget of mn iterations (samples) of
your favorite sampling scheme, then it is better to spend it all in a single chain
than to generate n samples of m independent chains, as the lack of convergence
of the �rst long chain ensures that of the shorter ones. Although this claim is
theoretically coherent and can be supported with simple examples, we respond
with the following ones:

1. Theremay not be a long enough chain: Although is relatively easy to construct
examples in which a long chain covers the whole target distribution, in mod-
ern practical applications which usually involve high-dimensional spaces, to
generate a long enough chain is not feasible, e.g. as is the case for complex
models such as the one involved in realistic climate estimation [204].

2. We can generate multiple chains for free: As mentioned before, if we can
generate a chain of length n then we also can construct several indepen-
dent Markov chains at roughly the same cost as constructing only one, and
therefore multiplying the number of samples drawn at low computational
cost.

This procedure not only permits the generation of more (approximate) sam-
ples from the target distribution and hence to accelerate the convergence of the
corresponding integral estimators, but also to better diagnose convergence of the
sampling algorithm, a fact that may not be done using only one sequence [79]. The
main problem is that one can get stuck in an isolated mode of the target distribu-
tion for a long time, and to falsely believe that the chain converged. To illustrate
the bene�ts of the multiple chain approach, we consider the following example.

1
One Long Run in MCMC by Charles Geyer: http://users.stat.umn.edu/

~geyer/mcmc/one.html
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Dimension d 1 2 3 4 5 6 7 8 9 10
# accepted 48839 16862 6266 2627 1041 503 216 140 67 0
# jumps 6993 1768 426 92 17 11 1 1 0 0

Table 5.1: Number of accepted samples and jumps between modes for the Metropolis-

Hastings algorithm for di�erent dimension values d, for the target distribution de�ned

in (5.40). The number of iterations is n = 100.000 in each case. As the dimension
d increases, the acceptance rate and the number of jumps between modes decrease
rapidly.

Let the target distribution consist of the mixture of two Gaussian modes:

f(x) ∝ λ exp

[
−1

2

d∑
i=1

(xi − 0.5)2

σ2
1

]
+(1−λ) exp

[
−1

2

d∑
i=1

(xi + 0.5)2

σ2
2

]
, (5.40)

where x ∈ Rd and λ ∈ [0, 1] is a mixing coe�cient. We aim at jumping be-
tween the two modes so we initialize a random walk Metropolis-Hastings algo-
rithm (Algorithm (7)) at one mode with a spherical Gaussian distribution as a pro-
posal distribution J(x |x′) = N (x;x′, α2I) as in (5.10). Observe that the distance
between the means of the two modes is

√
d. As Gaussian samples drawn from

N (0, I) in a high-dimensional space concentrate in a sphere of radius
√
d [228]

and Ex∼N (x;x′,I)[‖x− x′‖2] = d, we choose α = 1.

In Figure 5.8 we show how the samples generated by this procedure evolve
with the iteration. We see that the acceptance rate decreases as the dimension
d increases. Also, the number of jumps between modes goes to zero rapidly. In
Table 5.1 we show quantitative results for dimensions ranging between 1 and
10 which con�rm this behavior. Here, a jump is de�ned as an accepted sample
x(i+1) ∼ J(x |x(i)) at distance larger than

√
d from the starting point x(i) (that is,

the nearest mean µi changes).

In our particular case, if the posterior distribution has several isolated modes,
it will be di�cult for the sampling algorithms to explore all of them. A possible
solution is to compute tempered transitions [158] for sampling from pZ|Y (z |y)
using the following intermediate distributions:

pT (z |y) ∝ pY|Z (y | z)T pZ (z) (5.41)

where T = 0 gives the (unimodal) prior pZ (z) and for T = 1 the full posterior. In
[102] the authors propose to run several independent Metropolis-Hastings chains
with target distribution pT (z |y) for a set of intermediate temperatures 0 ≤ T1 <
. . . < Tp ≤ 1. For T ' 0 it is easier to explore the whole spaceZ and when T → 1
the chains get stuck in one of the posterior modes. To exploit this behaviour, the
authors perform swaps between samples from chains at temperatures Ti and Ti+1.
We explore similar tempering ideas in Section 5.3.
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(a) Dimension d = 2

(b) Dimension d = 4

(c) Dimension d = 6

Figure 5.8: 1000 samples generated by a random walk Metropolis-Hastings algorithm

for the target distribution described in (5.40). For this experiment we choose λ = 0.5,
σ1 = σ2 = 0.1 and the proposal distribution (5.10) with zero mean and identity
covariance for di�erent values of d. Here we only display the �rst coordinate x(i)

1

of each iterate x(i) with blue lines. The red lines represent µk ± σk. Note that, as
the dimension d increases, the acceptance rate and the number of jumps between
modes decrease rapidly. 140
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The multiple chain approach to avoid getting stuck in posterior modes for a
long time requires to run several independent chains initialized using an overdis-
persed distribution. The prior distribution pX (x) covers pX|Y (x |y) so is appropi-
ate to use it for initializing the sampling scheme in Algorithm 10. Then, we can
repeat m times the algorithm proposed in Section 5.2.2 to generate i.i.d. samples
{x(i)

j }j=1,...,m of p(i) which converge to pX|Y (x |y) when i → ∞. If we run each
chain for N iterations, at the end (assuming convergence) we obtain m i.i.d. sam-
ples of the target distribution but also the last samples of each chain can be used
to compute estimators. The proposed algorithm is summarized in Algorithm 11.

Algorithm 11: Pseudo-Gibbs sampling with VAE - Multiple chains
Require: Measurements y, initial guess p(0)(x) of pX|Y (x |y).

1: x(0)
1 , . . . ,x

(0)
m ∼ p(0)(x)

2: for j := 1 tom do

3: for i := 0 to N − 1 do

4: z
(i+1)
j ∼ pZ|X

(
z
∣∣∣x(i)

j

)
(using Algorithm 9)

5: x
(i+1)
j ∼ pX|Y,Z

(
x
∣∣∣y, z(i+1)

j

)
6: end for

7: end for

8: return {x(N)
j }j=1,...,m i.i.d. samples of pX|Y (x |y).

In the Bayesian framework, the posterior distribution is the complete solution
of the inverse problem, so intead of giving only point estimates we can output
more information about the space of feasible restorations. In less ill-posed prob-
lems the posterior distribution will be peaked at only one mode and all the chains
will eventually �nd it in a few iterations. On the other hand, for more ill-posed
problems as the one shown in Figure 5.9 the posterior may have multiples modes
and several chains may cover them when properly initialized. Summarizing all
the modes in only one point estimate (e.g. the MMSE estimator) may not be a
good idea. Alternatively, as this procedure permits to detect isolated modes we
can output several possible restorations.

In Figure 5.9 we show how independent chains, although not converging to the
posterior distribution in the sense of MCMC algoritms, can give multiple solutions
(in this example 3 coherent restorations). Here we try to recover the image given
the upper half (see (b)) using a VAE with latent dimension 8 as the one used in
Chapter 4. In (a) we show the �rst 2 dimensions on Z space for 10 independent
chains of length n = 50.000 initialized with z ∼ N (0, I) generated by Algorithm
10. As we see, most of them �nd a posterior mode and do not jump to other ones
but explore that they �nd. We can identify mainly 3 modes, and for each one
we show in (b), (c) and (d) the mean and variance of corresponding chains (after
discarding some burn-in iterations at the beginning).
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(a) First 2 dimensions of Z

(b) Mean and variance for chain #0 (blue)

(c) Mean and variance for chain #2 (green)

(d) Mean and variance for chain #6 (pink)

Figure 5.9: Multiple chains for better posterior exploration (see text for a detailed
description). 142
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Another approach is to combine the chains and share information between
them as the iterations evolve, as was originally proposed in [214]. In particular,
the Sampling-Importance-Resampling (SIR) scheme [190] proposed to weight the
samples x(i)

j at iteration i of all the chains and then perform a resampling step. Af-
ter resampling, the intermediate distribution p(i) of the samples x(i)

j is closer to the
target distribution than before resampling, thus it may accelerate the convergence
of the whole algorithm. Resampling ideas are explored in the next section.

5.3 Annealed Importance Sampling with Resam-

pling

A common problem with accept/reject algorithms such as Metropolis-Hastings is
that they may reject a huge amount of samples before the chain has reached a re-
gion with signi�cant posterior mass (burn-in). Instead of throwing away samples,
Importance Sampling [184] weigths each sample drawn from a proposal distribu-
tion by assigning to it a weight (or score) depending on how well it �ts the target
distribution. The e�ectiveness of this approach depends on how far the proposal
distribution is from the target distribution. First, we begin by describing the impor-
tance sampling approach and how it could be combined with annealing techniques
to accelerate the burn-in period.

5.3.1 Importance Sampling

When we cannot sample directly from the target distribution f but we have a
proposal distribution g with supp(f) ⊂ supp(g) which is easy to sample from and
x1, . . . ,xm are samples from g, then

Ef [a(x)] = Eg
[
f(x)

g(x)
a(x)

]
' 1

m

m∑
j=1

wja(xj) (5.42)

where
wj =

f(xj)

g(xj)
(5.43)

is the importance weight associated to sample xj and compensates the fact that it
was sampled from g instead of f .

The accuracy of the resulting estimator (5.42) depends on the variability of the
importance weights [184]. Intuitively, we want that wj does not vary so much
so all the samples will have a similar contribution in (5.42). Therefore, we have to
choose g close enough to f . In general, how to choose a good proposal distribution
g is not straightforward.
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Another estimator which has a small bias but is still more stable is

Ef [a(x)] '
∑m

j=1wja(xj)∑m
j=1 wj

=
m∑
j=1

w∗ja(xj) (5.44)

where w∗j = wj/
∑m

k=1wk are the normalized weights. Due to the normalization
in (5.44), it is su�cient to calculate each coe�cient wj = cw̃j up to a constant c.

5.3.2 Bridging between prior and posterior densities

With the Annealed Importance Sampling (AIS) approach [157], we can construct
a family of densities fi between f0 = g and fn = f such that each fi−1 is close to
fi. Also, we de�ne transition kernels Ti(x,x′) which propagate samples from f0

to fn in a sequential manner, mapping samples from fi−1 to samples of fi at each
iteration.

Returning to our problem of interest, we need to sample from fn(x) = pX|Y (x |y).
Choosing a sequence 0 = β0 < β1 < . . . < βn = 1 we de�ne

fi(x) :=
pY|X (y |x)βi pX (x)

Zi
, i = 0, . . . , n (5.45)

where Zi =
∫
pY|X (y |x)βi pX (x) dx. In our setting, it is easy to sample from

f0(x) = pX (x) (eg. taking samples from the dataset where the VAE was trained
on). Observe that

− log(pY|X (y |x)βi) =
1

2(σ2/βi)
‖y − Ax‖2 (5.46)

and then fi corresponds to the posterior distribution of the following relaxed in-
verse problem:

y = Ax∗ + η, η ∼ N (0, σ2
i ), σ2

i =
σ2

βi
. (5.47)

Now we need to de�ne the transition kernels Ti(x′,x) that leave the corre-
sponding fi invariant, and each Ti represents the probability of moving from x′ to
x at iteration i on a Markov chain setting. We do not need to be able to compute
Ti(x

′,x) but to sample x given x′. In our case, we adapt the kernels h(x′,x) from
(5.21) to de�ne

pi(x |y, z) ∝ pY|X (y |x)βi pX|Z (x | z) (5.48)

hi(x
′,x) =

∫
pi(x |y, z)pZ|X (z |x′) dz. (5.49)
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As in equation (5.20), it is easily shown that

fi(x) =

∫
hi(x

′,x) fi(x
′) dx, (5.50)

so hi leaves fi invariant. Hence, we can de�ne Ti as the concatenation of Ki ≥ 1
sampling steps from hi so that the resulting Markov chain is invariant with respect
to Ti as required. The distribution pi(x |y, z) is Gaussian by (5.47) and Proposition
7.

As in [157], we construct a Markov chain as follows

• Sample x(0) from f0(x) = pX (x)

• Sample x(1) from T1(x(0),x)

• ...

• Sample x(n) from Tn(x(n−1),x).

After having generated the sequence described above, we set xj = x(n) and com-
pute the corresponding importance weight as

wj =
fn(x(n−1))

fn−1(x(n−1))

fn−1(x(n−2))

fn−2(x(n−2))
. . .

f2(x(1))

f1(x(1))

f1(x(0))

f0(x(0))
(5.51)

(see [157] for details). Observe that the above ratios

fi+1(x)

fi(x)
=

Zi
Zi+1

pY|X (y |x)βi+1 pX (x)

pY|X (y |x)βi pX (x)
∝ pY|X (y |x)βi+1−βi (5.52)

are easily computed (up to a constant) from the likelihood function pY|X (y |x)
evaluated at intermediate points {x(0), . . . ,x(n−1)} of the Markov chain associated
to each xj . To avoid numerical problems, it is better to compute

logwj =
n−1∑
i=0

[
log

fi+1(x(i))

fi(x(i))

]
+ C =

n−1∑
i=0

[
(βi+1 − βi) log pY|X

(
y
∣∣x(i)

)]
+ C.

(5.53)
We can repeat this procedure to generate independent samples x1, . . . ,xm with
corresponding (normalized) importance weightsw∗1, . . . , w∗m. The proposed method
is summarized in Algorithm 12. See Figure 5.10 for an illustration of the algorithm.
The returned samples can be used to compute estimators of the form (5.44) or to
initialize a multiple chain pseudo-Gibbs algorithm (Algorithm 11).
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Algorithm 12: Annealed Importance Sampling with VAE
Require: Measurements y, sequence 0 = β0 < β1 < . . . < βn = 1.

1: x(0)
1 , . . . ,x

(0)
m ∼ pX (x), q(0)

1 = . . . = q
(0)
m = 0

2: for j := 1 tom do

3: for i := 0 to n− 1 do

4: q
(i+1)
j = q

(i)
j + (βi+1 − βi) log pY|X

(
y
∣∣∣x(i)

j

)
(weight update (5.53))

5: x
(i+1)
j ∼ Ti+1(x

(i)
j ,x) (see Algorithm 13)

6: end for

7: end for

8: Set w̃j = exp(q
(n)
j ) and w∗j = w̃j/

∑m
k=1 w̃k for j = 1, . . . ,m.

9: return Samples {x(n)
1 , . . . ,x

(n)
m } with corresponding importance weights

w∗1, . . . , w
∗
m of pX|Y (x |y).

Algorithm 13: Sampling from Ti(x
′,x)

Require: Point x′, transition kernel Ti, number Ki ≥ 1 of sampling steps of hi.
1: x̃0 = x′

2: for k := 1 to Ki do

3: z̃k ∼ pZ|X (z | x̃k−1) (using Algorithm 9)
4: x̃k ∼ pi(x |y, z̃k)
5: end for

6: return x̃Ki .
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(a) Prior pX (x) (blue) and likelihood
pY|X (y |x) (red)

(b) fj(x) for βj = 0.05

(c) fj(x) for βj = 0.30 (d) fn(x) = pX|Y (x |y) for βn = 1

Figure 5.10: Interpolation between prior pX (x) and posterior pX|Y (x |y) distribu-
tions. (a) We �rst sample from prior pX (x) and incorporate likelihood information
smoothly using pY|X (y |x)βj . (b) If fj−1 is close to fj then the �rst one is a good
importance sampling proposal for the second. (c) As j increase, we propagate the
samples through fj using Tj . (d) At last step βn = 1 we have (approximate) sam-
ples x(i) from pX|Y (x |y) and the corresponding weights w(i).
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5.3.3 Weight degeneracy and Resampling

The accuracy of the estimator (5.44) depends on the variance of the importance
weights (5.43). A way to estimate this variance is to use the coe�cient of variation

[138]:

C2(w) =
1

m

m∑
j=1

(mw∗j − 1)2. (5.54)

A common problem arising in AIS which is shared with Sequential Monte
Carlo algorithms [65] is the weight degeneracy: in general, most of the normalized
weights w∗j vanish and only a few of them concentrate all of the positive values,
which causes C2(w) to be large. As a "rule of thumb" in sampling, it is proposed
to calculate the E�ective Sample Size [138]:

ESS(w) =
m

1 + C2(w)
. (5.55)

For example, if m′ < m coe�cients verify w∗j = 1/m′ and the rest verify w∗j = 0,
a direct calculation leads to C2(w) = m

m′
− 1 and ESS(w) = m′.

Weight updates (5.51) are computed using the likelihood pY|X
(
y
∣∣x(i)

)
evalu-

ated at new samples x(i). If a chain becomes stuck in a posterior mode with little
likelihood values, the corresponding weight start to decrease wrt the others which
leads to a lower value of ESS(w). To deal with this problem, we can add a resam-
pling step when ESS(w) < m0 for some prede�ned threshold such as m0 = m/2
(i.e. half of the total number of chains). For the resampling step at iteration i, the
naive approach is to sample from {x(i)

1 , . . . ,x
(i)
m } with probabilities given by the

normalized weights {w∗1, . . . , w∗m}. Since this introduces additional variance to the
algorithm, other sampling techniques are generally used such as Multinomial Re-

sampling. The resampling step stops the generation of the chains with lower �t
(as measured by the likelihood function) and replicates the most promising ones.
This idea is usually known as early rejection in particle �lters and bootstrap �lters

[64]. An ilustration of resampling is shown in Figure 5.11.

5.4 Preliminary results

In Figure 5.12 we show some preliminary results of some of the algorithms de-
scribed above. The point estimate x̂1 corresponds to the mean of all the generated
samples, which gives a blurry output as it combines all the posterior modes. Ob-
serve that we have samples z(N)

j ∼ pZ|Y (z |y). Thus, we can sort the samples
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Figure 5.11: Resampling. The samples x(i)
j (j = 1, . . . ,m) at iteration i (top) are

resampled using the importance weights w(i)
j (bottom) which depend on the like-

lihood function. Figure adapted from [6].

x
(N)
j using

pX|Y

(
x

(N)
i

∣∣∣y) =

∫
pX|Y,Z

(
x

(N)
i

∣∣∣y, z) pZ|Y (z |y) dz (5.56)

' 1

m

m∑
j=1

pX|Y,Z

(
x

(N)
i

∣∣∣y, z(N)
j

)
(5.57)

and compute the mean of the better ones (that is, with larger posterior values) as
indicated by the dashed line in Figure 5.13. The resulting trimmed mean is denoted
by x̂2.

In Figure 5.14 we show the e�ect of the resampling step in the AIS algorithm.
Here we can see the weight degeneracy as the number of iterations grows, which
leads to a very poor pool of samples x(N)

j . By applying resampling when the ESS
equals half of the total number of chains, the corresponding weights become more
balanced and we end up with a more homogeneous set of samples.

5.5 Conclusions and future work

In this chapter we present a study of sampling algorithms using VAE models. As
opposed to generic MCMC algorithms, our approach seeks to leverage the bidirec-
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Figure 5.12: Top: Result on interpolation (90% of random missing pixels) and noise
σ2 = 10/255, generated by Algorithm 11. x̂1 corresponds to the mean of all the
samples, which gives a blurry output as it combines all the posterior modes. For
x̂2 we �rst sort the samples using (5.57) and compute the mean of the best ones
(that is, with larger posterior values) as indicated by the dashed line in Figure
5.13. Below: Some preliminary comparisons with CSGM [24] and JPMAP (blue and
green bars corresponds to x̂1 and x̂2 respectively). In the �rst three histograms, the
horizontal axis represent MSE, PSNR and LPIPS values respectively and the vertical
axis is the number of images belonging to each bin (out of 20 images). We also give
runtimes of all the algorithms. Algorithm 11 was executed using a pre�xed number
of iterations as an adecuate stopping criteria for it was not implemented yet.
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Figure 5.13: Preliminary result on interpolation (90% random missing pixels) with
noise σ2 = 10/255. Top: the last iteration of m = 1000 independent chains ini-
tialized at random, sorted in decreasing order of their posterior values. Bottom:

posterior weights for each sample, estimated by (5.57).
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Figure 5.14: AIS with Resampling: Result of the AIS algorithm for m = 1000

chains, on an interpolation problem with 90% of random missing pixels and noise
σ2 = 10/255. Left column: Without perform resampling, at the last iteration the
importance weights concentrate in a few ones, hence the e�ective sample size
(5.55) is very small. Right column: We can resample the current iteration of each
chain when C2(m) ≥ 1 (so ESS(w) ≤ m/2) to spend the following iterations on
the most promising regions explored by the chains with higher weights.
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tional nature of VAEs, in particular the encoder network, to put the y information
into the Z space and hence to construct better proposal distributions for the ex-
ploration of the posterior distribution. Also, the multiple chain approach helps
to diagnose lack of convergence (e.g. chains get trapped in isolated modes) and
to output a more detailed description of the posterior distribution. Finally, re-
sampling techniques permit to reinitialize some chains and hence to spend more
resources on exploring promising regions showing larger likelihood values. This
can be performed at the initial regime (i.e. with the AIS scheme) or when running
the pseudo-Gibbs algorithm.

We leave the following list of topics for future work:

• Although the methods we proposed are based on widely used MCMC al-
gorithms, a complete study of convergence properties (e.g. VAE necesary
conditions, convergence rates) is missing.

• Monitoring convergence is an important step to implement e�cient stop-
ping criteria. A fully quantitative method is presented in [80] for monitoring
convergence of multiple chains. A complete review can be found in [201].

• To initialize the sampling algorithm (e.g. Algorithm 12) we can choose ran-
dom data points or a representative subset. For example, on MNIST we can
choose starting points belonging to all the digit classes. A more general
method is to select representative images as in [70]. Also, one can start with
a large number ofm samples and to progressively select the best �ts (e.g. by
resampling) as the number of iterations grows.

• More experimental work needs to be done to set the parameters of the algo-
rithms. For example, to set Ki in Algorithm 13 and the number of transition
temperatures βi in Algorithm 12.

• Comparison with other recent sampling algorithms on inverse problems
such as [232, 231, 102, 129].

• Extension to other state-of-the-art bidirectional generative models such as
Normalizing Flows [179] and Di�usion Models [59].
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Conclusions and future work

In this thesis we reviewed Bayesian methods for solving inverse problems, fo-
cusing on regularization methods based on neural networks. To begin, in Chap-
ters 1 and 2 we introduced the main problems of interest and summarized some
background material. Next, in Chapter 3 we reviewed Plug-and-Play approaches
to leverage implicit priors learned by state-of-the-art denoisers for regularizing
generic inverse problems. In particular, we used these methods on two applica-
tions, namely, joint denoising and decompression and multi-image super-resolution.

In the second part, we explored the use of Variational AutoEncoder models
to learn image priors and then regularize inverse problems. In Chapter 4 we con-
structed a quasi-biconvex alternating minimization algorithm, JPMAP, to compute
MAP estimates with proven convergence guarantees. We showed its performance
in several linear inverse problems such as denoising, deblurring, interpolation,
compressed sensing and super-resolution. Then, in Chapter 5 we construct sev-
eral sampling algorithms to explore the posterior distribution of inverse problems.
Although this is an ongoing work at the time of the submission of this manuscript,
the results obtained by thes methods are already promising, and further investi-
gation is left for near future work. As recent works claim that VAE models can
obtain state-of-the-art results on image generation [225, 239, 45], we expect that
our algorithms will bene�t from these more performant generative models.

The �nal performance of the techniques proposed in this theses heavly depend
on the quality of the learned models used as image priors. In particular, the JPMAP
(Chapter 4) and the posterior sampling algorithms (Chapter 5) assume that the
images of interest follow a distribution pX (x) =

∫
pX|Z (x | z) pZ (z) dz for a

decoder pX|Z (x | z) and latent code pZ (z) = N (0, I). But the construction of
such a generative model is not an easy task. In addition, most of the existing
models were not trained for regularizing inverse problems, and some essencial
properties we need may not be present in these models (e.g. pixel-wise �delity as
opposed to good-looking images).
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If we can compress an image to around 10% of its size using patches without
any noticeable artifact (like JPEG does), can we do the same with AutoEncoders?
A possible solution is to train a �ne-level autoencoder model on image patches,
and hence to learn a latent representation which we call Patch Embedding. If we
turn these patch embeddings into generative models (patch priors) then we may
easily solve (not so much) ill-posed inverse problems like interpolation (e.g. with
around 80% of missing pixels), deblurring, denoising, superresolution (e.g. with
scale factor 2), etc.

Also, this dimensionality reduction model (done once on a large dataset like
ImageNet) can be integrated as a �rst layer to simplify other generative models
trained on speci�c datasets (such as CelebA) that captures global structures. This
"2nd level" generative model is trained on the latent code (embedding) associated
to each patch of the original image. Thus, we may �rst solve the 2nd level inverse
problem (estimating the code for each patch of the original image) and then �ne
tune the pixel values solving the inverse problem on each patch domain. A related
approach was recently proposed in [53].

Borrowing some ideas from [51, 28, 140] we could split the learning of the
generative model into two parts:

1. AutoEncoder training for dimensionality reduction and feature extraction,

2. Density Estimation of the learned latent code.

For the �rst step, the most common choice for measuring the reconstruction
error is the squared Euclidean L2 distance but it is well known that this causes
blurry reconstructions. Alternatively, in [23] a L1 reconstruction loss computed
on a Laplacian Pyramid representation is combined with the L2 distance on pixel
space, where each level of the pyramid is weighted in order to enforce better high-
frequency �delity.

Instead of learning an end-to-end latent representation (as in vanilla AutoEn-
coders), we can also use well known operators in order to lower the number of the
parameters (to only learn what needs to be learned), enforce the balanced learning
of spectral components with dedicated latent dimensions, and then simplify the
training of the autoencoder [144]. For example, it is well known that images are
sparser in the Discrete Fourier transform (DFT), Discrete Cosine Transform (DCT)
or Discrete Wavelet Transform (DWT) domains. So we consider using such trans-
forms as �rst (last) layers of encoder (decoder) networks, as in [115, 161]. Also,
by precisely controlling which frequencies of images are learned we can get rid of
the spectral bias [175, 213, 33]. The construction of better generative models to be
used in image reconstruction problems is a challenging problem that will also be
left to future work.
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