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Abstract 

Title of Thesis: PHONETIC AMBIGUITY PERCEPTION IN READING DISABLED 

AND NON-DISABLED CHILDREN AND ADOLESCENTS 

Elizabeth A. Carter 

Virginia Commonwealth University, 1986 

Major Director: Barbara J. Myers, Ph.D. 

There are speculations that disabled readers may fail to 

correctly decode written words because they are insensitive to 

language's phonetic form. This insensitivity is presumed by some to 

be due to a speech perceptual deficit. The purpose of the current 

study was to assess differences between disabled and non-disabled 

adolescents and elementary school students in their perceptual 

accuracy in decoding phonetically ambiguous speech. The effects of 

two processing factors derived from previous research, priming and 

word form <e.g., Spencer & Carter, 1982>, were also examined to assess 

how perceptual processes may differ between groups. Clinical evidence 

of some verbal problems persisting in adolescent disabled populations 

and evidence of compensatory differences between elementary and 

adolescent readers on earlier phonetic coding tasks prompted the 

inclusion of alI four age group by reading group combinations. 

Results reveal no reading group differences of either age grouping. 

The results are discussed in terms of design considerations, previous 

pertinent speech perception research, and similarity of responses to 

those of normal subjects in Spencer and Carter <1982> and Carter and 

Zoller <1983>. With an examination of two dependent measures and a 

qualitative analysis of errors, no reading group differences were 

found. Therefore, it Is suggested that explanations involving speech 



perception may not appropriately address the problems of disabled 

readers with problems in word decoding. 



Phonetic Ambiguity Perception in Reading Disabled and 

Non-Disabled Children and Adolescents 

The failure of some students to develop reading skills 

commensurate with their age, average or above average Intelligence, 

socioeconomic status, and quality of general education has stimulated 

increasing interest In recent years <Ellis, 1984; I. Taylor & M. 

Taylor, 1983; Vellutlno, 1978, 1979>. These students are often 

referred to as specifically disabled, dyslexic, or reading disabled 

<RD> <Olson, Kllegl, Davidson, & Foltz, 1985>. With respect to their 

reading behaviors, RD students have been described by teachers and 

researchers as having unusual difficulty in identifying words as 

wholes, as well as segmenting them into their component sounds. They 

have demonstrated difficulty in abstracting and generalizing the 

common constituents of given words, and they have failed to recognize 

common sounds across words <fat, cat, bat>. Further, these students 

have tended to be poor spellers, and their written language has been 

judged to be deficient in all respects <EI lis, 1984; Vellutino, 1979>. 

Verbal Deficit: An Overview 

Taking Into account the difficulties that these students face 

when dea I i ng with I i ngu i st i c materia I , a group of theorists have 

speculated that many disabled readers may have deficiencies in both 

long- and short-term memory <LTM, STM>, characterized as either a 

paucity of or inaccessibility to various types of verbal information. 

These authors have reasoned that a rich fund of semantic, syntatic, 

and phonetic Information, derived from experience with language prior 

to and concurrent with experience in reading, provides the normal 

student with a broad variety of implicit mnemonics as wei I as a 
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variety of contexts. They have contended that being able to tap into 

such resources allows the student to easily symbolize or code stimulus 

Input for efficient processing. Further, these authors have 

speculated that any student who lacks such resources would be 

especially encumbered when presented with short-term memory tasks 

which require rapid coding of verbal information for effective 

rehearsal and retrieval, such as that required in the reading process. 

This position has been termed the verbal deficit or verbal processing 

Inefficiency hypothesis <Ell Is, 1984; Siegel, 1985; Vel lutino, 1978, 

1979). 

Unfortunately, to date, there have been few programmatic 

assessments of how RD students deal with language, either written or 

spoken; the majority of the research is fragmented <Bryan, 1979; 

Siegel, 1985). There are few studies which have explored specific 

verbal processing differences between RD and non-disabled <NRD> 

students. Yet, there are at least some investigations representing 

each of the following linguistic levels: semantic, syntactic, and 

phonetic. For example, researchers have assessed semantic skills 

variously according to story-telling ability <Fry, Johnson, & Muehl, 

1970), sensitivity to the meaning and structural attributes of 

sentences <Waller, 1976), and speed In providing the correct names of 

common objects, colors, letters, and digits <Denckla & Rudel, 1976>. 

Collectively, these findings have been Interpreted as indicating that 

the RD and NRD students do not significantly differ ln understanding 

the general meanings conveyed by words and sentences. However, they 

do differ in retaining subtleties <I.e., tense and number>. 

Investigators have also examined reading group differences in 
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syntactic skills using a variety of methods. For example, Weinstein 

and Rabinovitch <1971> required RD and NRD students to remember 

syntactically structured and randomly structured combinations of words 

and nonwords. NRD students recalled the syntactically structured 

combinations better than the unstructured strings, which implies that 

NRD students are sensitive to the syntactic structure of sentences. 

This difference was not obtained for RD students. Siegel and Ryan 

<1984> required students to fill in the missing word in sentences read 

to them. Examples include: "It_ very cold outside.• •Jack _his 

sister ran up the hi I I .• RD students provided more unacceptable words 

than did NRD counterparts. Wiig, Semel, and Crouse <1973> presented 

RD and NRD children with a task in which they had to supply the 

correct inflection for nonwords. The children were presented with 

nonsense figures and told, for example. "This is a gak. Now here Is 

another one. There are two of them. There are two The� 

students made significantly more errors than did the NRD students. The 

specific problems they evidenced were difficulties with possessives, 

inflections, and auxiliary verbs. 

The results of these and similar studies comparing RD and NRD 

students on different measures of syntax and semantics have helped 

provide tentative empirical support for the contention that 

deficiencies or inefficiencies in verbal processing may be related to 

reading disabilities <Siegel, 1985>. 

Phonetic coding is the transduction of speech sound into a form 

which is amenable to cognitive processing. Two separate conceptual 

frameworks have evolved which deal with phonetic-level I ingulstic 

processing. The older view, originally proposed by Wepman <1960>, is 
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that many RD students are impaired in their •auditory discrimination" 

of speech sounds. Wepman has characterized some RD students as being 

unable to perceive phonemic differences--differences in the sounds of 

speech which indicate differences in meaning within the particular 

language spoken. Results of research evaluating this position have 

been mixed, probably due to methodological inconsistencies. But, the 

idea has received widespread acceptance in clinical and educational 

circles <Bryan, 1979; Lerner, 1981). 

More recently, several theorists have advanced a slightly 

different position <Downing, 1973; Elkonin, 1973; I. Liberman & 

Shankweiler, 1978; Mattingly, 1972; Savin, 1972>. Without making 

reference to perceptual differences between reading groups, per se, 

these authors contend that some RD children may be deficient in the 

degree to which they are aware that speech is made up of phonemes. 

Such knowledge is necessary if the student is to relate letters <and 

letter combinations> to corresponding speech sounds. These authors 

have speculated that this lack of awareness is primarily due to weak 

phonetic coding. The RD student's representation of sound relatively 

incomplete, and/or it may be the case that they fail to use phonetic 

coding when appropriate. Some reading comprehension theorists have 

also used reading group differences in phonetic coding to explain some 

of the problems that RD students face when required to recal I phrases 

and sentences verbatim <e.g., Bryne, 1981; Perfetti & Lesgold, 1978; 

Satz, Taylor, Friel, & Fletcher, 1978>. 

Although the spelling-sound and reading comprehension theorists 

Invoke phonetic coding differences to help explain group differences 

in reading performance, most have not elaborated as to what may 
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underlie the weak coding. 

A Preliminary Explanation 

Despite the somewhat disjointed nature of the I iterature, one can 

gather that there Is considerable support for the idea of a 

relationship between language problems and reading disabilities. For 

example, as will be shown in the literature review, there are 

predictive and retroactive assessments and clinical and anecdotal 

reports which record RD students' problems acquiring basic oral 

language ski! Is. Such sources also report that these difficulties 

persist, in a milder form, into adolescence. 

Specifically related to the present investigation are several 

studies, elaborated on in the literature review, which have 

demonstrated that RD students, as a group, are deficient in their 

ability to analytically deal with the sounds of spoken language. For 

example, in addition to the many reports of reading group differences 

in acquiring SSC rules <e.g., Calfee, 1982; Siegel, 1985), there is 

evidence of RD students having greater difficulty than NRD age-mates 

in segmenting words into phonemes <e.g., Liberman Shankweiler, 

Fischer, & B. Carter, 1974). There also are consistent findings of 

young and adult NRD subjects strongly relying on phonetic coding in 

memory for lists of verbal stimuli, while young RD students are found 

to not do so <e.g., Conrad, 1964; Mann, Liberman, & Shankweiler, 

1980>. As an explanation of such results several theorists have 

reasoned that the student cannot be expected to establish correct 

mental representations of the sounds of speech if he or she does not 

correctly decipher those sounds in the first place <Brady, Shankweiler 

& Mann, 1983; Perfetti & Lesgold, 1978>. This idea, which evolved 
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primarily from work in the sec framework, is clearly in concert with 

the verbal deficit/inefficiency perspective and harks back to Wepman's 

earlier speculations. If this idea is correct, there should be 

empirical substantiation. 

The "How" Issue 

Unfortunately, the speech perception research with RD subjects is 

anemic. As wi 11 be seen, findings within Wepman's framework, though 

relatively numerous, are often inconsistent. This makes firm 

conclusions dubious. The other available research <Brady et al .: 

1983: Godfrey, Syrdal-Lasky, Mil lay, & Knox, 1981), demonstrates some 

reading group differences. While this is encouraging, there are only 

two studies, and replication is needed. Yet, even continued findings 

of RD students differing from NRD students, alone, would provide only 

a partial picture of the possible differences in speech perception 

between these groups. Clearly, there is a need for investigation into 

� the perceptual processes of the two groups might differ, as wel 1. 

Based upon two factors found to significantly influence phonetic 

ambiguity perception, the present study provides an attempt at such 

inquiry. 

The general reasoning for the present study takes into 

consideration the following. In an environment such as a classroom, 

the listener must routinely deal with a continuous stream of speech. 

<The stimuli used in the current study are from samples of continuous 

speech.) It is known that natural, conversational speech is largely 

ambiguous <e.g., Cole, 1979). Because of this, it cannot be presumed 

that there is a "straight" transduction from signal to percept. So, 

how can 1 isteners disambiguate speech? The listener must be 
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contributing information--making perceptual inferences--based upon 

previous knowledge of the structure of language, expectations of what 

speakers typically do, etc. <Fodor, 1983, 1985). The current focus, 

of course, is on perception of phonetic level information. Thus, 

uncovering information about how disabled readers disambiguate 

phonetic ambiguities should be a start in answering how their 

perceptual processing may differ from that of non-disabled students. 

Answering the How Question--Two Factors: A Beginning 

Based upon work with phonetic ambiguity perception in 

non-disabled adults and pre! iterate preschoolers <Spencer & Wol !man, 

1980; Spencer & Carter, 1982; Carter & Zoller, 1983), these 

researchers have found evidence of two types of information--two 

factors which can come into play when listeners are faced with a task 

of trying to identify phonetic ambiguities. First, within a phonetic 

ambiguity pair <e.g., sweetheart/sweet tart), the listeners strongly 

tended to perceive one member more often than the other, regardless of 

which of the two was presented. This is known as the word form 

effect. Further, when subjects were shown the phonetic ambiguity 

pairs prior to testing <i.e., are pre-informed or "primed") correct 

identification vastly improved. It appears that the abi I ity of young 

and adult listeners to correctly recognize speech that is anything but 

veridical is strongly facilitated by these two factors. Therefore, 

the present study wil I attempt to answer the "how" question by 

exploring the effects of these two factors on the speech perception of 

RD and NRD students. 
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Literature Review 

According to Benton1s <1975) review of the reading disabilities I it-

erature, the belief that reading disabil !ties may be related to underlying 

language problems dates back to McCready <1910) and Bronner <1917). Both 

authors make note of the high frequency with which their "backward read-

ers• showed signs of delayed language acquisition. Clinical observations 

over the years suggest further support for this Idea. 

A sample of clinical reports spanning a 40 year period reveals that 

between 50 and 100% of elementary school students whom the authors class!-

fled as "backward" or "poor• readers evidenced a history of language 

problems. These problems included: slowed speech development, poor voca-

bulary relative to age and intelligence, immature definitions of known 

words, and persistent use of simple grammar structure <Ingram & Reid, 

1956; Lyle, 1970; Lyle & Goye, 1969; Monroe, 1932; Warrington, 1967). 

Along with these investigations, two predictive studies have been widely 

cited as tentative evidence of a language problem-reading disabilities 

I ink <Ell is, 1984; Lerner, 1981; I. Taylor & M. Taylor, 1983; Vellutino, 

1978, 1979). De Hirsh, Jansky, and Langford (1966) report that their 

diagnosed language disordered kindergarten children <non-readers) were 

diagnoseable as reading disabled by the time they reached the second 

grade. Results were replicated by Jansky & de Hirsh 1972). 

Also, there is more recent evidence that linguistic problems, such as 
,...t n) ·. 

those mentioned previously, may persist in a more subtle form 
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into adolescence <e.g., King, Jones, & Lasky, 1982; Maxwel I & Wallach, 

1984; Wiig & Semel, 1980) and, perhaps, into adulthood <Hasbrouck, 

1983; King et al ., 1982>. For example, in their recent review of the 

literature relevant to a language-learning disablities connection, 

Maxwel I et a!. <1984> cite an interesting paper by Strominger and 

Bashir <1977>. Strominger and Bashir <1977> extended the work of de 

Hirsh et al. <1966) and Jansky et al. (1972). They conducted a 

follow-up study which asked whether children who are recognized early 

as having language disablities also experience reading, writing and 

spelling problems as they get older. Strominger et al. examined the 

clinical records of 40 children who had been seen in their clinic 

before the age of 5 years. These children had been diagnosed as 

having "delayed language,• including vocabulary and syntactic problems 

and unintelligible speech <for some>. The children were seen again at 

ages 9 and 11 years. In the interim between initial intake and the 

reassessment, none of the children had been diagnosed as mentally 

retarded, severely emotionally impaired, or motorical ly impaired. Out 

of the 40 children assessed in the later ages, 38 were diagnoseable as 

reading disabled <i.e., reading age below chronological age>. They 

manifested problems with spelling and written expression and had mild 

problems with oral reading tasks, also, though their oral expression 

was not impaired to the same degree as it was previously. 

In a similar vein, King et al. <1982) examined language skills in 

a formerly diagnosed, language-Impaired population. Their subjects 

were older than those in the Strominger et al. <1977> study. Fifty 

subjects ranged in age from 13 years 10 months to 20 years 5 months. 

At initial intake alI of the subjects had been under age 5. Rather 
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than examine school records and administer reading tests, King et al. 

sent questionaires to family members to gain information concerning 

the subjects' communication, social, academic, and occupational 

outcomes. The responses indicated that 42% of the subjects were 

perceived by family members as having communication problems. The 

authors describe the typical subject as having •trouble finding words 

and expressing himself," as not being able to "understand complicated 

directions,• and as having "difficulty in pronouncing some combination 

of sounds" <King et al ., 1982, p. 30>. School problems were evidenced 

by delayed admissions, .the need for tutors, repeated grades, and 

special placements. 

Anecdotal support for the idea that language problems may persist 

past childhood comes from a study by Wiig and Semel <1980>. From 

self-reports, Wiig et al. <1980> have surmised that the specific 

language deficits that adults and young adolescents experienced as 

children tend to re-emerge when they are faced with unexpected 

demands, such as those involved in a new area of study, a new job, or 

a promotion. Also, Hasbrouck <1983> conducted a study with adult 

subjects. They ranged in age from 18.8 to 58.3 years and were 

referred to speech/language therapists as adults because of 

difficulties with written expression and spelling. Hasbrouck reported 

that these adults had problems with auditory discrimination measures 

which had been designed, originally, for use with young pupils. 

Unfortunately, it is Impossible to tell from the report whether the 

subjects' problems became evident only in adulthood, whether they were 

present when the subjects were children <yet went undiagnosed>, or 

whether there was some mixed bag of these conditions. Thus, 
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conclusions based upon this study must be constrained, accordingly. 

Despite the design problems inherent in anecdotal reports and 

one-shot clinical observations, these studies In addition to the 

follow-up investigations have lent support for the Idea that there is 

a relationship between language disorders and reading-related problems 

and that the difficulties RD adolescents experienced with spoken 

language as youngsters may re-emerge at times. 

Although the following studies did not use RD subjects, their 

results are consistent with the position that experience with spoken 

language is related to reading ability. These investigations employed 

deaf subjects. Within these studies, congenitally, profoundly deaf 

<CPD> children have been reported, consistently, to have greater 

difficulty than hearing children in learning how to read <Frumkin & 

Anisfeld, 1977; Gibson, Shardiff, & Yonas, 1970; Swisher, 1976>. More 

specifical Iy to the point of cognitive representation, studies have 

indicated differences In hearing and CPD subjects. For example, given 

the CPD child's lack of access to speech sounds, Conrad <1971, 1972? 

reasoned that such deaf subjects would use a non-phonetic code to 

retain linguistic stimuli. He had CPD children and adults immediately 

recall visually presented letters. His results indicated that the 

CPD, especially those who have poorly developed speech skill, use the 

visual properties of the letters to code them for immediate recall. 

In a subsequent study, Bellugi, Klima, and Siple <1975> examined the 

influence of the formational aspects of American Sign Language <ASL> 

on the recall of hearing and deaf students. They wanted to determine 

if the CPD visually code linguistic input other than that expressed 

threu� writing. Immediately after presentation, their subjects were 
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required to write the English equivalents of the ASL items. The types 

of errors made by each group differed and this difference denoted 

differences in coding. The deaf group made errors similar in manual 

formation to the target, while the hearing subjects made errors which 

were phonemically similar. Considering the results of these studies, 

Conrad (1979> concluded that due to the lack of precise phonemic 

coding as a base, the CPD are likely to use a visuo-spatial code, 

instead, when processing linguistic material. 

What must be noted, however, is that there have been findings 

which appear to be contradictory to those above. These results have 

indicated, surprisingly, that some deaf students may be able to derive 

and use a speech-based code. Studies done with CPD subjects who have 

been trained to lip-read have shown that they have made word recal I 

errors which were phonemical ly similar to the targets <Oller & Kelly, 

1974; Dodd, 1976; Vogel, 1976>, that they have matched written 

homophones <i.e., words which sound the same>, and that they have 

identified pairs of lip-read nonsense words as rhyming <Dodd & 

Hermelin, 1977>, and that they have written down I ip-read nonsense 

words <Dodd, 1980>. 

In an effort to explain these incongruous results, Dodd, Brasher, 

and Campbell <1983> have offered the possibility that lip-read 

information may, somehow, lend itself to pseudo-phonetic coding. The 

movements of lips and tongue have direct impact on the way speech 

sounds are produced. These researchers have explained that this 

possible coding form does not involve the sound of spoken language, 

per se, but a representation of the articulatory movements which would 

be required to make those sounds. These authors have speculated that 



13 

training in the oral tradition al lows the deaf student to make visual 

associations with the written word and the cognitive representation of 

the articulatory movements used to speak the word. They have posited 

that without training in lip-reading, this form of language 

representation Is probably not readily available to other CPD 

students. Therefore, because many deaf students do not know how to 

lip-read when they come to school <and some never learn) <Campbel I & 

Dodd, 1983), their reliance on any form of speech coding would not be 

expected to be substantial. The above authors who reported poor 

reading ski! I and lack of phonetic coding in their CPD subjects did 

not specify if their deaf subjects were lip-readers or not. Thus, it 

is feasible that such studies may have had samples composed mostly of 

non-lip-readers. In order to clear the issue, the performance of 

lip-readers and non-lip-readers must be compared under the same 

conditions. Unfortunately, this remains to be done. However, even 

without this direct empirical validation, the Dodd et al. <1983) 

speculations are conceptually sound and consonant with the tenets of 

the verbal processing deficit/inefficiency hypothesis. 

The support provided by the clinical observations, anecdotal 

reports, predictive and retroactive research, and a number of 

comparisons between CPD and hearing subjects has served to empirically 

bolster the idea of a link between the coding involved with language 

and that involved with reading. In addition to the studies which 

follow, such support provided impetus to the development of 

phonetic-level research in the realm of reading disabilities. As 

touched on earlier, this resulted in two conceptual frameworks. The 

older view characterizes many RD students as h�ving problems with the 
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perceptual auditory dlscrlmlnatlon of speech sounds. The more recent 

avenue focuses on the student's awareness of the phonetic structure of 

language. What follows is a review of both literatures and their 

relation to phonetic ambiguity perception. 

Auditory Discrimination 

The most popular explanation with clinicians, especially, and the 

most investigated explanation implicating auditory processing deficit 

ls that proposed by Wepman <1958, 1960, 1961> <Bryan, 1979; Harber, 

1980; Lerner, 1981; Vel lutlno, 1979>. Wepman has advanced the 

hypothesis that the ability to discriminate between speech sounds is 

intimately related to competency ln the linguistic skills of speaking, 

reading, spelling, and writing. He has put forward the idea that such 

highly conceptualized linguistic behavior is dependent upon, but not 

guaranteed by, more elementary, perceptual capacities. He has 

speculated further that the failure to adequately develop such 

abil itles is evidenced in the difficulties faced by language 

disordered and RD students. Accordingly, he proposed that knowledge 

of a student's auditory phonemic discrimination ability should be an 

important factor in predicting his or her level of reading ability. 

Thus, to test his theory initially, Wepman had to determine 

something about the nature of the relationship between auditory 

discrimination and reading skills; Wepman <1960> employed his own test 

of phonemic auditory discrimination <Wepman, 1958> with first and 

second graders. The Wepman Auditory Discrimination Test consists of 

40 pairs of words presented orally by the examiner; 10 pairs are 

identical and 30 pairs differ only in a single phoneme <e.g., 

pin/pen>. The child's task Is to say whether the words in each pair 
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are the "same" or "different." The test is administered individually. 

Wepman found that those children who performed poorly were, in fact, 

poor readers, and those who performed well were good readers. Wepman 

repeated this study a year later with another sample of first and 

second graders. Again, he discovered that those who failed to 

determine if the words were identical or differed were poor readers 

<Wepman, 1961 >. 

A number of results have been interpreted as further support for 

the relationship between phonemic auditory discrimination skills and 

reading ability <e.g., Deutsch, 1964; Katz & Deutsch, 1967; Oakland, 

1969; Peck, 1977>. They have a! I reported moderate to strong positive 

correlations <.6 to .8> between phonemic auditory discrimination and 

reading achievement in elementary school populations. For example, 

Katz & Deutsch <1967> and Deutsch <1964> used Wepman's assessment to 

determine the auditory discrimination ability of separate samples of 

first graders and discovered that this factor was useful as a 

predictor of word recognition ability in the 2nd grade. Like Wepman 

<1960, 1961>, they could easily differentiate students into the 

categories of potentially good or potentially poor readers based upon 

the knowledge of their auditory discrimination scores. Oakland <1969> 

wanted to extend the score comparisons to include reading 

comprehension. Oakland assessed 60 first graders' auditory 

discrimination ability and examined the relationship between these 

scores and students' current scores on word recogniton and sentence 

comprehension tests. The correlations were strong <r =.7). Peck 

<1977> was interested in determining the nature of the relationships 

of several visual and auditory factors to reading achievement <both 
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recognition and comprehension>. AI I the measures were taken 

concurrently, with first graders as subjects. Along with a strong 

correlation between memory and reading achievement <composite score>, 

Peck also determined a strong relationship between reading achievement 

and her measure of auditory discrimination. It must be noted that 

there are methodological problems with some of these studies. For 

example, Katz and Deutsch <1967> and Deutsch <1964> ran their studies 

on socioeconomically disadvantaged populations. Their results may not 

generalize to others. Further, Oakland <1969) did not control for 

intelligence differences. Because of such problems and because there 

are other studies which only report low correlations <on the order of 

.2 to .4>, some authors do not believe that Wepman's ideas are, as 

yet, empirically subtantiated to any strong degree <e.g., Dykstra, 

1966; Hammill & Larsen, 1974>. 

Perhaps the most opposing opinion to Wepman's is that offered by 

Dykstra <1966>. Upon reviewing the literature, Dkystra discovered 

contradicting results. As he went from study to study, he found 

widely varying values in the degree of correlation between measures of 

reading achievement and auditory discrimination. As a result, he 

conducted his own study to determine the predictive efficacy of each 

of several tests gleaned from the I iterature which purportedly measure 

phonemic auditory discrimination skills <including Wepman's>. Dykstra 

administered these measures at the beginning of the school year to a 

sample of over 600 first graders, and he assessed reading achievement 

<both word recognition and comprehension skills> at the end of the 

school year. He also administered a group test of Intelligence. His 

results indicate that the best variable for predicting reading 
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achievement was general level of intelligence. Yet, alI of the 

auditory discrimination measures also correlated positively with both 

aspects of reading achievement, albeit to a lower degree. Five did, 

however, obtain coefficient levels as high as r =.4. These measures 

included: <1> discrimination between spoken words which do or do not 

begin with identical sounds <e.g., �/ban>, <2> detection of rhyming 

elements at the end of words <e.g., fair/bear> <3> identification of 

the correct pronounciation of words, <4> use of auditory clues with 

context clues to identify unfamiliar words <i.e., having the child 

identify a word [not In the subJect's sight vocabulary] by listening 

to it spoken and by using the known words in the sentence frame>, and 

<5> detection of similarities and differences in final consonant 

rhymes <brag/�--same, thumb/strum--different>. 

Although a coefficient of .4 accounts for only 16% of the total 

variability and correlation does not imply causality, it may be 

sufficient to predict reading ability, especially given that phonemic 

discrimination ski! I Is only considered a contributing factor to 

reading achievement. Guilford <1956> suggests that correlation 

coefficients with a range from .3 to .8 denote the "level of validity 

coefficients usually found for useful predictive instruments in 

psychology and educational practice• (p. 378>, and those ranging 

between .2 and .3 indicate a "definite but small relationship" <p. 

145>. <see also Anastasi, 1982; Garrett, 1954>. Then given that 

Dykstra obtained these coefficient values of +.4 and that the other 

auditory discrimination measures were all within the .2 to .3 range 

<including Wepman's>, he may have overstated his conclusion. Dykstra 

strongly asserted that auditory discrimination, In itself, is probably 
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net a significant facto� in lea�ning to �ead (aee alae Powe�a, 1971; 

Weine�. 1967). Howeve�. othe� �eviewe�s have not been so quick to 

p�esume this. 

In thei� comp�ehensive review of the audito�y pe�ception ski! Is 

lite�atu�e <dating back to the 1930's), Hammil I & La�sen <1974) 

�epo�ted finding audito�y disc�imlnation and �eading achievement 

co��elation coefficients to be of widely va�ying value, also. Unlike 

Dykst�a <1966>, howeve�, their reasoning takes note of the fact that 

the majo�ity of these studies we�e not designed wei I. Fo� example, as 

mentioned above about Oakland <1969>, most studies did not �epo�t 

intelligence. And, as Dykst�a pointed out above, gene�al level of 

intelligence is p�obably a ve�y impo�tant facto� to conside� when 

p�edicting �eading achievement. Mille� and McKenna <1981) have 

co�robo�ated and have indicated that repo�ted co��elations between 

�eading ability and intelligence, gene�ally, have �angedf�om .4 to .9. 

They have, also, indicated that when subjects we�e of ave�age o� 

bette� intelligence, this �elationship has tended to be st�onge� than 

when Intelligence levels we�e low. Conside�ing that RD students a�e of 

ave�age o� bette� intelligence, this facto� must be conside�ed in any 

wo�k conce�ned with predicting �eading ability in this g�oup. Anothe� 

design problem is that many of these studies did not control fo� 

socioeconomic status. I. Taylo� et al. <1983) have pointed out that 

child�en f�om economically disadvantaged backg�ounds have a g�eate� 

tendency to have smaller vocabularies and to use non-standa�d English 

g�amma� than middle- and uppe�-class counte�pa�ts of compa�able 

gene�al intelligence. P�esumably, this is due, p�ima�ily, to a poo�er 

linguistic envi�onment <o� one not well-suited to academic 
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situations>. Finally, Hammill et al. have cautioned that most authors 

devised their own instruments to test phonemic discrimination, ad hoc, 

and the standardized reading achievement tests that they used were 

widely varying in type and scope across studies (i.e., some measured 

only word recognition, vocabulary, or sentence comprehension ski I Is, 

others a combination of ski! Is>. Only a few researchers employed the 

same tests. Such disparity in methodology only hampers efforts at 

comparison of results, making fair evaluation of construct validty 

almost impossible <Aiken, 1979>. Therefore, while Hammill et al. 

prudently advise educators not to depend solely on phonemic 

discrimination measures when making predictions about reading 

achievement or when developing plans for reading instruction, they do 

not discount the possible role of phonemic discrimination in reading. 

They simply caution that Wepman's claims have not been supported 

conslusively. Unfortunately, in her review of the literature 

subsequent to Hammil I et al. <1974>, Harber <1980> concluded that the 

literature was still fraught with the same methodological 

inconsistencies that Hammil I et al. exposed. 

At this point, it must, also, be noted that the focus of the 

literature has not been on testing the validity of Wepman's ideas. 

The research has been primarily involved with investigating the 

reliability of auditory discrimination as a predictor of reading 

ability. And, the studies have been of a correlational nature. 

Correlation does not imply causation. Until design considerations 

such as those discussed are met widely in the literature, clear 

evaluation of the validity of Wepman's contentions wil I only be 

impeded. 
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The lack of conclusive empirical support for Wepman1s position 

has prompted other verbal processing deficit/Inefficiency theorists to 

draw the focus away from perception, per se, and toward the students1 

•awareness• of the structure of language. Recent research has been 

interpreted to support this second line of phonetic research. 

Phonetic Metallnguistic Awareness 

Contemporary research into the linguistic development of children 

has become increasingly concerned with their ability to reflect upon 

the structure and function of language. With such ability, the child 

can treat language, itself, as an object of thought. This is opposed 

to its simply being used, Implicitly, to comprehend and produce words 

and sentences. Metalinguistlc ability emerges during early childhood 

and comes in many forms. Evidence of metallnguistic awareness 

includes: the appreciation of puns <Read, 1978>, the ability to judge 

whether a sentence is grammatically correct <Carr, 1979>, the ability 

to segment sentences into words <Tunmer & Herriman, 1983>, and the 

ability to segment words Into phonetic constituents <e.g.,!. Liberman, 

Shankweiler, Fischer, & B. Carter, 1974; I. Liberman, Shankweiler, A. 

Liberman, Fowler, & Fischer, 1977; Shankweiler, I. Liberman, Mark, 

Fowler & Fisher, 1979>. 

The present focus is on the phonetic level of language. Being 

able to segment words into their component sounds presupposes an 

awareness of the phonetic structure of words. As Shankweiler et al. 

<1979> explain, this is no mean task because such boundaries are not 

clearly marked acoustically In the speech signal. Phonetic segments 

are often coarticulated; many times a consonant will be merged with a 

vowel. For example the word bag has three phonetic segments but only 
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phonetic constituents the person, first, must know that such things 

exist. 
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The English alphabet is not perfectly representative of alI the 

speech sounds of English <there are roughly 44 phonemes and only 26 

letters>. And, there is evidence that alphabetically written words 

may be learned to be recognized by overall shape <as do learners of 

logographies, such as Japanese kanji or Chinese> <Guttentag, 1981; 

Tzeng & Hung, 1980>. Such words may also be learned to be recognized 

by visual analogy to words with which the reader is already familiar 

<Massaro & G. Taylor, 1980; Treiman, 1984>. However, as Mann and I. 

Liberman <1984> have pointed out such visual association strategies, 

alone, are relatively ineffective when the reader encounters a totally 

unfamiliar word. 

Spelling-sound correspondence. Thus, taking into consideration 

that a completely visual reading system would be ineffective under 

such circumstances, interest in phonetic-level metalinguistic 

abilities, such as phonemic segmentation, has grown. In conjunction 

with this, theorists have invoked the idea that acquisition of 

spelling-sound correspondence <SSC> rules provides an important key 

for reading in decoding <I .e., identifying or recognizing> written 

words in an alphabetic writing system. 

Several researchers have reasoned that if the reader can employ 

both aural and visual coding strategies, he or she has a real chance 

of correctly identifying any word, even a totally unfamiliar one. For 

example, I. Liberman and Shankweiler (1979> have proposed that, in 

order to learn sse rules, the student must realize that words are 
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composed of syl !abies and, more kmportantly, that syl !abies are 

composed of letters. Further, they have contended that the student's 

knowledge of speech sounds must become explicit if he or she is to 

develop ease in relating varying combinations of written letters to 

their sound counterparts. With such knowledge, the reader is able to 

acquire sse rules and apply them in the strategy of •sounding-out• 

<either aloud or silently> each letter <or group of letters>. When 

confronted with an unfamiliar word, the reader equipped with sse rule 

knowledge can decipher it by combining the sounds (phonemic 

representations> of the letters to form the target word <or some 

phonemically similar identification>. By extension, readers, who for 

whatever reason, cannot access or who fail to employ phonemic 

strategies effectively, are believed to be relatively insensitive to 

the phonemic structure of spoken language and, thus, inefficient in 

word decoding <Ehri & Wilce, 1983; Manis & Morrison, 1985; I. Taylor 

et al ., 1983; Treiman & Baron 1981; Vellutino, 1978>. 

Several studies serve to document that many disabled readers 

experience greater difficulty than do non-disabled readers in learning 

phonics--learning to map the phonemic structure of spoken language 

onto graphemic counterparts <Calfee, 1982; Gleitman & Rozin, 1977; 

Jorm, 1981; Kochnower, Richardson, & Di Benedetto, 1983; Rozin & 

Gleitman, 1977; Shankweiler & I. Liberman, 1976; Snowling, 1980; 

Stanovich, 1982>. And, Baron and Strawson <1976> report that this is 

the case even when an artificial alphabet is used as visual stimuli. 

Further, support for the idea that disabled readers have 

difficulty in using <SSC> rules has come from studies which employed 

nonword letter strings <e.g., lux, shum, cral, briw> rather than real 
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words, as visual stimuli. Nonwords were used with the general 

reasoning being that, because such stimulus items could not have been 

taught to be recognized visually prior to the study, the subjects 

would have to rely on •sounding-out.• This, in turn, relies on the 

ability to use spelling-sound correspondence rules. The studies have 

indicated that whether the subjects were asked to read, pronounce, or 

spell nonwords, the responses of RD students were comprised of 

significantly more errors than were the responses of NRD counterparts 

<Calfee, Venezky, & Chapman, 1969; Ehri et al ., 1983; Firth, 1972; 

Hogaboam & Perfetti, 1978; Perfetti & Hogaboam, 1975; Siegel, 1985>. 

Also, because the contention is that attempting to decode 

unfamiliar words may involve the reader joining together component 

phonemic representations, a number of reserchers have required 

subjects to try to identify, as real words, strings of individual 

phonemes, presented aurally <e.g., Calfee, 1982; Fox & Routh, 1975; 

Hardy, Stennett, & Smythe, 1973). For example, the subject may be 

presented with the string 1£, �· �· �1, with each phoneme distinct; 

then he or she is expected to identify the string as the word paint 

<or e.g., 1�.�. �. Bl as button, etc.>. With this method, disabled 

readers, again, performed significantly worse than non-disabled 

readers. And, Calfee <1982> reports that his sample of disabled 

readers remained inferior on such tasks even through the sixth grade 

<the highest grade studied>. 

Thus, collectively, there is a body of evidence which points to 

disabled readers having difficulty in learning sse rules. 

Unfortunately, despite several years� Investigations <as with 

reading disabilities, in general>, there is not, as yet, a definitive 
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answer as to the possible cause<s> of such deficiencies. However, in 

concert with the spelling studies addressing reading group differences 

in sse performance, there are several investigations which examine the 

supposedly more fundamental problem: groups differences in phonemic 

sensitivity <Manis et al ., 1985>. 

Phonemic sensitivity. As discussed earlier, to acquire SSC rules 

one factor that has appeared to be important is that the student must 

be aware of the phonemes which compose words. Students who are 

relatively insensitive to the structure of spoken language are 

believed to be at a disadvantage when they must attempt to relate 

sound to letter or letter combinations <e.g., I. Liberman et al ., 

1977; Shanweiler et al ., 1979; Treiman et al ., 1981>. A number of 

authors have argued that in order to learn such correspondences, 

children must acquire the ability to analyze spoken words into 

phonemes. In an early study, I. Liberman et al. <1974> compared 

nursery school, kindergarten, and first grade students on their 

ability to tap out the number of syllables and of phonemes within 

words. Their results indicated that the detection of the number of 

syllables was an easier task than detection of the number of phonemes 

and that ski! I for the latter increased with age. Further, 

cross-sectional and longitudinal studies have revealed that phonemic 

segmentation ski! I is highly associated with achievement on 

standardized reading tests, especially during the early school years 

<Calfee, P. Lindamood, & C. Lindamood, 1973; Fox et a!., 1975; 

Helfgott, 1976; I. Liberman et al ., 1974; Treiman et al ., 1981; 

Zifcak, 1976}. 

The general hypothesis that has been put forward to explain 
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disabled readers' apparent relative insensitivity is that RD students 

are, somehow, less efficient than NRD students in the phonetic-coding 

of information into short-term Cor working> memory CVel lutino, 1979: 

I. Taylor et al., 1983>. 

Several authors have suggested that many RD students who are 

defined as disabled because of poor word decoding skills are somehow 

impaired in their ability to retain ful 1 phonetic representation of 

the sounds of speech Ce.g., Brady et al ., 1983; Mann, Shankwei ler, & 

S. Smith, 1984; Olson, Kl iegl, Davidson, & Foltz, 1985; Shankwei ler et 

al ., 1976>. 

Generally, such investigators have speculated that the NRD 

student initially learns SSCs for letters and builds on this 

information by learning how the sounds of letters change according to 

word context. They have reasoned that the reader may, then, use this 

knowledge to help decipher unfamiliar words. 

Thus, they have characterized the NRD student as taking the 

phonetic representation that he or she has gleaned from 1 istening to a 

spoken letter, as referring to the information that is stored in 

long-term memory CLTM> concerning whether the sound that is heard is 

an acceptable language sound, and as, thereby, translating the 

phonetic representation into a phoneme. Then, the student stores the 

phoneme in short-term memory CSTM>, where it can be associated with 

its visual counterpart--the grapheme. The phoneme-grapheme 

association, then, becomes stored in LTM for future reference. As the 

student learns more about how the sounds of letters can vary given 

changes in context Ce.g., how the letter£ dounds differently within 

the words celery, calorie, and church>, this information is also 
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stored in association with the letters. Thus, these authors have 

contended that in the NRD reader who has learned the grapheme-phoneme 

correspondences fully, decoding by letter-sound <"sounding-out"> 

analysis becomes a viable strategy. 

However, if for some reason the student's phonetic codes are of a weak 

or degraded nature, efforts at translating them into phonemes would be 

hampered. And, the authors have posited that it is this difficulty in 

constructing phonemes for association with graphemes which serves to 

retard the learning of SSCs. 

Phonetic Coding and Reading Comprehension 

Although they have not discounted the importance of such factors 

as level of attention and prior knowledge of subject matter, several 

reading comprehension authors have also looked to possible problems 

with phonetic coding to help explain reading group differences in the 

comprehension of connected prose. Specifically, in tandem with the 

sse authors, previously noted, they, too, have reasoned that if the 

reader is a poor word decoder by reason of weak phonetic coding and, 

thus, posessing little spelling-sound knowledge, he or she may have 

difficulty in deciphering unfamiliar words. To the extent that these 

are key words to the meaning of the passage, comprehension falters. A 

separate branch of comprehension theorists also have looked to a 

possible role of phonetic coding in retaining words in STM so that 

specifics of the passage are available to the reader. 

Several reading theorists have noted that the reader may attempt 

to use contextual cue strategies--not just spelling-sound knowledge 

<Goodman, 1968>. For example, if an article precedes a word, the 

reader can, at least, presume that It is a noun, and if he or she 
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knows the general gist of the passage <or paragraph, etc.), this may 

narrow down the choice of possible candidates. But, as Ellis <1984) 

and Vel lutino <1978, 1979> have explained, such strategies are 

inefficient when compared to the use of SSCs. Thus, even though the 

reader may know, for example, that the word is a noun and that the 

general gist concerns a car accident, the list of possible candidates 

for the unknown word is stilI quite large. However, if the reader 

•sounds-out• the word, that list of possibilities becomes narrowed 

down to the correct word or one closely approximating it phonetically. 

Then, the reader can use contextual cues to decide among the 

candidates. Thus, use of SSCs in conjunction with contextual cues can 

provide the reader with an efficient strategy system for decoding 

unfamiliar words in text. Because the use of spelling-sound knowledge 

within this system may narrow down the choices so efficiently, these 

authors have speculated that the student who does not have this 

knowledge is at a distinct disadvantage when trying to read texts 

containing words which are unfamiliar by sight. 

Other authors, also, have focused on the role of phonetic coding 

in r�ading comprehension. But, unlike the above authors, they have 

looked to its use to store linguistic stimuli in STM. Focus on this 

has come about, primarily, because of a consistent finding that has 

been reported in the literature. As has been found with NRD students 

<Mitchel I, 1982>, several studies have revealed that many disabled 

readers show no impairment in retaining the global meaning <i.e., 

general gist> of a passage <Benger, 1975; Straub, 1976>, but unlike 

non-disabled readers, they tend not to retain specific details of the 

text, such as grammatical markers of tense and number, nor to recall 
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word strings verbatim, when required to do so <Byrne, 1981; Golinkoff 

& Rosinski, 1976; Perfetti, Finger, & Hogaboam, 1977; Perfetti et al . , 

1978; Satz, et al . ,  1978; F. Smith, 1967; Waller, 1976). Also, this 

pattern of results has been reported for students in kindergarten and 

the early as well as later elementary grades <Lovett, 1979>. 

Although the reader <unlike the I istener) may glance back over a 

passage in order to refresh the memory, several theorists have pointed 

out that in order to read with any real effectiveness, the reader 

cannot be continually retracking the text. <For a review of the 

issues involved in defining reading efficiency, see Ellis, 1984, I. 

Taylor et al . ,  1983, and Underwood, 1985>. They have postulated that 

the comprehension of connected prose <whether written or spoken> 

requires that the reader <or listener) keep track of incoming 

propositions in such a manner that the exact wording can be maintained 

until it can be assimilated into higher-order units of meaning. And, 

for that purpose, they have speculated that phonetic coding may 

provide the reader with a useful strategy for retaining linguistic 

information in STM <Baron, 1977; Barron 1978, 1981; Kintsch & van 

Dijk, 1978; Kleiman, 1975; Levy, 1975; P. Smith & Baker, 1976>. 

Further, they have likened the reader's phonetic coding of the visual 

representation of language to both reading and listening to the text; 

they have posited that by employing both visual and speech codes, the 

reader can obtain two chances to decipher and retain the material 

<Slowiacek & Clifton 1980>. 

Therefore, given that both reading comprehension and word 

decoding theorists have hypothesized that phonetic coding may provide 

a valuable aid to readers, one might expect to find evidence of its 
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greate� use by NRD than RD students. What empi�ical suppo�t is the�e 

to� the p�esence of phonetic codtng in no�mal �eade�s and fo� �eading 

group differences in its use? 

Phonetic Coding: Empirical Evidence 

Resea�ch from several types of studies has provided evidence of 

normal, adult readers employing phonetic coding with visually and 

aurally presented I inguistic stimuli <e.g., letters, words, 

sentences>. The results of seve�al early memory experiments are what 

have provided the primary rationale for a widely used means of 

empirically examining coding differences between RD and NRD students. 

Studies which have used a methodology that relied upon the phenomenon 

of phonemic confusabilty when they explored children's coding of 

linguistic material have shown that disabled readers tend not to �ely 

on phonetic coding as much as do non-disabled readers. Yet, it must 

be noted that in some studies which have compared reading groups 

composed of older subjects <i.e., 9 years and older>, the pattern of 

results has differed from that when younger students have served as 

subjects. Recent �esearchers have offered two possible explanations 

for this. 

Evidence of adults' sensitivity to phonetic form. As alluded to, 

the results of several studies have evidenced the influence of 

phonetic coding in normal, adult, �eaders. What follows is a sampling 

from dozens of Investigations in the literature. 

For example, Spoehr <1974> found that when subjects we�e requi�ed 

to immediately �ecognize tachistoscopically presented words their 

accuracy decreased signflcantly as the phoneme and syllable length 

increased, holding word length constant. Such a result was unexpected 
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because In words with more syl !abies there is usually more 

vowel-consonant alternation, and this was expected to make the words 

more recognizable, not less. In a similar vein, Erickson, Pol Jack, 

and Montague <1970> discovered that their readers took longer to 

recognize printed words whose sounds contained more syl Jables than 

words of Identical grapheme length but fewer syl Jables <see also 

Klapp, 1974; Pynte, 1978>. 

Also, in studies which employed Jetter cancellation tasks, if the 

target occurred in an accented syllable, It was more likely to be 

detected than if it occurred In an unaccented one, no matter what its 

location in the word <Drenowski & Healy, 1982; Hatch, Polin, & Part, 

1974; P. Smith & Groat, 1979). This Implied that the subjects were 

attending to the sounds of the targets, not just their visual 

features. Further, in such studies, profoundly deaf groups have 

tended not to miss silent� <e.g., in words such as fine, stove, name> 

as much as did hearing and hearing impaired groups <Chen, 1976). And, 

Locke <1978> reported the same results using other silent letters. 

Jac obson <1976> required subjects to try to name words presented 

tachistoscopically when the words were masked by other words presented 

immediately afterward. The target words were strongly masked by 

homophonic distractors <i.e., words which sounded similar to the 

targets--e.g., sew with so and too with threw> but not by semantically 

related words <e.g., play, pitched). And, in a recent study, Salame 

and Baddeley <1982> required their subjects to recall a string of 9 

digits presented visually in sequence on computer display while 

hearing but not attending to spoken words. The words interfered with 

the recal I of the digit sequence and more strongly so if they were 
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phonemical ly �elated to the digits <e.g., ton fo� one, � fo� two, 

tee fo� th�ee> than if they we�e not <e.g., jelly, tennis, ball>. 

This sequence �ecall pe�fo�mance dlffe�ence lends suppo�t to the idea 

that the subjects may be using phonetic coding to hold the visual 

input ve�batim. When the phonetic coding is dis�upted (p�esumably 

because of the phonemical ly simila� input>, the exact o�de�ing of the 

digits is lost, even though both �oups �etained the individual items 

equally. 

To t�y to tap into sentence p�ocessing, P. Cunningham and J. 

Cunningham <1978> used a passage about six fish. In one condition the 

names within the passage we�e p�onounceable <e.g., doffit, mintex> and 

in the second condition thei� names we�e unp�onounceable <e.g., 

dfofti, mnitxe>. The subjects who had the p�onounceable names 

silently �ead the passage signficantly taste� than did the subjects in 

the othe� g�oup. Afte� �eading, the subjects had to indicate the 

pa�ticula� fish who had ce�tain t�aits desc�ibed in the passage. The 

fo�me� �oup pe�fo�med bette� on this comp�ehension-�ecall test, also. 

Fu�the�, othe� �esea�che�s examining sentence p�ocesssing have 

employed a technique known as concu��ent a�ticulation in o�de� to 

dis�upt phonetic coding and to obse�ve the �esulting effect on 

comp�ehension. The effects of concu��ent a�ticulation we�e fi�st 

�epo�ted in Pintne� <1913>. Pintne� �equi�ed subjects to continually 

�epeat i��elevant wo�ds while �eading. He discove�ed that �eading was 

impai�ed at fi�st. But, afte� p�actice, the effect diminished. 

Bea�ing in mind the p�actice effect noted in Plntne�'s study, seve�al 

�ecent autho�s have employed concu��ent a�tlculation methods and found 

suppo�t fo� the idea that phonetic coding aids comp�ehension by 
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retaining the specific I inguistic elements of a passage. 

For example, Levy <1978) discovered that concurrent articulation 

adversely affected his subjects' detection of specific word changes in 

sentences. In a related study, Baddeley, Eldridge, and Lewis (1981) 

found that overt counting increased the chances that subjects would 

miss the anomalous word in the following complex sentence: "She 

doesn't mind going to the dentist to have fillings, but doesn't like 

the rent when he gives her the injection at the beginning• <p. 445). 

However, such counting did not interfere with the avera! I 

comprehension of the gist of normal sentences. Baddeley et al. <1981) 

also required a group of subjects to tap on a table while they were 

reading. The concurrent tapping had no ill effect. This finding lead 

these authors to conclude that concurrent articulation is detrimental 

because it involves speech coding rather than simply because it is a 

concurrent task <see also Slowiacek et al ., 1980; Levy, 1975>. 

Finally, although spel I ing and reading are believed to be 

different tasks, several authors have thought of them as requiring 

many of the same processing resources <ElI is, 1984; Frith, 1980; I. 

Taylor et a! . •  1983; Vel lutino, 1979>. And, several researchers have 

used misspellings as a means of tapping phonetic processing in 

readers. For example, MacKay <1968> required subjects to search 

through a prose passage for words spelled incorrectly. Some were 

misspelled in a phonemically compatible way (e.g., "hurd for heard) 

and others were phonemical ly incompatible <e.g., "borst" for burst>; 

the subjects were more likely to detect the phonemical ly incompatible 

errors. Further, researchers have reported evidence of readers' 

written misspellings being phonemical ly constrained. Sears (1969) 
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examined the spel I ing errors identified by the publications department 

of an aerospace company. Of more than 100 errors, over 92% Yere 

phonemic <e.g., "priar" for prior and "murge" for merge). The author 

concluded from this that engineers spell "acoustical! y." But, 

non-engineers also tend to make such phonemically similar errors, as 

wei I <Alper, \942; Barro�. 1980; Bryant & Bradley, 1980; Doctor, 1973; 

Frith, 1979; Plessas, 1963). Also, I. Taylor et al. <1983> have 

reported that Japanese pub! ications in English sometimes have 

misspellings in which there are l-to-r substitutions <e.g., "crub" for 

club), reflecting Japanese speech in which these English phonemes are 

not distinguished. 

Although, collectively, the above studies strongly indicate that 

normal, adult readers are influenced by the sounds <or phonemic 

representations> of written �ords, thus far, investigations of the 

following type have been the most influential to the study of phonetic 

coding in disabled readers. 

Phonemic confusability: Adult results. Based upon examination 

of the errors of normal, �dult subjects in immediate recall tasks, a 

number of researchers have inferred that phonetic representation 

serves memorial processing <Baddeley, 1966, 1968, 1970; Conrad, 1963, 

1964, 1971, 1972; Conrad, Freeman, & Hul I, 1965; Conrad & Hul 1, 1964: 

Dornic, 1947; Estes, 1973; Hintzman, 1967, 1969; Sperling, 1963; 

Wlckelgren, 1965). Within this series of investigations, the subjects 

had to recal 1 briefly presented lists of 1 lnguistic stimuli. When 

they made errors, their confusions tended to be phonemical ly, not 

visually, related to the target item. For example, Conrad (1964> 

visually presented to col lege students lists of six letters from a 
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vocabulary of the following: �. �. _f, :!'· '!._, 1_, ]:!, B_, �. and�· And, 

as have such normal, adult readers in later studies, Conrad's subjects 

made errors which tended to rhyme with, rather than visually resemble, 

the missed target items <e.g., Lor� would be recalled for C but tend 

not to be recalled for F>. Conrad termed this type of error one of 

phonemic confusability. 

In studies subsequent to Conrad <1964>, it did not matter whether 

the information was in the form of letters, syllable, words, 

logographs, or readily labelable plctues <of concrete objects, 

animals, or people>, or whether the stimuli were presented visually or 

aurally. Consistently, researchers have reported that confusions in 

recal I were greater when the items were phonemically similar <i.e., 

rhyme> than when the similarity was visual or semantic <Baddeley, 

1966, 1979; Conrad, 1972; Conrad et al ., 1964; Erickson et al ., 1977; 

Tzeng, Hung, & Wang, 1977>. Consequently, such findings suggest that 

adult perceivers have so strong a tendency to code linguistic 

information in a phonetic form that they continue to do so even when 

it penalizes their recall, and, further, that phonetic coding is a 

widely applicable strategy for storing any information that can be 

linguistically processed. Thus, the phenomenon of phonemic 

confusability has been considered by many researchers to be a reliable 

means of indicating the presence of phonetic coding and, therefore, to 

be a possible key to examining reading group differences. 

Phonemic confusability: Results with young students. In an 

initial attempt to determine if coding differences exist between 

disabled <"poor"> and non-disabled <"superior"> readers, I. Liberman 

et al. <1977> employed a procedure with 2nd-grade students based upon 
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the findings reported in Conrad <1964>. The chi ldren/s reading groups 

were compared on their immediate recal I of I ists of letters which 

either rhymed or did not. The results of the study indicated that 

their young NRD students resembled adults in that their recal I was 

strongly affected by rhyme (i.e., phonemic confusabil ity), while the 

RD students experienced no difference in recal I between the rhyming 

and non-rhyming conditions. Also, even though the non-disabled 

readers recalled fewer letters correctly under the rhyming condition 

than they did under the non-rhyming condition, their performance was 

better, even in the rhyming condition, than was that of disabled 

readers in either condition. 

The results of this investigation have provided impetus for a 

series of experiments with primary school students comparing RD and 

NRD subjects/ phonetic coding using the phonemic confusabi lity effect. 

These experiments have replicated and extended the I. Liberman et al. 

<1977) findings under a variety of conditions: when memory was tested 

by recognition as wei I as recal I <e.g., Byrne et al ., 1979; Mark et 

al ., 1977), when the items were presented visually or aurally <e.g., 

Brady et al ., 1983; Shankweiler et al ., 1979>, and when the items were 

nonsense syl !abies <e.g., I. Liberman et al ., 1982; Perfetti et al., 

1976), words <e.g., Mark, Shankweiler, I. Liberman, & Fowler, 1977>, 

word strings or sentences <e.g., Barron, 1977; Mann, I. Liberman, & 

Shankweiler, 1980; Wiig et al ., 1980). Such consistent findings 

provide considerable support for the idea of reading group differences 

in phonemic confusability and, to the extend that phonemic 

confusabi I ity is related to phonetic coding, to group differences in 

the use of phonetic coding. Of important note here, however, is that 
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a few phonemic confusabi lity studies using older students as subjects 

have revealed a different pattern of results. 

Phonemic confusability: Results with older students. In 

contrast with the results of the above studies dealing with phonemic 

confusability and young readers, several, recent studies have revealed 

that rhyming may differential Jy impair the retention of linguistic 

stimuli by older students. For example, Siegel and Linder <1984> 

found that their older disabled readers <ages 9 to 14 years> showed 

sensitivity to phonemic confusability in their recal I of auditorial ly 

and visually presented letters. Their confusions were on par with NRD 

age-mates. Bisanz, Das, and Mancini <1984> have also reported the 

effect in 6th-grade students under conditions of delayed recall. And, 

Olson, Davidson, Kliegl, & Davies <1984> have employed a recognition 

task with their subjects <mean age 15.4 years> and achieved similar 

results. 

Such findings have called into question whether phonemic 

confusabilty reading group differences and, perhaps, phonetic coding 

differences continue into adolescence. Even though this is a question 

which is stilI open to much speculation <and with little data> <Bisanz 

et al ., 1984; Manis et al ., 1985; Siegel, 1985; Wolford, 1985>, two 

general positions have been offered to account for the present 

results. 

The more parsimonious explanation is that older reading groups 

really do not differ in phonetic coding ability <as assessed by 

phonemic confusability measures> <Johnston, 1982; Siegel, 1985>. 

These authors have discussed this position in terms of the 

developmental delay <lag> hypothesis. Here the RD student is seen as 
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being on a � . albeit slower, course of cognitive development. 

Thus, whatever the underlying cause of the delay, these theorists do 

not believe that it is a permanently disabling abnormality Ce.g., 

Benger, 1968; Lerner, 1981>. John�n and Siegel have posited that by 

the time RD students reach adolescence, many of them may have "caught 

up• with age-mates. 

Olson et al. <1985> have advanced the second explanation. They 

have proposed that one does not have to conclude from the above nul I 

results that there is no difference between the phonetic coding of 

these older groups of readers. Such a position is in agreement with 

the general, phonetic coding inefficiency hypothesis discussed 

earlier. Olson et al. have made this assumption based upon close 

examination of the results of their own study with older students. 

They discovered that their disabled readers were affected by rhyme 

even more than the non-disabled readers were. These authors have 

reasoned that such results imply that the phonetic coding ability of 

the older readers may be better than that of younger RD pupils but 

still not quite as efficient as that of NRD age-mates. 

It should be noted that, despite their differences, both 

positions point to improvement in the older RD students' phonetic 

coding. Cross-sectionally sampling NRD students ranging in age from 

5- to 11-years, Conrad <1971> has indicated that there may be a 

tendency toward greater use of phonetic coding with age. In Conrad's 

sample at age 11, it became the primary form of coding linguistic 

material. This information combined with the phonetic coding data on 

NRD adults, discussed earlier, indicates that the the more mature 

coding form may be phonetic. Thus, the evidence of use of phonetic 
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coding in older RD students may not simply signal a change in type of 

coding strategy, but a compensatory change. Given this, both of the 

above explanations allow for the role of compensation with age. At 

this point, neither the position of Olson et al. or Johnston and 

Siegel has been sufficiently researched to warrant pursuing one to the 

exclusion of the other. And, the nature of the development of the 

compensation is· unknown. 

The majority of all studies concerned with reading disabilities 

have been done with the •traditional" design. This design only 

compares RD versus NRD age-mates <Backman, Mamen, Ferguson, 1984>. 

However, it must be noted that such a design would not be appropriate 

to test the developmental lag hypothesis. If RD students are on a 

normal course of development, just slower than normal, then they 

should show some similarities to younger students in those cognitive 

ski I Is involved in reading. Most of the available studies examining 

RD versus NRD students have defined their RD population as being at 

least two years behind age-mates. Thus, a starting point in 

empirically examining both positions would involve researchers 

incorporating in their studies reading level controls who are at least 

two years younger than the RD subjects. Also, in order to explore the 

idea of Olson et al. <1985> that RD and NRD students remain 

qualitatively different in performance, age-mates must also be 

included. This would allow for analysis of the types of responses 

made by age-mates. Including age-mates also allows for comparison of 

the tested ability (i.e., phonemic confusability> across two reading 

levels of NRD students. Although this is a cross-sectional sampling, 

just as Conrad <1971>, it may give some insight into what constitutes 



39 

•normal" development of this and other reading-related ski! Is in the 

school years. 

Speculated Underlying Causes 

As indicated earlier, the spelling-sound and reading 

comprehension theorists have pointed to weak phonetic coding in RD 

students or their failure to use it, but they have not focused on what 

may cause the "weakness.• What may limit the RD student's performance 

on tasks requiring phonetic processing? Recently, three ideas have 

been offered in the literature as possible sources of the problem. 

Several investigators, interested in describing problems of 

learning disabled children, have come to focus on memory ski! Is as an 

area of potential deficit <e.g., Baddeley & Hitch, 1974; Bauer, 1977; 

Torgesen & Goldman, 1977; Torgesen & Houck, 1980>. 

STM capacity. In keeping with this, the first position offered 

to account for phonetic coding differences postulates differences in 

STM capacity between reading groups. Naidoo <1970> and Miles and 

Miles <1977> have reported that reading ability is related to memory 

span in ordered recall tasks. Accordingly, Baddeley and associates 

have proposed that RD students may have a smaller STM capacity than 

NRD age-mates <Baddeley et al ., 1974; Baddeley & Lewis, 1981>. They, 

along with others <Case, 1978; Daneman & Carpenter, 1980; Daneman, 

Carpenter, & Just, 1982>, conceive of STM as •working memory" and 

consider it to be a site for executing processes as wei I as for 

storing the products of these processes. These functions compete for 

shared limited capacity. Given such a system, less efficient 

processes must decrease the amount of additional information that can 

be mantained in working memory. It is along these I ines that Baddeley 
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verbal processing. 
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They have proposed the existence of a storing mechanism, termed 

the articulatory loop. It serves to maintain phonemically encodable 

material through subvocal rehearsal until the sounds can be blended by 

the second proposed component of working memory, the executive system. 

The executive system also serves to retrieve the item's meaning from 

long-term storage and to integrate items into higher-order units such 

as words, phrases, and sentences. 

As empirical support for their articulatory loop storage system, 

Baddeley and associates have cited the previously noted effects of 

concurrent articulation. They have also pointed to a discovered 

tendency for the memory span of adult, normal readers to decrease as 

the length of words to be recalled increases <Baddeley, Thompson & 

Buchanan, 1975>. Baddeley et al. <1975> found that this word length 

effect strongly related to the physical spoken duration of the items. 

In this study, words which can be articulated quickly <e.g., cricket, 

bishop) had a greater chance of being recalled than did words which 

take longer to speak (e.g., Friday, cyclone). This suggested to 

Baddeley et al. <1981) that the articulatory loop is time-based. From 

work with adult, normal readers, Baddeley et al. (1981) estimated it 

to be capable of holding the amount of information which can be 

articulated in 2 seconds. 

Information can be lost from working memory through decay or 

displacement. Decay occurs over time if the information is not 

actively maintained <e.g., through rehearsal> <Collins & Loftus, 1975; 

Reitsma, 1974>. Displacement occurs if additional items are 
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capacity is exceeded <Daneman & Just, 1980). One way to account 
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for this is to view storage as also requiring some processing. If 

aperson is too involved in other processes <e.g., encoding) to do 

adequate maintenance processing, he or she may lose the stored 

information. Also, the processes in a demanding operation may 

generate intermediate products that displace the stored information. 

This is detrimental to the reading process. If working memory 

contains insufficient information, then subsequent processing wil I not 

be optimal. For example, if the reader encounters a pronoun, but the 

antecedent is no longer available in working memory, he or she will 

have to search LTM, make an inference, or fai I to I ink the pronoun at 

that point in the text <Daneman et al ., 1982). 

With these limitations to working memory in mind, Baddeley and 

associates have characterized RD students as being slower than NRD 

students in encoding verbal information In memory. Because the 

articulatory loop can only maintain items for a limited amount of 

time, new items may displace the old or the old may decay before they 

are fully integrated and comprehended. As yet, they have not directly 

tested this position, but they have made reference to many of the 

studies of phonemic confusability comparing young RD and NRD students. 

They also have noted findings that RD students score poorer than 

same-age controls on the Digit Span subtest of the Wechsler 

Intel I igence Scale for Children and on lists longer than normally 

encountered on this test <Sent & Freund!, 1972). However, it must be 

noted that these results are not conclusive. For example, Guyer and 

Friedman <1975) and Hunt, Frost,and Lunneborg <1973) have failed to 
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find reading group differences on such digit span tasks. 

Thus, current empirical support for this position is insufficient 

to draw any firm conclusions. Given no direct test of the hypothesis, 

simply making reference to phonemic confusabil ity differences does not 

establish that reading group differences are due to differences in 

speed of encoding. 

Memory strategies. The second available explanation serves to 

cal I the first into question, as wei I. Torgesen and colleagues have 

focused not on capacity differences between reading groups but on 

strategies for maintaining information in working memory <Torgesen et 

al ., 1977; Torgesen et al ., 1980>. As the limited capacity hypothesis 

would predict, the Torgesen et al. (1977> RD subjects scored worse 

than age-mates in a delayed serial recal I task. And, the RD students 

rehearsed less than did the controls during the delay interval. Yet, 

in stark contrast with Baddeley's ideas, both rehearsal and recal I 

differences disappeared when the groups were trained in the use of 

verbal rehearsal. 

Torgesen <1977> has characterized the learning disabled student 

as experiencing difficulties in the •management" of working memory, 

not as having a STM with smaller capacity. In Torgesen's 

conceptualizations, the RD student lacks a general awareness of his or 

her own cognitive processes <Torgesen, 1980>. He has proposed that 

they are "inactive" learners; they have an in�bility or a lack of 

inclination to adopt task-appropriate mnemonic verbal strategies 

<e.g., rehearsal, labeling, and sentence elaboration> <Wong, 1980>. 

The effect of training in this study is striking. It may 

preclude the idea of RD students having a smaller working memory 
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capacity, at least in as much as it can be remedied by appropriate 

mnemonic strategies. Subsequent, related research has supported the 

position that reading group differences are of performance and not 

ability. They, too, have shown that strategy training can eliminate 

group recal I differences. When RD students have been made aware of 

strategies their age-mates already know how to use to help organize 

items in working memory, reading group differences in recall have 

disappeared. For example, Dallago and Moely <1980> successfully 

trained their 9 to 11 year old male subjects to semantically relate 

items. And, Miller <1982> discovered that categorization training on 

cued recal I tasks eliminated reading group differences in her 12 to 18 

year olds. As well as lending support to the strategy position, such 

results also point to strategy training's remediational value 

Speech perception. The third explanation offered does not 

address the above arguments concerned with memory capacity or strategy 

differences, per se. Its focus, instead, is on possible reading group 

differences in speech perception. The general reasoning is that if 

the child has a deficit in perceiving the sounds of speech, he or she 

will not have accurate phonetic representations of those sounds to 

facilitate reading <Brady et al ., 1983; Godfrey, Syrdai-Lasky, Mil lay, 

& Knox, 1981). As support, these authors have pointed to the 

available empirical evidence which has strongly indicated a RD versus 

NRD phonetic (speech sound> coding difference. Particularly, they 

have focused on the fact that the reading group difference remained no 

matter whether the items were presented visually or aurally <e.g., Fox 

et al ., 1975; Hardy et al ., 1973; Shankweiler, et al ., 1979>. This 

work has provided support for the idea that RD subjects have 
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difficulty with phonetic coding apart from its conversion or receding 

from print. This finding combined with the earlier clinical data 

hinting of a I ink between difficulties with spoken and written 

language, has provided sufficient cause for researchers to begin to 

investigate speech perception abilities In RD students <Brady et al., 

1983; Godfrey et al., 1981). 

Godfrey et al. and Brady et al. employed different methods, yet 

both discovered reading group differences. Godfrey and associates 

employed synthetic speech signals in a categorical perception task. 

To do this, they varied a single acoustic cue at a time to determine 

the discriminability of the change and its effect on the perceived 

identity of the stimulus as one phoneme or the other <ba vs. da; da 

vs. ga). Unlike Wepman's <1958) test this method of presentation 

allowed for precise computer control of the stimulus properties 

without the variability introduced with natural human speech. With 

this method, Godfrey and associates discovered that RD students 

differed from NRD age-mates <10 year aids) in both identification of 

phonemes and in detection of acoustic changes. The RD students were 

less consistent in their identification of stimuli and changed more 

gradually from one phonetic category to another than NRD counterparts. 

In their speech perception test, Brady et al. <1983) required 

8-year-olds to repeat each of 48 words presented via recorded human 

voice. Rather than the precise control of a speech synthesizer, the 

recording, here, allowed for the elimination of variability in 

production over presentations. Using an actual human voice also made 

for more ecologically valid listening conditions than using a 

synthesizer. Also, the selection of item type also provided some 
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control. For example, words were grouped according to phonetic 

composition <words beginning with stop consonants. fricatives, or 

affricates>. And, the words were divided into high and low frequency 

words <based upon occurrence in children's I iterature). Subjects 

listened to the words under masked and unmasked conditions. Also, the 

subjects listened to a tape of environmental sounds again with white 

noise and without to determine if there were perceptual differences 

specific to speech or to some more general auditory processing 

deficit. This condition further served to determine effects of 

reading group differences in attention. 

Although both reading groups suffered a detrimental effect of 

white noise on perception, the effect of degraded signal was 

significantly worse for the RD students. There was no group 

difference without masking. The high and low frequency words were 

employed as a means of determining whether differences between groups 

in perception of the items were attributable to differences in 

vocabulary skill. There was no group interaction, so the poorer 

performance of RD students could not be attributed to differences in 

word knowledge. Also, there was equality of performance for NRD and 

RD students on the nonspeech auditory task. Thus, they could rule our 

inattention as an explanation for the poor performance on the 

noise-masked speech perception task. This also suggests that the 

problems RD students have with degraded speech is not a consequence of 

some general auditory deficit in perceptual ability, but rather is 

related specifical Jy to the processing requirements for speech. 

Investigation of speech perception abilities may prove to be a 

fruitful avenue of research into the cognitive processsing of RD 
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students. The results of these studies are in I ine with those of the 

phonemic confusability work. Both Godfrey et a!. <1981> and Brady et 

al. <1983> have provided semincal empirical evidence of speech 

perception differences between reading groups composed of age-mates, 

particularly when the acoustic signal is degraded. 

As pointed out earlier the speech signal, alone, cannot convey 

the speaker's intended meaning, the listener must, somehow, contribute 

relevant information in the process of decoding speech. Because 

disabled readers were shown in Brady et al. to have greater difficulty 

than non-disabled readers with a degraded speech signal, it is 

reasonable to conclude that there may be reading group differences 

with regard to what is involved in the decoding process. The present 

research investigates the role of two factors: priming and word form 

on the speech perception of RD and NRD age-mates, younger NRD 

students, who served as reading level controls, and young RD students. 

Speech Perception and Phonetic Ambiguities 

Theoretical background. Although many theories have been devised 

in attempts to explain how humans extract meaning from speech sounds, 

it is a question left largely unanswered. This is the case even with 

the non-disabled listener. The complexity of speech perception is 

realized only when one considers the intricacies of language, itself. 

Within the constraints of a language, there stilI is an almost 

unlimited variety of sentences, clauses, phrases, and words possible. 

And, the oral production of these is almost as variable in nature as 

the the speakers, themselves. 

Most speech perception theorists assume that the information 

processing system does not process information instantaneously. 
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Rather, they believe that the transition from the detection of 

speech/s acoustic signal to its identification occurs 1n stages 

<Cooper, 1979), One model dealing with the perception of isolated 

speech sounds maintains that comprehension is brought about in three 

stages. During the auditory stage, the listener takes in short 

stretches of sound, makes preliminary auditory analysis of them, and 

puts this information into auditory memory. During the phonetic 

stage, the listener searches this memory for acoustic cues and puts 

them together in order to identify a specific phonetic segment. He or 

.she then places this information in phonetic memory as an 

identification of the sound, but not the memory of the sound itself. 

Lastly, during the phonological stage, the listener adjusts the memory 

to be in accordance with the constraints of his or her language. The 

final information is then passed on to STM where it becomes conscious 

<Pisani & Sawusch, 1975; Studdert-Kennedy, 1976>. This model may 

sound fami I iar. Its general form was adopted by the SSC theorists 

discussed earlier. 

Although this model or some general form of it has been popular 

in the reading literature, it has a major drawback. It cannot 

accommodate the variability inherent in normal, conversational speech. 

In normal speech, there is no one-to-one mapping of stretches of the 

stream of speech onto a phonetic segment, nor is there a "standard" 

mapping of acoustic cues onto phonetic segments. Further, acoustic 

cues are not he same under alI conditions of speakers, intonation, or 

stress. Even within the same speaker there is variability in 

production. Thus, this model is far too simplistic to account for how 

the listener handles normal, continuous speech. 
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In an effort to rectify this shortcoming, some theorists have 

assumed that humans have an internal speech synthesizer which operates 

on a weak version of the motor theory of speech perception. They have 

postulated that listeners abstractly model the speaker's articulatory 

gestures and, relying on acoustic cues which would result from that 

model, generate phonetic representations of the sounds which they 

match with incoming acoustic cues <e.g., Halle & Stevens, 1962). This 

idea shares some simi! iarity to Dodd et al .'s <1983) account of how 

the lip-reading CPD student may generate pseudo-phonetic mental 

representations. However, the analysis-by-synthesis position also has 

its limitations. 

The above explanation would be adequate if the acoustic 

properties of speech were unambiguous. However, in normal speech, 

this is rarely the case. There is usually some background noise. 

Speakers tend to slur and leave out entire segments of words, and the 

appearance of the separation of words in the flow of speech is purely 

an illusion <Cole, 1979). In order for speech to be accurately 

decoded given such poor acoustic support, the listener must compensate 

somehow. The most likely explanation is that 1 isteners are 

continuously employing hypotheses about what the speaker has said <H. 

Clark & E. Clark, 1977). Further, these listener hypotheses cannot be 

mere random guesses, because reported casual speech misperceptions are 

not random. For example, Garnes and Bond <1975, 1977) have 

demonstrated that such errors made by adult listeners show semantic 

and syntactic similarity with the speaker's actual expression. But, 

top-down processes, alone, cannot provide the total answer. A system 

that is completely top-down driven would entai··l >"�>that--we could .Q!l..ll 

I 
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perceive what our past experience dictates, for example. Such a 

system is not very efficient and not likely to be what actual Iy goes 

on during perception <Fodor, 1983). Thus, the listener must take into 

account the constraints provided by the incoming acoustic information, 

also <Marslen-Wi !son & Welsh, 1978>. 

As in the case of the present investigation, one method of 

examining factors which humans may use to decode speech has been to 

present them with stretches of speech known to be ambiguous. 

Ambiguity refers to any case in which a single stimulus is perceivable 

in more than one way. Several types of ambiguities arise in speech. 

For example syntactic ambiguities occur when the same words are 

perceived to be in different structural relations. A sentence such as 

"Visiting relatives can be boring" can be interpreted two ways: the 

relatives who visit you can be boring, or the act of visiting 

relatives is what is boring. Lexical ambiguities involve words, 

themselves. Words such as park, clown, and fa! I, are ambiguous 

because they, each may be perceived as nouns or as verbs. Of most 

relevance to the present study are phonetic ambiguities. This form of 

ambiguity is the result of a given phonetic sequence being interpreted 

in more than one way <e.g.,cracker/quacker; eight tea cups/� 

cups> <Hirsh-Pasek, L. Gleitman, & H. Gleitman, 1978>. 

Research efforts. Investigation into the perception of phonetic 

ambiguities by adults have focused on several factors. For example, 

Lindsay and Norman (1977) used phonetic ambiguity to show that the 

listener must make reference to semantic and syntactic information in 

order to choose appropriate word organization within phonetically 

ambiguous sentences. Derwing <1973> and Bolinger <1975> also took the 
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position that such upper-level processing is the more critical factor 

in the ability to disambiguate at the phonetic level. 

The opposite position was expressed by Lehiste <1960> who 

considered acoustic information to be of prime importance and who 

found that adult subjects could distinguish between members of 

phonetically ambiguous pairs in both sentence context and isolation. 

Hoard <1966> excised ambiguities from continuous speech samples and 

presented the items with a list of alternatives to listeners. In over 

50% of the cases, listeners were correct In their choice of what the 

speaker intended. 

Because these opposite positions have received some empirical 

support, it is likely, as Marslen-Wilson et al. <1978> pointed out, 

that some combination of the two levels is likely to be involved in 

disambiguation. Liberman (1963>, Horton <1966) and Thorne (1966> have 

developed this position. 

Lieberman <1963) examined the effects of context through employing 

redundant and nonredundant sentences. Redundancy refers to the fact 

that parts of an utterance may be eliminated without impairing the 

listener/s ability to understand the intended message. The concept of 

redundancy is based upon the fact that given the first few words of a 

sequence, the listener can predict the next word with some real 

probability of being correct. Thus, a sentence is judged to be 

redundant or nonredundant according to the percentage of words within 

it that can be correctly predicted by a group of listeners. The 

higher the percentage of words correctly hypothesized within a 

sentence, the more redundant is that sentence; low percentages imply 

nonredundancy <Clark & Clark, 1977>. 
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Liberman embedded words into redundant and nonredundant sentence 

contexts. Then, he excised the words from the sentences and 

discovered that the acoustic analysis of the excised words revealed 

that they were less clear acoustically and were harder to perceive 

when excised from the redundant sentence. 

Thorne <1966) proposed that whenever acoustic cues and contextual 

constraints <semantic, syntactic> come into conflict, the higher-level 

processes would resolve ambiguity to a greater degree than would the 

acoustic level. In order to test this, he excised phonetic ambiguity 

members from context sentences and then placed the alternate member in 

each sentence. His hypothesis was supported; subjects reported that 

the member that they heard belonged to the sentence. Thorne/s 

proposition was also supported by Winitz, LaRivirie, and Herriman 

<1973), who used context sentences which would lead the listener to 

anticipate the other member of the pair. Listeners inadvertently 

heard the member supported by the context of the sentence, not the 

actual member which was expressed. 

The above work lead Spencer and Wol !man (1980> to extend 

Lieberman1s procedure. So as not to covary acoustic differences in 

context with syntactic and semantic differences, they included single 

sentence frames in which each pair member would fit <e.g., "He had a 

name/an aim which was unusual"> <Spencer et al ., 1980, p. 173). Also, 

they raised the level of disambiguating context to prose (e.g., a 

short story about someone with an unusual aim). They reasoned that by 

producing the same ambiguity pairs as isolates, in sentence frames, 

and in the context of stories and then excising the pairs from these 

contexts and measuring subjects' ability to discriminate between 
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members, the influences on perception from the next higher level of 

analysis (i.e., prose> could be tested. These researchers expected 

that pair members produced as isolated words would be the most 

accurately discriminated because there was no context to bias 

perception. Therefore, they expected that the more context present, 

the more difficult it would be to distinguish pair members, with prose 

providing the most difficult condition. Surprisingly, the results 

revealed that this was not the case. Even in the isolate condition, 

listeners had great difficulty in detecting pair members. Further, 

when they did hear a pair member, they did not hear the other member 

in any condition of context. 

In an effort to investigate the cause of these unexpected 

results, Spencer et al. <1980) conducted a second experiment. Here, 

production of the pairs was recorded in three conditions: stories 

read fluently, individual sentences read fluently, and one and two 

word items read. The results showed that the listeners failed to 

correctly identify pair members in over 50% of the cases in alI 

contexts, but each member was not perceived equally as often and what 

was heard incorrectly was quite variable. For example, responses for 

the item both ought included "Bertha,' "per heart," "their fault," and 

"favor." Only 3% of the incorrect answers were of other pair members. 

Listeners could fairly well identify the control items in alI 

conditions except when excised from fluent speech. These 

misperceptions were phonetically related to the items. For example, 

responses for praised it included "praise him," "raised them," and 

"praise did.' Spencer et al. attributed the difference in perceptual 

accuracy between ambiguous and control items as being due to phonetic 



ambiguities providing a poorer acoustical support for lexical access 

than do the control words. 
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Spencer et al. concluded that the nature of the I istener's 

difficulties with speech perception were not difficulties in 

determining which pair member had been presented. Rather, they 

speculated that the listeners had no expectations of what the stimuli 

would be. 

In order to find out why one form tended to be perceived more 

frequently than the other, Spencer and Wollman <1980> required 

listeners to write down sentences which contained one member or other 

of the pair. They were then asked to write the other member. The 

listeners had difficulty in detecting the ambiguities, and they 

responded with a wide variety of answers. When they did perceive a 

member, it was discovered to be the more salient <i.e., more fami I iar) 

pair member and was written more frequently than the less salient 

member. This was true even when the less sal lent member was the one 

presented. 

The investigators then exposed the pairs to I isteners prior to 

testing. Under this priming condition, listeners found perception and 

reversal of ambiguities easy to accomplish. Thus, pre-exposure <i.e .. 

priming> to the ambiguities seems to increase phonemic awareness; it 

has a strong influence on listeners/ ability to identify these 

ambiguties in speech. The authors concluded that priming appears to 

be of more importance to the identification of pair members than the 

level of context of the acoustic support. And, they posited that 

familiarity with the pair members influenced expectations which Thorne 

<1966) has demonstrated influences perception. 
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In order to explore, further, this avenue of study, Spencer and 

E. Carter <1982) conducted an investigation in which they varied 

context, familiarity, and priming. The new study varied context 

through embedding each member of each pair into three types of context 

sentences: those biased toward the other member, and those of netural 

context. <See Appendix 4.) Also, a no context condition consisted of 

isolates excised from these sentences. Fami 1 iarity was varied in that 

one member of the pair was more salient than the other. The member of 

the pair which was more frequently encountered in everyday language 

and more frequently written as a response in the sentence writing 

study was considered the more salient member. Finally, priming was 

given to one group and not to another. 

The results indicated that for the isolate condition it does not 

matter whether the items were excised from neutral or biased 

sentences. <See Appendices 1 and 2.) Therefore, data from the two 

tapes was combined. <See Appendix 1.) These data indicated that the 

familiar form was written more frequently than the rare form in both 

priming and no priming conditions. The rare form was written much 

more frequently in the priming rather than in the no priming 

condition. Also, of note is that there were fewer "wrong• responses 

in the priming condition. A response was determined to be wrong if it 

was not a pair member or control item, depending upon the respective 

item. Obviously, priming and familiarity had some influence in the 

perception of phonetic ambiguities. 

As part of the knowledge a child has of a language, he or she 

must be able to attend to phonetic differences. It is known that 

children do possess some phonological knowledge of this type in their 
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preschool years. If they did not, they would be unable to understand 

anyone who differed only slightly in production from themselves. 

Unfortunately, there is, currently, very 1 ittle research evidence 

available which is concerned with the nature of the development of 

phonetic perception in fluent speech. Shultz and Pilon <1973> have 

indicated that the development of the ability to detect what they 

termed "phonological" ambiguities begins some time before 6 years of 

age and reaches a peak in improvement between 6 and 9 years of age 

<i.e., from 10% correct paraphrase at age 6 to 58% correct at age 9>. 

Hirsh-Pasek et al. <1978) have criticized Shultz et al .'s scheme 

for classifying ambiguities. Shultz and Pilon's definition of 

"phonological" ambiguity included homonyms and morpheme boundary 

ambiguities. They classified word pairs such as lion/line <which do 

differ phonetically> and patience/patients <which do not differ 

phonetically> under the heading of "phonological ambiguity." In 

subjects who are illiterate <e.g., most 4 and 5 year olds>, the 

difference in spel I ing between items could hardly have an influence in 

their perception of those words. Hirsh-Pasek et al. <1978> held that 

the difference in type of items within Shultz and Pi ion's 

"phonological" ambiguity category would make conclusive interpretation 

of the results dubious. Thus, Hirsh-Pasek et al. suggested a more 

refined categorization scheme in which phonetic ambiguities were 

further divided into morpheme boundary ambiguities and phonological 

ambiguities. The Hirsh-Pasek et al. definition of phonological 

ambiguities was that they are phonetic sequences which differ only in 

one phonological segment and result in a change in meaning <e.g., 

writer/rider>, and morpheme boundary ambiguities arise when the 



perception of the place of segmentation between morphemes is unclear 

<e.g., both thought/both ought). 
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E. Carter and Zoller <1983) investigated the phonetic ambiguity 

perception of 4- and 5-year olds employing the isolate conditions 

outlined in Spencer et al. <1982). And, they manipulated the factors 

derived from Spencer et al .'s work: familiarity and expectation. 

Because of the age of the subjects, only 36 of the original 89 items 

from the Spencer et al. tape were presented. Within this age group, 

pilot testing revealed that it was feasible to use five morpheme 

boundary ambiguities, one phonological ambiguity, and nine control 

words <see Appendix 5). Also, because of the ages of the subjects, 

they could not be expected to write their responses. Therefore, they 

were presented with line drawings which visually represented the 

items. They were instructed to repeat what they heard and to point to 

the drawing which best represented the heard item. 

Compared on the 36 items, the correct response mean scores were 

lower for the children than the adults. Yet, there were strong 

similarities. As with the Spencer et al. results with adults, the E. 

Carter et al. <1983) results indicated that phonetic ambiguity 

perception in the younger group was significantly facilitated when 

expectations concerning the identity of these items had been induced 

by priming. 

Rationale for the Present Study 

As outlined above, the literature is replete with examples of RD 

students' language problems. Observations of their delayed speech 

acquisition, difficulty in learning phonics, and poor memory for 

I inguistic material are common. Primarily based upon the difficulties 



RD students have in learning SSC rules and the results of phonemtc 

confusabil ity research with young RD and NRD students, several 

theorists have concluded that there are reading group differences 1n 

phonetic coding <e.g., I. Liberman et al ., 1977; Shankweiler et al ., 

1979}. 
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Reminiscent of Wepman's original idea is one recent speculation 

that RD students have greater difficulty than do NRD counterparts in 

their abi 1 ity to decode speech <e.g., Brady et al., 1983; Godfrey et 

al., 1981>. The results of these two studies are supportive of 

reading group differences, especially when the speech signal was 

distorted <by white noise>. Given the ambiguous nature of continuous 

speech <and that used in the current study, particularly> and given 

the results of previous phonetic memory tasks, disabled readers are 

expected to compare unfavorably with non-disabled controls. 

The present study employs four groups of subjects <reading 

disabled adolescent and elementary and non-disabled adolescent 

and elementary groups). The adolescents were included because the 

clinical literature indicates that older children and adolescents may 

have problems with oral language <expression and interpretation> that 

have continued <in a mi lder form> for many years. Yet, the 

persistence of phonetic coding in the older student has come into 

question recently <e.g., Johnston, 1983; Siegel, 1985>. Because young 

reading groups have consistently been shown to differ <favoring the 

non-disabled), some form of compensation may be involved. Conrad's 

<1971) cross sectional findings point to a gradual improvement in 

phonetic coding in the elementary school years. To test the 

possibi I ity that speech coding differences may be attributable to a 
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developmental lag explanation, simply comparing age-mates would not be 

sufficient. Thus, a group of younger <elementary age) non-disabled 

readers are included, as wel 1--with both groups expected to perceive 

less accurately than non-disabled adolescents. The last group, 

elementary-aged disabled readers, are included because of the 

possibility that the adolescents do not differ from one another. If 

an explanation of compensation is to be considered seriously, then it 

must first be established that these children have a problem. The 

young RD age-mates are expected to perceive less wel 1 than their 

non-disabled age-mates because of the previous perception research 

results <e.g., Brady et al ., 1983> and because of the strength of the 

reading group differences in phonemic confusability under aural as 

well as visual modes of stimulus presentation <e.g., Mark et al . , 

1977; Shankweiler et al . ,  1979>. 

In addition to determining whether the groups simply differ in 

their perceptual accuracy, this investigation also focuses on the 

"how" question. For the condition of word form, the control words 

should be the easiest for the non-disabled students to identify. 

followed in difficulty by the familiar and rare ambiguity items. This 

hypothesis was derived from the previous work with preschoolers and 

adults <e.g., Carter et al ., 1983; Spencer et al . , 1982). Based upon 

the results of the same studies, priming should facilitate 

identification of the ambiguities. 

Due to the lack of studies with RD students, it is difficult to 

anticipate exactly how the groups may differ. However, because of 

work within the sse vein and available speech perception studies, RD 

students are hypothesized to have particular difficulty with phonetic 
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ambiguity perception. Because priming has been shown to influence 

such perception, RD subjects' use of the information that priming 

provides for perceptual integration may be expected to be Jess 

efficient than NRD counterparts. Based upon this reasoning, the 

effect of priming is hypothesized not to be as great for the RD as for 

the NRD students. Because of the difficulty even NRD adults <Spencer 

et al .) have in perceiving rare ambiguities, no difference in the 

order of word form difficulty (i.e., control, familiar, rare> should 

occur. Therefore, the current hypothesis Is that rare ambiguity forms 

should provide extreme difficulty for the RD students when attempting 

to decode speech, moreso than for NRD subjects. Further, the frequent 

word forms were expected to be more difficult than the control items, 

even moreso for the RD than NRD subjects. 
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Method 

Subjects 

A total of 90 English-speaking students from the Richmond, 

Virginia metropolitan area served as subjects. The first group was 

composed of 32 male <N = 26> and female <N = 6> adolescents <12 years. 

9 months to 18 years, 9 months> who attended a local private school 

for reading disabled adolescents <ARD>. The second group of 22 

subjects <11 males, 11 females> was composed of approximate age-mates 

<14 years, 2 months to 18 years, 1 month) with no diagnosed reaing 

problems <ANRD--adolescent, non-disabled readers>. They attended a 

local private high school. The third group was comprised of 22 

students with no diagnosed reading problems and who attended a local 

private elementary school <ENRD--elementary school aged non-disabled 

students>. These students, 7 males and 15 females, ranged in age from 

5 years, 2 months to 13 years, 1 month. The fourth group <elementary 

school aged reading disabled--ERD--students> was composed of 14 male 

<N = 8> and female <N = 6> 2nd to 6th graders diagnosed as reading 

disabled. They attended Virginia Commonwealth University1s Reading 

and Child Study Center and Riverside School, a local private school 

for learning disabled elementary school students. They ranged in age 

from 8 years, 5 months to 11 years, 8 months. All four groups were 

composed of middle to upper-middle socioeconomic backgrounds. 
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The disabled groups in this study were defined as such according 

to their word-decoding abi'l ities. School administrators characterized 

the ARD group as being 2 years or more behind age-mates in word 

decoding ski I Is. For the ARD students, Wide Range Achievement Test 

<WRAT> and Gray Oral Reading scores were taken into consideration. 

The ARD subjects' WISC-R scaled scores were 85 or above <Ful 1-scale, 

Vocabulary, and Performance>. The ERD group was comprised of members 

selected by the Reading and Child Study Center administrators 

according to scores on the Woodcock-Johnson Achievement Test, WRAT and 

WISC-R scores. 

Within the ARD group, 16 subJects were assigned, through coin 

toss, to each condition, (i.e., priming or no priming>. Similarly 

within the ANRD group, 11 subjects were assigned to each condition, 

respectively. Ten children were assigned to the no priming and 12 

were assigned to the priming condition, within the ENRD group. Seven 

children in the ERD group were respective assigned to the priming 

conditions. One child within the ENRD group had to eliminated from 

the study due to equipment problems. 

Two psychology undergraduates, one female <age 21> and one male 

<age 22>, served voluntarily as raters. Both were of middle 

socioeconomic status. 

Materials 

An Identification Audiometry was performed to screen subject 

candidates who might have had hearing impairment--not to establish 

exact thresholds. For this purpose, a Lafayette 1977 Belton D-Series 

Full Range Solid State Portable Audiometer, model number 15014, 

cal lbrated according to American National Standards Institute <ANSI> 
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1969 Values, was employed. According to the manual accompanying the 

audiometer, "normal limits" of hearing have been established at "25 dB 

or better." The instructions to the subjects <also taken from the 

manual> and the Hearing Acuity Response Sheet are in Appendix 6. 

The phonetic ambiguity isolate item tape was developed and 

provided by Spencer of Virginia Commonwealth University. It is 

comprised of 89 items--isolated words and phrases excised from 

sentences <read by a male native English speaker). It is one of the 

recordings used ln the Spencer et al. <1982> study. Because of the 

age of the youngest subject <5 years, 2 months), as in the Carter et 

al. <1983> study, only 36 of the items were used in the present study 

<see Appendix 5). Instead of simply tape recording the 36 needed 

items from the 89 in the Spencer et al. tape, an attempt was made to 

maintain the fidelity of the presentations made in that study. Thus, 

the experimenter used the original tape and determined the locations 

of the needed items <l.e., ln tape player revolution numbers>. The 

tape was never removed from the player throughout testing, this 

allowed the experimenter to advance the tape to the appropriate 

position for each item presented. Due to the variabl llty of response 

durations of the subjects and to the variability of space between 

items, no standard Inter-stimulus interval could be established. 

However, no subject had to walt any longer than 30 s between items. 

In order to account for possible effects due to the differences 

in sound intensity of the various items, the experimenter measured 

their sound intensity In db SPL (I.e., decibels re: 

in each of the environments provided for testing. 

z 
.0002 dynes/em > 

To accomplish this 

a Bruel & Kjaer 2215 Precision Sound Level Meter Octave Analyzer, A 
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Scale, was used. 

The items were presented via a Sony Tapeeorder TC-270 model 

number 22747, with its own two loudspeakers <35.5 x 25 em each). Both 

speakers were employed and were placed approximately 63 em apart in 

each testing. 

Because many RD students also tend to have difficulty with 

writing, line drawings were used to represent each item visually. 

They are i I lustrated in Appendix 8. For each item presented, the 

experimenter placed a sheet <8 1/2 x 11 in) in front of the subject on 

a table. Because the WISC-R has revealed that the memory capcity of 

5-year-olds is sufficient to handle six items, each sheet contained 

six of these I ine drawings <two by three). In hopes of providing an 

adequate selection for each type of item (i.e., phonetic ambiguity and 

control), there were always members of two phonetic ambiguity pairs 

and two control Items included on each sheet. <See Sample Picture 

Sheet in Appendix 8.) When assembling the sheets, the selection of 

which items would occupy which locations was specified as follows: 

the experimenter randomly assigned, through die toss, the correct item 

to one of the six positions. The corresponding pair member was placed 

to the left or right of that item. The other two Items were assigned 

in the same manner. For the orders of picture presentation used, see 

Appendix 9. 

In order to record subject responses and to provide a means for 

testing inter-rater reliability, audio cassette tape recordings were 

made during each session. For this purpose a Realistic CTR-56 

Cassette Recorder with condenser microphone, model number 14-1006 was 

employed. The recordings were stored on TDK Type D <i.e., for speech> 
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Each subject had to have the informed consent of parent or 

guardian. <See Appendix 3 for Informed Consent Letter.> The 

experimenter explained to each subject what he or she would be doing 

and answered any questions concerning his or her participation. 

Further, each subject was told that, at any time, he or she could stop 

for as long as necessary to rest, go to the restroom, etc. The 

experimenter also explained that if the subject simply did not want to 

participate or continue, he or she would not be required to do so. No 

testing session was interrupted or stopped. The only breat was dring 

a rest period always given between the audiometry and phonetic 

ambiguity test. This period lasted between 5 to 10 minutes. This 

gave the subject time to rest and the experimenter an opportunity to 

set up the equipment for the phonetic ambiguity test. 

Identification audiometry. Each student was taken into a room 

the administrator deemed the quietest possible within the respective 

school's facilities. The audiometer was placed in front of the 

subject but not in a manner in which the subject could see when the 

control levers and dials were manipulated. <See Appendix 6 for the 

instructions given to each subject and the procedure used.> The 

entire audiometry procedure required approximately 5 to 10 minutes to 

complete. 

Phonetic ambiguity test. If through the Audiometry the 

experimenter determined that the subject was capable of hearing the 

tape, the phonetic ambiguity test could precede. No subject was 

eliminated due to hearing problems. For each of the tested groups, 
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the reel-to-reel tape player and accompanying speakers were located 

approximately 50 em in front of the subject. The seat was not moved 

throughout the phonetic ambiguity test to insure that the subject had 

an optimal chance of clearly hearing all the items. 

Under both exposure conditions, the participants listened to the 

item presented over the speakers and repeated what they heard loud 

enough for the cassette recorder to pick up. Also, they had to 

explain what the item was, and they marked with a pencil a picture 

which represented the item. 

For the no priming condition, the experimenter used the following 

instructions: 

A man will be saying some words when I play the tape 

(points to the tape player>. I want you to listen to each 

word and tell me what he said. Say it loud so that can 

hear you. Then I'll ask you what it means. If you see a 

picture on the sheet of what he said, mark it with the 

pencil. We'll go through several words. Then, we'll be 

finished. 

Then, the experimenter questioned the subject by inquiring: "If 

the man says gasoline, what do you say?" The participant was then 

asked what it was and to point to a picture if he or she saw one of 

it. AI I of the participants recognized gasoll"ne and could select the 

appropriate picture. Once actual testing began, the experimenter gave 

no explanation for an item not understood. However, the experimenter 

did give explanations after the session for any item not understood. 

But during testing if the participant did not understand an item, the 

experimenter said to him or her "that's O.K.; you're doing fine.• 
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Then the experimenter presented the next item. 

Under the priming condition, the experimenter gave the above 

instructions and followed the same procedure. However, the subjects 

in this condition were first "primed" by being pre-exposed to the 

phonetic ambiguity pairs. For each pair, the experimenter placed the 

drawings of the ambiguity pair members side-by-side in front of the 

participant, one pair at a time. Then, the experimenter pointed to 

one of them and said the item. For example, when pointing to the 

picture of a heart, the experimenter said "this one is sweetheart." 

Then the subject was asked to repeat the item and explain what it 

meant. The same was done with the other pair member. When the child 

affirmed, the experimenter again asked what the item meant. Testing 

began only after the subject could explain the meaning of each primed 

item. 

In order to make their judgment about what the subject intended 

as a response, the raters listened to a tape recording of the 

subject's oral response and took note of the picture he or she chose. 

One rater identified alI the subjects' responses. Both raters were 

allowed to replay the tape unti I she or he was sure of what the 

subject said. Both were allowed to rely on the picture selection to 

resolve any uncertainty. Judgments for each item were recorded on the 

Phonetic Ambiguity Response Sheet <see Appendix 10). 

Inter-rater reliability. Using a rater to obtain response 

measures is inherently subjective. Thus, a second rater was asked to 

identify the responses of nine randomly drawn subjects, three each 

from the first three groups. His judgments were compared with those 

of the first rater. 

·I 
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Inter-rater rei lability is the number of agreements divided by 

the number of agreements plus disagreements. In this study, agreement 

was defined as both raters recording the same words or sequence of 

sounds <when the subject spoke a nonword--e.g., "bossa") and meanings. 

The Inter-rater reliability was 98.76%. 

Sound intensities. In each of the testing locations, the sound 

level meter was placed approximately mid-way between the two speakers 

and approximately 50 em from the tape player. Ambient noise levels 

were recorded for each location. In order to control for measurement 

error, the experimenter recorded the arithmetic mean of three peak 

intensity measurements made for each item. The results are I isted in 

Appendix 7. 
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Results 

Contained in Table 4 are the mean number correct scores for 

subject groupings in each condition of priming <priming or no priming) 

and word form <control Items and rare and frequent phonetic ambiguity 

items). Comparable mean number other scores are summarized in Table 

5. To determine if the means were statistically significant, two 

split-plot 2 <priming) x 3 <word form> x 2 <reading level: disabled, 

non-disabled) x 2 <age group: adolescent, elementary> Analysis of 

Variance tests <ANOVAs> were conducted. Each ANOVA employed either 

number correct or number other phonetic ambiguity items as the 

dependent variable. 

ANOVA with Number Correct as Dependent Measure 

A response was considered correct if the meaning given by the 

child corresponded to the item presented, even though the verbal 

repetition or picture selection did not. If the meaning did not 

correspond, the response was considered incorrect, even if the verbal 

repetition and/or picture selection corresponded to it. The summary 

for this ANOVA is presented in Table 6. 

The main effect of priming was found to be significant <f <1, 82> 

= 49.53, E· < .0001>. Those subjects who were primed to the phonetic 

ambiguity pairs prior to testing responded correctly to significantly 

more of both phonetic ambiguity and control items than did those 



Word Form: 

ARD 

ERD 

ANRD 

ENRD 
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Table 4 

Mean Number Correct Scores with Standard Deviations 

by Priming Condition, Word Form and Subject Group 

Priming Condition 

No Priming Priming 

Control Familiar Rare Control Familiar Rare 

11.88 8.88 5.56 

1.45 1.26 1.34 

n = 16 

11.57 7.43 3.43 

1.13 1.13 1.62 

.!1 = 7 

M 12.00 7.80 3.43 

SD 0.08 2.74 1.67 

n = 10 

M 11.64 7.36 4.82 

SJJ 0.67 2.20 1.17 

.!1 = 11 

11.94 

0.25 

11.94 

0.77 

11.71 

0.28 

11.00 

0.77 

8.56 

1. 75 

n 16 

8.56 

1.25 

!l 7 

9.71 

1. 11 

!l 12 

9.81 

1.25 

!l 11 

8.83 

1.54 

8.63 

2.32 

7.14 

2.81 

6.81 

2.32 

Note. ARD = adolescent reading disabled; ERD = elementary reading 
disabled; ANRD = adolescent non-disabled; ENRD = elementary 
non-disabled. 



Word Form: 

ARD 

ERD 

ANRD 

ENRD 

Table 5 

Mean Number "Other" Scores with Standard Deviations 

by Priming Condition, Word Form and Subject Group 

Priming Condition 

No Priming 

Fami 1 iar Rare 

3.06 2.94 

1.06 1. 41 

!1 = 16 

2.00 4.71 

0.76 1.60 

n = 7 

2.67 3.08 

1.35 1.90 

!1 = 10 

1.45 4.36 

1.42 1. 72 

!1 = 11 

Priming 

Familiar Rare 

0.94 4.56 

1.53 1.57 

!1 = 16 

1.29 5.71 

1.63 2.14 

!1 = 7 

1.50 4.40 

1.50 2.15 

!1 = 12 

2.27 5.18 

0.93 2.54 

!1 = 11 

70 

Note. ARD = adolescent reading disabled; ERD = elementary reading 
disabled; ANRD = adolescent non-disabled; ENRD = elementary 

non-disabled. 
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Table 6 

Summary Table for the Split-Plot ANOVA on the 

Number of Correct Responses: All Levels of Word Form 

Source ss df F Q 

Priming 127.39 1 49.53 < .0001 

Reading Level 0.38 1 0.15 < . 7021 

Reading Level x Priming 0.16 1 0.06 < .8014 

Age Group 21.27 1 8.27 < .0051 

Age Group X Priming 3.08 1 1.20 < .2768 

Age Group X Reading Level 1.45 1 0.56 < .4555 

Age Group x Priming x Reading 

Level 6.75 2.62 < .1092 

Error <Subject <Priming x 

Reading Level x Age Group)) 210.88 82 

Word Form 1246.69 2 251.04 < .0001 

Word Form x Priming 106.25 2 21.39 < .0001 

Word Form x Reading Level 0.96 2 0.19 < .8286 

Word Form x Age Group 21.77 2 4.83 < .0140 

Word Form x Priming x Reading 

Level 5.97 2 1.20 < .3031 

Word Form x Priming x Age 

Group 18.93 2 3.81 < .0241 

Word Form x Reading Level- x 

Age Group 4.14 2 0.83 < .4363 

Word Form x Priming x Reading 

Level x Age Group 1.52 2 0.31 < .7359 

Error <Subject x Word Form 

<Priming x Reading Level x 

Age Group)) 407.22 164 

Total 2184.79 269 

Note, A General Linear Models analysis was employed when performing 

the ANOVA due to the unbalanced number of subjects per reading 

level and age groupings and of priming conditions. 



subjects not primed. <X = 9.55 and X 

2.67). 

7.98, respectively, S.D. 

The mean number correct was also found to be significantly 

different for each age group <f <1, 82) = 8.27, E· < .0051>. The 
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adolescents responded with more correct identifications than did the 

elementary aged subjects <X= 9.0 and X = 8.6, respectively, S.D. = 

2.88). There was no significant interaction between·age and reading 

level, between age and priming, or between all three factors. 

There was a significant difference between the three types of 

word form <f <2, 164> = 251.04, E· < .0001>. A Turkey post hoc 

analysis revealed that alI three word forms were significantly 

different at a .05 level of confidence <control: X= 11.71; frequent: 

X= 8.52; rare: X= 6.08>. The interaction of word form and priming 

effects was also significant <f <2, 164> = 21.39, p. < .0001). This 

relationship is illustrated in Figure 1. Under the priming condition 

identification of both rare and frequent ambiguity items improved, 

with frequent items favored. For control words there was little 

difference. There was a significant interaction between word form and 

age group <f <2, 164> = 4.83, �· < .0140). There was I ittle 

difference due to age group for the control items, but the adolescents 

consistently performed better than the elementary students on the 

ambiguity items <See Figure 2>. 

The second order interaction of word form x priming x age group 

was also significant <K <2, 164> = 3.81, p. < .0241). From an 

examination of Figure 3 one can see that alI groups performed 

similarly on control items. However, primed subjects, whether 

adolescent or elementary aged, correctly identified more frequent than 
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rare items and did so more than did either age group when not primed. 

Under the no priming condition, the adolescents performed better than 

the younger students on the famil lar ambiguity items. But, this 

relationship did not hold for rare ambiguity items. 

There was no significant main effect due to reading level nor to 

any of its interactions, including third order interaction of word 

form x priming x reading level x age group. 

As was expected, the control items were easily identified by alI 

groups of subjects. A follow-up to the above ANOVA was done by 

deleting the control Items from analysis to determine if the 

significant Interactions were indeed attributable to differences 

between ambiguity items. Table 7 shows the summary table for this 

ANOVA. The same factors which were significant in the previous ANOVA 

were also significant in this analysis as wei 1: priming <I <1, 82> = 

55.43, 2· < .0001>, word form <f <1, 82> = 61.90, �· < .0001>, age 

group <F <1, 82> = 4.81, p. < .0312>, word form x priming <f <1, 82> = 

8.50, e• ( .0046), word form X age group <f (1, 82) = 5.95, e· < 

.0169>, word form x priming x age group <f <1, 82> = 4.29, g. < 

.0414). 

ANOVA with Number Other as Dependent Measure 

As in previous phonetic ambiguity studies,the subjects from all 

the groups often responded with the alternate <or "other"> member when 

a phonetic ambiguity item was presented. A separate analysis using 

the occurrence of the other member as the dependent variable is 

presented in Table 8. 

The priming effect was not significant. 

The performance of the two age groups was significantly different 



Table 7 

Summary Table for the Split-Plot ANOVA on the 

Number of Correct Responses: Ambiguous Word Forms Only 

Source 

Priming 

Reading Leve I 

Reading Level x Priming 

Age Group 

Age Group x Priming 

Age Group x Reading Level 

Age Group x Priming x Reading 

Level 

Error <Subject <Priming x 

ss 

202.96 

0.10 

0.06 

17.60 

6.41 

4.32 

7.07 

df 

Reading Level x Age Group)) 300.27 82 

Word Form 

Word Form x Priming 

Word Form x Reading Level 

Word Form x Age Group 

Word Form x Priming x Reading 
Level 

Word Form x Priming x Age 

Group 

Word Form x Reading Level x 

Age Group 

Word Form x Priming x Reading 

Level x Age Group 

Error <Subject x Word Form 

<Priming x Reading Level x 

220.83 

30.32 

0.84 

21.22 

4.99 

15.31 

.53 

.61 

Age Group) ) 292.54 82 

Total 1125.98 179 

F p 
55.43 < .0001 

0.03 

0.02 

4.81 

1. 75 

1.18 

1.95 

61.90 

8.50 

0.23 

5.95 

1.40 

4.29 

0.15 

0.17 

< .8677 

< . 9004 

< .0312 

< .1893 

< .2805 

< . 1663 

< . 0001 

< .0046 

< .6298 

< .0169 

< .2402 

< .0414 

< .7007 

< .6797 
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Note. A General Linear Models analysis was employed when performing 

the ANOVA due to the unbalanced number of subjects per reading 

level and age groupings of priming conditions. 
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Table 8 

Summary Table for the Split-Plot ANOVA on the 

Number of "Other" Responses 

Source 

Priming 

Reading Level 

Reading Level x Priming 

Age Group 

Age Group x Priming 

Age Group x Reading Level 

Age Group x Priming x Reading 

Level 

Error <Subject <Priming x 

ss 

161.26 

0.05 

2.57 

9.47 

3.34 

.23 

.32 

df 

Reading Level x Age Group)) 148.24 82 

Word Form 

Word Form x Priming 

Word Form x Reading Level 

Word Form x Age Group 

Word Form x Priming x Reading 

Level 

Word Form x Priming x Age 

Group 

Word Form x Reading Level x 

Age Group 

Word Form x Priming x Reading 

Level x Age Group 

Error <Subject x Word Form 

<Priming x Reading Level x 

252.39 

41.28 

1.45 

21.22 

5.74 

13.18 

.84 

.13 

Age Group)) 280.14 82 

Total 944.98 179 

F o 

.89 < .3481 

0.03 < .8639 

1.42 < .2374 

5.23 

1.84 

.13 

.17 

73.88 

12.08 

0.43 

5.95 

1.68 

3.86 

0.25 

0.04 

< .0248 

< .1782 

< .7245 

< .6770 

< . 0001 

< .0008 

< .5161 

< .0169 

< .1987 

< .0529 

< .6217 

< .8463 

Note. A General Linear Models analysis was employed when performing 

the ANOVA due to the unbalanced number of subjects per reading 

level and age groupings and of priming conditions. 



<g <1, 82> = 5.23, E· < .0248>. The elementary aged subjects made 

more reversals than did the adolescents <X = 3.37 and� = 2.89, 

respectively, S.D. = 2.12>. 
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Word form was also a significant effect <g <1, 82> = 73.88, �· < 

.0001>. Alternate responses occurred more often when rare items were 

presented than when frequent items were <X= 4. 37 and X= 1. 90, 

respectively, S.D. = 1.86>. The interaction of word form and priming 

was significant. This interaction is depicted in Figure 4. Subjects 

made more reversals under both priming conditions when presented rare 

items; however, this trend was stronger when subjects were primed. 

For the frequent items, more reversals occurred under the no priming 

condition. Word form x age group was also a significant interaction. 

It is i I lustrated in Figure 5. Both age groups chose the alternate 

member more when presented with rare than frequent items. This effect 

was stronger for the elementary students than for the adolescents. 

However, the adolescents made more reversals than did the elementary 

students when presented with frequent items. 

There was a significant second order interaction of word form x 

priming x age group <I <1, 82> = 3.36, E· < .0529>. Figure 6 reveals 

that there was a greater tendency for reversals when rare items rather 

than frequent items are presented for all subjects. The smallest 

difference occurs for the non-primed adolescents and the greatest for 

the non-primed elementary students. 

Sound Intensity Levels 

To determine if there was any relationship between the dependent 

variables and sound intensity levels of the presented items, eight 

Pearson Product Moment Correlation were calculated for each subject 
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group. The results are shown in Table 9. AI I correlations were too 

low to reflect any significant relationship between sound intensity 

level and either of the dependent measures. A Coefficient of 

Determination of the highest correlation <r = .05) indicated that 

99.75% of the variance in this experiment was due to sources other 

than the sound level of the items. 

Item Analyses 
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As a qualitative comparison of the groups, an item analysis of 

their responses was performed concerning the number and percentage of 

items they correctly identified, identified as the alternate item, and 

identified as incorrect <not including •other" responses>. Taking 

into account both initial and repeat presentations, a rank ordering of 

these responses for phonetic ambiguity members was performed. For all 

groups of subjects, both ought proved the most difficult to identify. 

Across alI groups it resulted in a variety of nonword responses such 

as "bossa," "botho,• and "Bo's foot.• Sweetheart engendered the most 

correct responses for alI groups. Then writer and rider were the 

items most to be reversed for all groups. Upon visual inspection 

there was no discernable difference In the types of incorrect 

responses made by any of the groups. Nonword responses tended to 

share phonemic similarity with the presented item. For example, "eh 

neh," •a neeyeh," and "aning" were typical responses to an aim and 

"m'cry," •me rye" for may cry. The real word incorrect responses 

included: marker for market and me cry, make right, and make rise for 

make rye, and Bo's salt and bul !frog for both ought. 



Table 9 

Pearson Product Moment Correlations Between Sound Levels and 

the Dependent Variables for Each Subject Group 

Dependent Variable 

Number Correct 

Number Other 

Groups 

ARD ERD ANRD 

.040 .001 .050 

.010 -.012 .002 

Note. ARD = adolescent reading disabled; 
ERD = elementary reading disabled; 
ANRD = adolescent non-disabled; 
ENRD = elementary non-disabled. 

ENRD 

.100 

.006 

84 
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Discussion 

Design Considerations 

The general assumption underlying the present study is the sse 

position that the problem many disabled readers have in decoding 

written words may be due to an insensitivity to the phonetic form of 

language. Of direct relevance to the present study is the shared 

assumption that this insensitivity may have its roots in a speech 

perception deficit. <See I. Liberman et al ., 1979; Brady et al ., 

1983; Godfrey et al ., 1981.> One aim of the current study was to 

determine if there were reading group differences in the 

identifications of words and phrases taken from continuous speech 

Continuous speech was employed because, unlike discontinuous speech 

signals, it is what is typically encountered in the class. 

However, even repeated findings of reading group differences, 

alone, cannot provide information about how the speech perception 

processes may differ between reading groups. Therefore, the design of 

this study was formulated not only to compare reading groups in terms 

of perceptual accuracy <Brady et al ., 1983; Godfrey et al. 1981> but 

to determine� the groups differ in their perceptions of 

phonetically ambiguous continuous speech <as a function of word form 

and priming>. <See Spencer et al ., 1980, 1982.> 

In addition to the above issues <i.e., if there is a difference 
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between groups and how they may differ), there are developmental 

questions. Phonetic coding research which compared early 

elementary-aged RD versus NRD students consistently showed that RD 

youngsters did not use phonetic coding to retain verbal information 

while NRD youngsters did. When older children were compared, however, 

this difference between reading groups was not found or was found to 

be mi Idly reversed. This difference between the reading group 

comparisons of younger and of older students, the scarcity of research 

dealing with the development of phonetic coding in normal school-aged 

children <Conrad, 1971>, and the issue of speech perception underlying 

phonetic coding alI lead to the development of the current study's 

design. Unlike the design most commonly used, which simply includes 

two groups <RD and NRD age-mates>, the present design also provides 

for comparisons between age groups and between age group by reading 

group combinations by including both adolescent and elementary 

disabled and non-disabled readers. Such a design is essential to 

answering the issue of compensation with age, particularly when 

examining the validity of a developmental lag explanation <e.g., see 

Siegel, 1985). Specifically, if older RD students are believed to 

differ from age-mates in that they are on a slower course of normal 

development, then their performance must be compared with younger 

reading level controls as well as age-mates. 

Explanation of Results: Discrepancies with Other Studies 

Despite the theoretical arguments for a deficit in speech 

perception and contrary to the results of the other relevant speech 

perception research (i.e. , Brady et al ., 1983; Godfrey et al ., 1981), 

the current data reveal no significant difference in accuracy between 
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reading groups. Further, there is no reading group difference as to 

how they decode the phonetically ambiguous speech in terms of priming 

or word form factors. Whether they were primed or not, both RD and 

NRD subjects of adolescent or elementary-aged were equally facile in 

identifying items. Also, the disabled readers, like non-disabled 

counterparts, found frequent items easier to identify than rare items 

and control Items easier than ambiguous ones. 

Why did the other speech perception comparisons result in reading 

group differences while the current study did not? An answer may lie 

in the quality of speech signal presented to the subjects in each 

study--perhaps resulting in sufficiently different listening 

conditions. 

In the first study, Godfrey et al ., <1981> did not employ 

naturally occurring speech. They believed the speech perception 

differences between groups would be subtle, so they wanted precise 

control over the stimulus. They explored reading group differences in 

phonemic categorical perception by adjusting acoustic cues <formants> 

presented via speech synthesizer. This is a widely accepted technique 

for examining categorical perception. <See H. Clark et al ., 1977.) 

However, ecological validity of the results of such methods is 

questionable. The general premise is that RD students have difficulty 

learning sse rules because they do not perceive speech correctly. 

Given this, then the most appropriate type of speech to employ as a 

stimulus when testing for reading group differences should be as 

simi Jar as possible to that spoken in classrooms. Thus, the results 

of any study which shares this sse premise must be fairly 

general lzable to classroom speech settings. Godfrey et al .'s results 
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do not meet this criterion. 

Although at this point speculation is in the main, the difference 

in choice of speech stimuli between that used in the current study and 

that of Godfrey and associates may account for the discrepancy between 

the results. The area of suprasegmental research is in its infancy, 

but an explanation invoking the differences in suprasegmental 

information between studies may be appropriate. For example, one 

possible drawback in using discontinuous speech such as that used in 

the Godfrey et al. study is that the suprasegmental information <e.g., 

Intonation, stress> which occurs in the flow of natural conversational 

speech is unavailable to listeners. Such cues may provide acoustic 

information which is important in the decoding of speech. The current 

study presented words and phrases drawn from the flow of naturally 

produced, continuous speech, with the integrity of presentation 

preserved as best as possible. It is, thus, appropriate to conclude 

that at least some of the original suprasegmental information was 

available to the listeners. This speech signal may have provided some 

appropriate <albeit still unknown> suprasegmental information which 

was sufficient to allow the RD listener's perceptions to be on par 

with those of NRD subjects while Godfrey et al .'s disjointed speech 

did not. 

In the second perceptual study, Brady et al. presented speech via 

human voice, and the items were drawn from read sentences. However, 

each item was always the last word in a sentence and the sentences 

were alI read with neutral prosody. Of Important note is that the 

group differences were gnly obtained when the items were masked by 

noise. The disabled readers had no difficulty deciphering the same 
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stimuli under an unmasked listening condition. Thus again, the 

dfferences in perceptual accuracy between reading groups were only 

observed under listening conditions quite dissimilar to that routinely 

encountered in a classroom setting. 

While the items in the present study were isolated words and 

phrases, the speaker used a normal conversational tone to read the 

sentences from which the items were drawn. Further, the items 

themselves were taken from differing positions in those sentences. 

This allowed for presentatios which varied stress, intonation, etc., 

unlike those always taken from the end of sentenes where th range of 

cues may be more limited. It may be that the former provides some 

suprasegmmental aspect that aids in identification--some aspect that 

is not available in the stimuli used by Brady et al. 

Of course, the references to suprasegmental differences between 

the current study and that of Godfrey et al • and Brady et al . have 

not, as yet, been empirically substantiated. However, they do point 

to the practical importance of taking into consideration the various 

facets of the speech signal when one examines continuous speech 

perception processes. 

The finding that there was no reading group by age group 

interaction nor any higher order interaction involving these two 

factors provides another point of contention with previous phonetic 

coding research. Specifically, the phonemic confusability studies 

repeatedly demonstrated that young elementary RD students did not use 

phonetic coding to retain verbal information, while NRD students did 

<e.g., I. Liberman et al ., 1977; Mann et al . , 1980>. This group 

difference, however, was not obtained for adolescents <or was mildly 



reversed). To account for such change over age groups two 

compensation arguments have been offered in the I iterature <see 

Siegel, 1985; Olson et al ., 1985). However, because there is no 

significant difference regarding reading by age group factors, these 

compensation arguments are moot with regard to the present study. 

Given the phonemic confusability results, why should there be a 

lack of reading by age interaction In the current study <or any 

pertinent higher-order interaction)? The possibility that the task 

was too easy--that there is a ceiling effect--was considered. 
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However, it must be discounted by the fact that there was a main 

effect of age. Perception was less accurate in both younger reading 

groups. Another possible explanation to account for the difference 

between the phonemic confusability results and those of the current 

study was also considered. The difference may Involve a difference in 

the selection criteria used to define children as disabled readers. 

However, this is an unlikely possibility because the WRAT, WISC-R, and 

Gray Oral Reading Test <or comparable tests) were also used, singly or 

combined, in the majority of the phonemic confusability studies. The 

studies differing in criteria constituted only a remaining handful 

which employed teacher assessments. However, no matter the selection 

device, the phonemic confusabillty literature consistently reported 

differences in the elementary reading groups. Thus, this explanation 

also lacks support. A side note. While the intention of the current 

study was not to replicate Conrad's <1971) developmental phonemic 

confusability study, it, too, points to an improvement with age in the 

coding of the sounds of speech. 



Explanation of Current Findings 

The most parsimonious explanation of the lack of significant 

reading group differences <or any reading group interaction) is that 

the reading groups do not differ in their perception of continuous 

speech, at least as regards the factors of priming and word form. 
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This conclusion is bolstered by the pervasiveness of the results. The 

lack of reading group differences according to accuracy and word form 

effects is persistent whether the responses were measured in terms of 

number correct or number of reversals. Even the qualitative 

assessment of examining the types of errors made by the different 

reading groups revealed no pattern which would indicate that disabled 

readers had any greater difficulty than did non-disabled subjects when 

deciphering the ambiguous stimuli. All the errors for alI reading 

groups shared phonemic similarity with the target items. 

As a further point of strength for the validity of the results 

was that alI reading and age groupings were tested in the same manner 

with the same selection criteria for respective reading groups. One 

other point pertaining to Internal val idlty must be discussed. Due to 

practical considerations, each subject group was tested at respective 

schools, entailing different testing locations <i.e., classrooms, 

conference rooms, and storage rooms) for each. However, as regards 

the ambient noise sound levels, the I istening conditions for each 

testing location was almost identical <only 1 to 3 dBs apart) <see 

Appendix 7). Further, correlations calculated between each dependent 

variable and the sound level of each item for each subject group were 

extremely low. Thus in the current study, a difference in the sound 

level cannot be considered to have been a significant effect. Given 
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each location, the listening conditions for each group may be assumed 

to be essentially the same. 

General Conclusions 

The most plausible explanation for the lack of significance 

associated with reading group or any of its interaction is that the 

phonetic coding problems or RD students are probably not due to speech 

perception deficit entailing phonetically ambiguous speech and the 

factors of priming and word form. This point is underscored by the 

fact that alI the reading and age groups and combinations were tested 

under the same conditions, which involved continuous speech stimuli 

<to mimic the classroom speech setting). Further, the perception of 

the ambiguous items used had to turn on differences in the phonetic 

structure of the items. To emphasize the point further, the results 

of these RD <as well as NRD> subjects closely resemble the 

similarities of previous phonetic ambiguity studies, also employing 

the factors of priming and word form. For example, just as for adults 

in the Spencer et al. <1982> study and for pre! iterate preschoolers in 

the Carter et al ., <1983> study, the main effects of word form and 

priming significantly affected correct identifications for alI reading 

groups in the present investigation. Also, as in the previous 

studies, alI reading groups responded with a significant majority of 

reversals being in the direction of the frequent form. Further, for 

all three studies, the influence of sound intensity was almost nil. 

Finally, the lack of significant priming effects when the number of 

alternate identifications Is examined was also replicated. 

Such findings clearly call into question the degree of continuous 
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speech perception's effects on the word decoding ski I Is of even young 

elementary RD students, not to mention the adolescents. Unless some 

other factors <sti I I unknown> involved in decoding continuous speech 

are shown to cl'early differentiate reading groups, one would do better 

to explore explanations other than those making reference to speech 

peception deficits <e.g., visual, serial order recal I, see Vel lutino, 

1979>. Even though there is evidence of speech perceptual differences 

between groups given by Brady et al ., <1983> and Godfrey et al. 

<1981>, thse differences pertain to an unnatural set of 

circumstances--unlikely to be found in the course of a reading lesson 

and, thus unlikely to be germane to the problem. Although the current 

author cautioned against Dykstra's <1966> pessimism with the auditory 

discrimination results, she finds herself having to take a simi Jar 

stance with regard to the reading disabilities speech perception 

I iterature. 



94 

List of References 



95 

List of References 

Aiken, L. R. <1979>. Psychological testing and assessment <3rd ed.>. 

Boston: Allyn and Bacon. 

Alper, T. G. (1942>. A diagnostic spel I ing scale for the col lege level: 

Its constuction and use. Journal of Educational Psychology, 33, 273-290. 

Anastasi, A. <1982>. Psychological testing <5th ed.). New York: 

Macmillan. 

Backman, J. E., Mamen, M., & Ferguson, H. B. <1984>. Reading level de­

sign: Conceptual and methodologial issues in reading research. 

Psychological Bulletin, 96, 560-568. 

Baddeley, A. D. <1966>. Short-term memory for word sequences as a func­

tion of acoustic, semantic, and formal similarity. Quarterly Journal 

9f Experimental Psychology, 18, 362-365. 

Baddeley, A. D. <1968>. How does acoustic similarity influence 

short-term memory? Quarterly Journal of Experimental Psychology, 20, 

249-264. 

Baddeley, A. D. <1970>. Estimating the short-term component in free re­

cal I. British Journal of Psychology, 61, 13-15. 

Baddeley, A. D., Eldridge, M., & Lewis, V. <1981>. The role of subvocal­

ization in reading. Quarterly Journal of Psychology, 33A, 439-454. 

Baddeley, A. D., & Hitch, G. J. <1974>. Working memory. In G. A. Bower 

<Ed.>, The psychology of learning and motivation <Vol. 8>. London: 

Academic Press. 

Baddeley, A. D., & Lewis, V. <1981>. Inner active processes in 

reading: The inner voice, the inner ear, the inner eye. In 



A. M. Lesgo l d & C. A. Perfetti <Eds.>, Interactive processes in 

reading. Hi! lsdale, NJ: Erlbaum. 

96 

Baddeley, A. D., Thompson, N., & Buchanan, M. <1975). Word length 

and the structure of short-term memory. Journal of Verbal Learning 

and Verbal Behavior, 14, 575-589. 

Baron, J. (1977>. Mechanisms for processing printed words: use and 

acquisition. Hi I lsdale, NJ: Lawrence Erlbaum. 

Baron, J., & Strawson, C. (1976). Use of orthographic and 

word-specific knowledge in reading words aloud. Journal of 

Experimental Psychology: Human Perception and Performance, �. 

386-393. 

Barron, R. w. <1978>. Reading skill and phonological coding in 

lexical access. In M. M. Gruneberg, P. E. Morris, & R. N. Sykes 

<Eds.>, Practical aspects of memory. London: Academic Press. 

Barron, R. W. (1980). Visual and phonological strategies in reading 

and spelling. In U. Frith <Ed.), Cognitive processes in spelling. 

New York: Academic Press. 

Barron, R. W. <1981>. Development of visual word recognition: A 

review. InT. G. Waller & G. E. MacKinnon <Eds.>, Reading 

research: Advances In theory and practice <Vol. 13.>. New York: 

Academic Press. 

Bauer, R. H. <1977>. Memory processes in children with learning 

disabil itles: Evidence for deficient rehearsal. Journal of 

Experimental Child Psychology, 24, 415-430. 

Bellugi, U., Klima, E. S., & Siple, P. A. <1975). Remembering signs. 

Cognition, l• 93-125. 

Benger, K. <1968). The relationship of perception, personality, 



97 

Intelligence, and grade on reading achievement. In H. K. Smith 

<Ed.>, Perception and reading. Proceedings of the Twelfth Annual 

Convention <Vol. 12). Newark, DE: International Reading 

Association. 

Benton, A. L. <1975>. Developmental dyslexia: Neurological aspects. 

In W. J. Friedlander <Ed.), Advances In neurology <Vol. 7>. New 

York: Raven. 

Berger, N. S. <1975>. An investigation of I iteral comprehension and 

organizational processes In good and poor readers. Dissertation 

Abstracts International, 36, 1899-1900. 

Bisanz, G. I., Das, J. P., & Mancini, G. <1984>. Children's memory 

for phonemlcal ly confusable and nonconfusable letters: change with 

age and reading ability. Child Development, 59, 1845-1854. 

Bolinger, D. <1975). Aspects of language <2nd ed.>. New York: 

Harcourt, Brace, Jovanovich. 

Brady, S., Shankweiler, D., & Mann, V. A. <1983>. Speech perception 

and memory coding in relation to reading ability. Journal of 

Experimental Child Psychology, 35, 345-367. 

Bronner, A. F. <1917). The psychology of special abilities and 

dlsabi I ities. Boston: Little, Brown. 

Bryan, T. H. <1979). Communication competence in reading and 

learning disabi lites. Bulletin of the Orton Society, 29, 172-188. 

Bryant, P. E., & Bradley, L. <1980). Why children sometimes write 

words which they do not read. In U. Frith <Ed.), Cognitive 

processes in spelling. London: Academic Press. 

Byrne, B. <1981>. Deficient syntactic control In poor readers: Is 

a weak phonemic code responsible? Applied Psycholinguistics, �. 



98 

201-212. 

Calfee, R. C. <1982). Cognitive models of reading: Implications for 

assessment and treatment of reading disability. In R. N 

Malatesha & P. G. Aaron <Eds.), Reading disorder: Varieties and 

treatments. New York: Academic Press. 

Calfee, R. C., Lindamood, P., & Lindamood, C. <1973). 

Acoustic-phonetic ski I Is and reading--kindergarten through twelfth 

grade. Journal of Educational Psychology, 64, 293-298. 

Calfee, R. C., Venezky, R., & Chapman, P. <1969). Pronunciation of 

synthetic words with predictable and unpredictable letter-sound 

correspondences. Technical Report No. 71. Wisconsin Research and 

Development Center for Cognitive Learning. 

Campbel I, R., & Dodd, B. <1983). · Aspects of hearing by eye. In H. 

Bouma & D. Boushuis <Eds.), Control of language processes. 

Hi! lsdale, NJ: Lawrence Erlbaum. 

Carr, D. B. <1979>. The development of young children's capacity to 

judge anomalous sentences. Journal of Child Language, � . 227- 241. 

Carter, E., & Zoller, K. <1983, November). Phonetic ambiguity 

perception in 4- and 5-year olds. Poster presented at the 2nd 

Annual Forum for Developmental Research, Richmond, VA 

Case, R. (1978>. Intellectual development from birth to adulthood: 

A Neo-Piagetian interpretation. In R. S. Siegler <Ed.>, Children's 

thinking: What develops? Hi I lsdale, NJ: Lawrence Erlbaum. 

Chen, K. <1976>. Acoustic image in visual detection for deaf and 

hearing col lege students. Journal of General Psychology, 94, 

243-246. 

Clark H. H., & Clark, E. V. <1977). Psychology and language: An 



introduction to psycholinguislics. New York: Harcourt, Brace, 

Jovanovich. 

Cole, R. A. <1979). Navigating the slippery stream of speech. 

Psychology Today, 12, 77-87. 

99 

Col 1 ins, A. M., & Loftus, E. F. <1975). A spreading activation 

theory of semantic processing. Psychological Review, 82, 407-428. 

Conrad, R. <1963>. Acoustic confusions and memory span for words. 

Nature, 1917, 1029-1030. 

Conrad, R. <1964>. Acoustic confusions In immediate memory. British 

Journal of Psychology, 55, 75-84. 

Conrad, R. <1971). The chronology of the development of covert 

speech In children. Developmental Psychology, �. 398-405. 

Conrad, R. <1972). Speech and reading. In J. F. Kavanagh, I. G. 

Mattingly <Eds.), Language by ear and by eye: The relationship 

between speech and reading. Cambridge, MA: MIT Press. 

Conrad, R. (1979). The deaf school child. London: Harper & Row. 

Conrad, R., & Freeman, P. R., & Hull, A. J. <1965>. Acoustic factors 

versus language factors in short-term memory. Psychonomic Science, 

l· 57-58. 

Conrad, R., & Hul I, A. J. (1964). Information, acoustic confusion, 

and memory span. British Journal of Psychology, 55, 429-432. 

Cooper, W. E. <1979>. Speech perception and production: Studies In 

selective adaptation. Norward, NJ: Ablex. 

Cunningham, P. M., & Cunningham, J. W. <1978). Investigating the 

"print to mean1ng" hypothesis. In P. D. Pearson & J. Hansen 

<Eds.>, Reading: dlsclpl ined Inquiry in process and practice <27th 

Yearbook of the National Reading Conference). Clemson, SC.: 



100 

The National Reading Conference. 

Dal !ago, M. L. L., & Moely, B. <1980>. Free recal I in boys of normal 

and poor reading levels as a function of task manipulations. 

Journal of Experimental Child Psychology, 30, 62-78. 

Daneman, M., & Carpenter, P. A. <1980>. Individual differences in 

working memory and reading. Journal of Verbal Learning and Verbal 

Behavior, �. 450-466. 

Daneman, M., Carpenter, P. A., & Just, M. A. <1982>. Cognitive 

processes and reading ski! Is. In B. A. Hutson <Ed.), Advances in 

reading and language research <Vol. 1>. Greenwich, CN: JAI Press. 

De Hirsh, K., Jansky, J., & Langford, W. <1966>. Predicting reading 

failure: A preliminary review. New York: Harper & Row. 

Denckla, M. B., & Rudel, R. <1976>. Naming of pictured objects 

by dyslexic and other learning disabled children. Brain and 

Language, �· 1-15. 

Derwing, B. L. <1973>. Transformational grammar as a theory of 

language acquisition: A study in the empirical, conceptual and 

methodological foundations of contemporary linguistics. New York: 

Cambridge University Press. 

Deutsch, M. <1964>. Auditory discrimination and learning: Social 

factors. Merril !-Palmer Quarterly, 10, 227-296. 

Doctor, E. A. <1978>. Studies of reading comprehension in children 

and adults. Birkbeck Col lege, University of London. 

Dodd, B. <1976). The phonological system of deaf children. Journal 

of Speech and Hearing Disorders, 11· 185-198. 

Dodd, B. <1980>. Interaction of auditory and visual information in 

speech perception. British Journal of Psychology, 2!• 541-549. 



101 

Dodd, B .. Brasher, P. H., & Campbel 1, R. (1983 >.  Deaf children's 

short-term memory for lip-read, graphic and signed stimuli. 

British Journal of Developmental Psychology, l· 353-364. 

Dodd, B., & Hermel in, B. <1977). Phonological coding by the 

pre! ingual ly deaf. Perception and Psychophysics,�. 413-417. 

Dornic, S. <1967>. Effect of a specific noise on visual and auditory 

memory span. Scandinavian Journal of Psychology, �. 155-166. 

Downing, J. <1973). Linguistic environments, II. In J. Downing 

<Ed.), Comparative reading. New York: Macmi I Jan. 

Drenowski, A., & Healy, A. F. <1980). Missing -ing in reading: 

Letter detection errors in word endings. Journal of Verbal 

Learning and Verbal Behavior, 19, 247-262. 

Dykstra, R. <1966). Auditory discrimination abilities and beginning 

reading abi 1 ity. Reading Research Quarterly, 1· 5-34. 

Ehri, L. C., & Wilce, L. S. <1983). Development of word 

identification speed in skilled and less ski I led beginning readers. 

Journal of Educational Psychology, 75, 3-18. 

Elkonin, D. B. U. S. S. R. <1973). In J. Downing <Ed.), Comparative 

reading. New York: Macmillan. 

Ellis, A. W. <1984). Reading, writing and dyslexia: A cognitive 

analysis. Hillsdale, NJ: Lawrence Erlbaum. 

Eriksen, C. W., Pollack, M. D., & Montague, W.E. <1970). Implicit 

speech: Mechanisms in perceptual coding? Journal of Experimental 

Psychology, 84, 503-507. 

Estes, W. K. <1973). Phonemic coding and rehearsal in short-term 

memory for letters. Journal of Verbal Learning and Verbal 

Behavior, 12, 360-372. 



102 

Firth, I. <1972). Components of reading disabi 1 ities. Unpublished 

doctoral dissertation. University of South Wales, Kensington, N. 

S. W. Austral 1 ia. 

Fodor, J. A. <1983>. The modularity of mind: An essay on faculty 

psychology. Cambridge, MA: M.I.T. Press. 

Fodor, J. A .. <1985>. Precis of the Modularity of Mind. Behavioral 

and Brain Sciences, �. 1-42. 

Fox, B., & Routh, D. K. <1975>. Phonetic analysis and synthesis as 

word attack skills. Journal of Educational Psychology, 68, 70-74. 

Frith, U. <1979>. Reading by ear and writing by eye. In P. A. 

Kolers, M. E. Wrolstad, & H. Bouma <Eds.), Processing of visible 

language. New York: Plenum Press. 

Frumkin, B., & Anisfeld, M. <1977). Semantic and surface codes to 

the memory of deaf children. Cognitive Psychology, 9, 475-493. 

Fry, M. A., Johnson, C. S., & Muehl, S. <1970). Oral language 

production in relation to reading achievement among select 

second graders. In D. J. Bakker & P. Satz <Eds.), Specific 

reading disabi I ity: Advances in theory and method. Rotterdam: 

Rotterdam University Press. 

Garnes, S., & Bond, 2. S. <1975). Slips of the ear: Errors in 

perception of casual speech. Paper presented at the Eleventh 

Regional Meeting, Chicago Linguistic Society, 214-225, Chicago. 

Garnes, S., & Bond, 2. S. <1977). A slip of the ear: A snip of 

the ear? Paper presented at the Working Group on Slips of the 

Tongue and Ear. Twelfth International Congress of Linguistics, 



103 

Vienna. 

Garrett, J. <1954). Statistics in psychology and education. New 

York: Longmans Green. 

Gelfand, S. <1981). Hearing: An introduction to psychological and 

physiological acoustics. New York: Marcel Dekker. 

Gibson, E. J., Shurdiff, A., & Yonas, A. <1970). Uti I ization of 

spelling patterns by deaf and hearing subjects. In H. Levin & 

J. WI II lams <Eds.), Basic studies on reading, 57-73. New York: 

Basic Books. 

Gleitman, L. R., & Rozin, P. <1977>. The structure and 

acquisition of reading. 1: Relations between ortographics and 

the structure of language. In A. Rever and D. L. Scarborough 

<Eds.), Toward a psychology of reading. Hil Jsdale, NJ: Lawrence 

Erlbaum. 

Godfrey, J. J., Syrdai-Lasky, A. K., Mil Jay, K. K., & Knox, C. M. 

<1981). Performance of dyslexic children on speech percpetion 

tests. Journal of Experimental Child Psychology, 32, 401-424. 

Gal inkoff, R. M., & Rosinski, R. R. <1978). Decoding semantic 

processing and reading comprehension ski I Is. Child Development, 

47, 252-258. 

Goodman, K. <1968). Reading: A psycho! inguistic guessing game. 

Journal of Reading Specialist, 6, 126-136. 

Guilford, J. P. <1956>. Fundamental statistics in psychology and 

education. New York: McGraw Hi! I. 

Guttentag, R. E. <1981). The role of word shape as a recognition 

cue in children's automatic word processing. Child Development, 

52, 363-366. 



104 

Guyer, B. L., & Freidman, M. P. <1975). Hemispheric processing and 

cognitive styles in learning disabled and normal children. Child 

Development, 46, 658-668. 

Harber, J. R. <1980). Auditory perception and reading: Another 

look. Learning Disabi \!ties Quarterly,�· 19-29. 

Halle, M., & Stevens, K. <1962). Speech recognition: A model and a 

program for research. IRE Transactions of the Professional Group 

on Information Theory, IT-8, 155-159. 

Hammil I, D. D., & Larsen, S. C. <1974). The relationship of selected 

auditory perceptual ski\ Is and reading ability. Journal of 

Learning Disabilities, z, 40-46. 

Hardy, M., Stennett, R. G., & Smythe, P. C. <1973). Auditory 

segmentation and auditory blending in relatkns to beginning 

reading. The Alberta Journal of Educational Research, 19, 144-158. 

Hasbrouck, J. M. <1983>. Diagnosis of auditory perceptual disorders 

in previously undiagnosed adults. Journal of Learning Disabilites, 

16, 206, 208. 

Hatch, E., Pol in, P., & Part, S. <1974>. Acoustic scanning and 

syntactic processing. Three experiments--First and second 

language learners. Journal of Reading Behavior,�. 275-285. 

Helfgott, J. A. <1976). Phonemic segmentation and blending ski\ Is 

of kindergarten children: implications for beginning reading 

acquisition. Contemporary Educational Psychology, l• 157, 169. 

Hintzman, D. L. <1967>. Articulatory coding in short-term memory. 

Journal of Verbal Learning and Verbal Behavior,�. 312-316. 

Hintzman, D. L. <1969). Back�ard recal I as a function of stimulus 

similarity. �ournal of Verbal Le�rning and Verbal Behavior, 



105 

79, 192-194. 

Hirsh-Pasek, K., Gleitman, L. R., & Gleitman, H. <1978>. What 

did the brain say to the mind?: A study of the detection and 

report of ambiguity by young children. In A. Sinclair, R. J. 

Jarvel Ia, & W. J. M. Levelt <Eds.), The child's concept of 

language <Vol. 2>. Springer Series in Language and Communication. 

New York: Springer-Verlag. 

Hoard, J. E. <1966). Juncture and syl !able structure in Eng! ish. 

Phonetica, 15, 96-109. 

Hogaboam, T. W., & Perfetti, C. A. <1978). Reading ski 11 and the 

role of verbal experience in decoding. Journal of Educational 

Psychology, 70, 717-729. 

Hunt, E., Frost, N., & Lunneborg, C. <1973). Individual differences 

in cognition: A new approach to intel 1 igence. In G. H. Bower 

<Ed.), The psychology of learning in motivation: Advances in 

research and theory <Vol. 7). New York: Academic Press. 

Ingram, T. T. S., & Reid, J. F. <1976). Developmental aphasia 

observed in a department of child psychiatry. Archives of 

Disease in Childhood, 31<157), 161-172. 

Jacobson, J. Z. <1976). Visual masking by homonyms. Canadian 

Journal of Psychology, 30, 174-177. 

Jansky, J., & de Hirsh, K. <1972>. Predicting reading failure. 

New York: Harper & Row. 

Johnston, R. S. <1982>. Phonological coding in dyslexic readers. 

British Journal of Psychology, 75, 455-460. 

Jorm, A. F. <1981>. Children with reading and spelling retardation. 

Functioning of whole word and correspondence rule mechanisms. 



106 

Journal of Child Psychology and Psychiatry, 22, 171-178. 

Katz, P. A., & Deutsch, M. <1967>. Modality of stimulus presentation 

in serial learning for retarded and normal readers. Perceptual and 

Motor Ski I I s, 19, 627-633. 

King, R. R., Jones, C., & Lasky, E. <1982>. In retrospect: A 

fifteen year follow-up report of speech-language disorders in 

children. Language and Speech Hearing Services in the Schools, 

13, 24-32. 

Kintsch, W., & van Dijk, T. A. <1978>. Toward a model of discourse 

comprehension and production. Psychological Review, 85, 363-394. 

Klapp, S. T. <1974>. Syl !able-dependent pronunciation latencies in 

number naming: A replication. Journal of Experimental Psychology, 

102, 1138-1140. 

Kleiman, G. M. <1975). Speech receding in reading. Journal of 

Verbal Learning and Verbal Behavior, �. 323-339. 

Kochnower, J., Richardson, E., & Di Benedetto, B. <1983). A 

comparison of the phonic decoding abi I ity of normal and 

language-disabled children. Journal of Learning Disabi I ities, 

16, 348-351. 

Lehiste, L. <1960>. An acoustic phonetic study of internal open 

juncture. Phonetica, � <Supplement), 1-54. 

Lerner, J. <1981). Learning disabilities: Theories, diagnosis, 

·
and teaching strategies <3rd ed.). Boston: Houghton-Miff! in. 

Levy, B. A. <1975). Vocalization and suppression effects in 

sentence memory. Journal of Verbal Learning and Verbal Behavior, 

14, 304-316. 

Levy, B. A. <1978>. Speech processing during reading. In A. M. 



Lesgold, J. W. Pellegrino, S. D. Fokkema, & R. Glaser <Eds. >, 

Cognitive psychology and instruction. New York: Plenum Press. 

Liberman, I. Y., Shankwei ler, D., Fischer, F. W., & Carter, B. 

<1974>. Explicit syl !able and phoneme segmentation in the 

young child. Journal of Experimental Child Psychology, 18, 

202-212. 

Liberman, I. Y., Shankwei ler, D., Liberman, A. M., Fowler, C., & 

Fischer, F. W. <1977>. Phonetic segmentation and receding in 

107 

the beginning reader. In A. S. Reber & D. L. Scarborough <Eds.), 

Toward a psychology of reading. Hillsdale, NJ: Lawrence Erlbaum. 

Liberman, I. Y., & Shankweiler, D. <1978>. Speech, the alphabet and 

teaching to read. In L. Resnick & P. Weaver <Eds.), Theory and 

practice of early reading. New York: Wiley. 

Liberman, I. Y., & Shankweiler, D. (1979). Speech, the alphabet, 

and teaching to read. In L. Resnick & P. Weaver <Eds.), Theory 

and practice of early reading. Hillsdale, NJ: Lawrence 

Erlbaum. 

Lieberman, P. <1963). Some effects of semantic and grammatical 

context on the production and perception of speech. Language 

and Speech, �· 171-187. 

Lindsay, P. H.; & Norman, D. A. (1977>. Human information 

processing <2nd ed.). New York: Academic Press. 

Locke, J. L. <1978>. Phonemic effects in the silent reading of 

hearing and deaf children. Cognition, 6, 173-187. 

Lovett, M. W. <1979>. The selective encoding of sentential 

information in normal reading development. Child Development, 

50, 897-900. 



108 

Lyle. J. G. <1970). Certain antenatal, perinatal, and 

developmental variables and reading retardation ln middle-class 

boys. Child Development, il• 481-191. 

Lyle, J. G. , & Goyen, J. <1969). Performance of retarded readers on 

the WISC and educational tests. Journal of Abnormal Psychology 

74. 105-112. 

MacKay, D. G. <1968). Phonetic factors in the perception and recai 1 

of spelling errors. Neuropsychologia, 6, 321-325. 

Manis, F. R., & Morrison, F. J. <1985). Reading disability: A 

deficit in rule learning. In L. S. Siegel & F. J. Morrison <Eds.), 

Cognitive development in atypical children: Progress in cognitive 

developmental research. New York: Springer-Verlag. 

Mann, V. A., & Liberman, I. Y. <1984). Phonological awareness and 

verbal short-term memory. Journal of Learning Disabilities, 10, 

592-599. 

Mann, V. A. , Liberman, I. Y., & Shankweiler, D. <1980). Children's 

memory for sentences and word strings in reltion to reading 

abi I ity. Memory and Cognition, 8, 329-335. 

Mann, V. A., Shankweiler, D. , & Smith, S. T. <1984). The association 

between comprehension of spoken sentences and early reading 

ability: The role of phonetic representation. Journal of Child 

Language, 11, 627-643. 

Mark, L. S. , Shankweiler, D., Liberman, I. Y., & Fowler, C. A. 

<1977). Phonetic receding and reading difficulty in beginning 

readers. Memory and Cognition, 5, 623-629. 

Marslen-Wi lson, W.O., & Welsh, A. <1978>. Processing interactions 

and lexical access duringword recognition in continuous speech. 



Cognitive Psychology, 6, 29-63. 

Massaro, D. W., & Taylor, G. A. <1980). Reading abi I ity and 

utilization of orthographic structure in reading. Journal of 

Educational Psychology, 72, 730-742. 

Mattingly, I. G. <1972>. Reading: The linguistic process and 

I inguistic awareness. In J. F. Kavanaugh & I. G. Mattingly 

<Eds.), Language by ear and by eye. Cambridge, MA: MIT Press. 

109 

Maxwel I, S. E., & Wallach, G. P. <1984). The language-learning 

disabilities connection: Symptoms of early language disability 

change over time. In G. P. Wallach & K. G. Butler <Eds.>, 

Language-learning disabilities in school-age children. Baltimore: 

Will lams & Wi I Iiams. 

McCready, E. B. <1910). Biological variations in the higher 

cerebral centers causing retardation. Proceedings of the National 

Association for Exceptional Children <1-8). 

Miles, N. C., & Miles, T. R. <1977). Dyslexia as a 1 imitation in the 

abi I ity to process information. Bulletin of the Orton Society, 27, 

72-81. 

Mi I ler, B. G. <1982). Effects of directive cues at encoding and 

recal I in reading disabled students. <Doctoral dissertation, 

Virginia Commonwealth University, 1982>. Dissertation Abstracts 

International, 43, 2018B. 

Miller, J. W., & McKenna, M. C. <1981). Disabled readers: Their 

intellectual capacities at differing ages. Perceptual and Motor 

Ski I Is, 52, 467-472. 

Mitchell, D. C. <1982>. The process of reading. New York: Wiley. 

Monroe, M. <1932). Children who cannot read. Chicago: Chicago 



University Press. 

Morton, J. <1966). Discussion of On Hearing Sentences. In J. 

110 

Lyons & R. J. Wales <Eds.>, Psycholinguistics papers. Edinburgh: 

University of Edinburgh Press. 

Naidoo, S. <1972>. Specific dyslexia. New York: Wiley. 

Oakland, T. S. <1969). Auditory discrimination and socioeconomic 

status as correlates of reading achievement. Journal of 

Learning Disabi I !ties, �. 324-329. 

Oller, D. K., & Kelly, C. A. <1974). Phonological substitution 

processes of a hard of hearing child. Journal of Speech and 

Hearing Disorders, 39, 65-74. 

Olson, R. K., Davidson, B. J., Kl iegl, R., & Davies, S. E. <1984). 

Development of phonetic memory in disabled and normal readers. 

Journal of Experimental Child Psychology, 37, 187-206. 

Olson, R. K., Kliegl, R., Davidson, B. J., & Foltz, G. <1985). 

Individual developmental differences In reading abi 1 ity. In G. E. 

MacKinnon & T. G. Waller <Eds.), Reading research: Advances in 

theory and practice <Vol. 4). New York: Academic Press. 

Peck, N. <1977). The relationship of visual and auditory 

perception and modality patterns to reading achievement and 

intelligence. Dissertation Abstracts International, 38, 

2049A-2050A. <University Microfilms No. 77-21, 918). 

Perfetti, C. A., Finger, E., & Hogaboam, T. W., <1977>. Sources of 

vocalization latency differences between ski! led and less ski 1 led 

young readers. Journal of Educational Psychology, 70, 730-739. 

Perfetti, C. A., & Hogaboam, T. W. <1975). Relationship between 

single word decoding and reading comprehension skill. Journal of 



111 

Educational Psychology, 67, 461-469. 

Perfetti, C. A., & Lesgold, A. M. <1978>. Discourse comprehension 

and sources of individual differences. In M. Just and P. Carpenter 

<Eds.), Cognitive processes in comprehension. Hll lsdale, NJ: 

Lawrence Erlbaum. 

Pintner, R. <1913). Inner speech silent reading. Psychological 

Review, 20, 129-153. 

Pisani, D. B., & Sawusch, J. R. <1975>. Some stages of processing 

in speech perception. In A. Cohen & S. G. Nootebloom <Eds.>, 

Structure and process in speech perception. New York: 

Springer-Verlag. 

Plessas, G. P. <1963>. Reading abilities of high and low auders. 

Elementary School Journal, 63, 223-226. 

Powers, M. H. <1971>. Clinical and educationa procedures in 

functional disorders of articulation. In L. E. Travis <Ed.>, 

Handbook of speech pathology and audiology. New York: Appleton. 

Pynte, J. <1978>. Implicit speech in the reading of numbers and 

meaningless syllables. In J. Requin <Ed.), Attention and 

performance <Vol. 7). Hi! Jsdale, NJ: Lawrence Erlbaum. 

Read, C. <1978>. Chi ldren/s awareness of language with emphasis 

on sound systems. In A. Sinclair, R. J. Jarvel Ia, & W. J. M. 

Levelt <Eds.), The chi ld/s conception of language <Vol. 2>. 

Springer-Verlag in Language and Communication. New York: 

Springer-Verlag. 

Reitsma, J. S. <1974>. Without surreptitious rehearsal, information 

in short-term memory decays. Journal of Verbal Learning and 

Verbal Behavior, �. 365-377. 



112 

Rozin, P., & Gleitman, L. R. <1977>. The structure and acquisition 

of reading. II: The reading process and the acquisition of the 

alphabetic principle of reading. In A. Reber & D. L. 

Scarborough <Eds.), Toward a psychology of reading. Hi I lsdale, NJ: 

Lawrence Erlbaum. 

Salame, P . •  & Baddeley, A. <1982>. Disruption of short-term memory 

by unattended speech: Imp! !cations for the structure of working 

memory. Journal of Verbal Learning and Verbal Behavior, 21, 

150-164. 

Satz, P., Taylor, H. G., Friel, J., & Fletcher, J. <1978). Some 

developmental predictive precursors of reading disabilities: A 

six-year follow up. In A. L. Benton & D. Pearl <Eds.>, Dyslexia: 

An appraisal of current knowledge. New York: Oxford University 

Press. 

Savin, H. B. <1972>. What the child knows about speech when he 

starts to learn to read. In J. F. Kavanaugh & I. G. Mattingly 

<Eds.>, Language by ear and by eye. Cambridge, MA: MIT Press. 

Sears, D. A. <1969>. Engineers spel I acoustically. Col lege 

Composition and Communication, 20, 349-351. 

Sen£, G. & Freund!, P. C. <1972>. Sequential auditory and visual 

memory in learning disabled children. Proceedings of the Annual 

Convention of the American Psychological Association, �· 511. 

Shankwei Jer, D., Liberman, I. Y. <1976). Exploring the relations 

between reading and speech. In R. M. Knight & D. K. Bakker 

<Eds.>, The neuropsychology of learning disorder: Theoretical 

approaches. Baltimore: University Park Press. 

Shankweiler D., Liberman, I. Y., Mark, L. S. , Fowler, C. A., & 



Fischer, F. W. <1979). The speech code and learning to read. 

Journal of Experimental Psychology: Human Learning and Memory, 

§. 531-545. 

Shultz, T., & Pi Ion, R. <1973>. Development of ability to detect 

linguistic ambiguity. Child Development, 44, 728-733. 

Siegel, L. S. <1985>. Psycholinguistic aspects of reading 

disabilities. In L. S. Siegel & F. J. Morrison <Eds.>, 

Cognitive development in atypical children: Progress in 

cognitive developmental research. New York: 

Springer-Verlag. 

113 

Siegel, L. S., & Linder, B. A. <1984). Short-term memory processes 

in children with reading and arithmetic learning disabilities. 

Developmental Psychology, 20, 200-207. 

Siegel, L. S., & Ryan, E. G. <1984>. Reading disabi I ity as a 

language disorder. Remedial and Special Education, 5, 28-33. 

Slowiacek, M. L., & Clifton, C. J. <1980>. Subvocalization and 

reading for meaning. Journal of Verbal Learning and Verbal 

Behavior, 19, 573-582. 

Smith, F. <1978>. Understanding reading: A psycho) inguistic 

analysis of reading and learning to read <2nd ed.>. NY: 

Holt, Rhinehart, & Winston. 

Smith, P. T., & Baker, R. G. <1976>. The influence of English 

spelling patterns on pronunciation. Journal of Verbal Learning 

and Verbal Behavior, 15, 267-285. 

Smith, P. T., & Groat, A. <1979>. Spelling patterns, letter 

cancel I at ion and the processing of text. In P. A. Kolers, M. E. 

Wrolstad & H.- Bouma <Eds.>, Processing of visible language <Vol. 



1>. New York: Plenum Press. 

Snow! ing, M. J. <1980). The development of grapheme-phoneme 

correspondence in normal and dyslexic children. Journal of 

Experimental Child Psychology, 29, 294-305. 

114 

Spencer, N. J., & Carter, E. <1982, March). Hearing intended and 

unintended words from fluent speech. Paper presented at the 

meeting of the Southeastern Psychological Association, New Orleans, 

LA. 

Spencer, N. J., & Wol !man, N. <1980). Lexical access for phonetic 

ambiguities. Language and Speech, 23, 728-733. 

Sperling, G. <1963>. A model for visual memory tasks. Human 

Factors, _2_, 19-31. 

Spoehr, K. <1974). Linguistic processes in the perception of letter 

strings. Dissertation Abstracts International, 34, 4720-4721. 

<University Microfilm No. 74-65, 57>. 

Stanovich, K. E. <1982). Word recognition ski! I and reading ability. 

In M. Singer <Ed.>, Competent reader, disabled reader: Research 

and applications. Hi I lsdale, NJ: Lawrence Erlbaum. 

Straub, R. <1976). Discourse processing. Effects of given-new 

information structure on discourse memory of ski! led and 

less ski 1 led readers. Unpublished Masters Thesis, University 

of Pittsburgh. 

Strominger, A. z., & Bashir, A. S. <1977). A nine-year follow-up 

of language delayed children. Presented at the Annual Convention 

of the American Speech-Language and Hearing Association, Chicago. 

Studdert-Kennedy, M. <1974). The perception of speech. In T. A. 

Seabeck <Ed.>, Current trends in psycho! inguistics, Vol. 12: 



115 

Linguistics and adjacent arts and sciences. The Hague: Mouton. 

Swisher, L. (1976>. The language performance of the oral deaf. In 

H. Whitaker & H. A. Whitaker <Eds.), Studies in neural inguistics 

<Vol. 2>. New York: Academic Press. 

Taylor, I., & Taylor, M. M. <1983>. The psychology of reading. 

New York: Academic Press. 

Thorne, J. P. <1966). On hearing sentences. In J. Lyons & R. J. 

Wales <Eds.), Psycho! inguistic papers. Edinburgh: University of 

Edinburgh Press. 

Torgesen, J. K. <1980>. Conceptual and educational imp! !cations of 

the use of efficient talk strategies by learning disabled 

children. Journal of Learning Disabilities, 13, 19-26. 

Torgesen, J. K., & Goldman, T. <1977). Verbal rehearsal and 

short-term memory in reading disbled children. Child Development, 

48, 56-60. 

Torgesen, J. K., & Houck, G. <1980). Processing deficiencies in 

learning disabled children who perform poorly on Digit Span 

task. Journal of Educational Psychology, 72, 141-160. 

Trelman, R. <1984>. Individual differences among children in 

spel 1 ing and readng styles. Journal of Experimental Child 

Psychology, 37, 463-477. 

Treiman, R., & Baron, J. <1981). Segmental analysis ability: 

Development and relation to reading ability. In G. E. 

MacKinnon & T. G. Waller <Eds.), Reading research: Advances 

in theory and practice <Vol. 3). New York: Academic Press. 

Tunmer, W. E., & Herriman, M. L. <1983>. The development of 

metalinguistic awareness in children: A conceptual orientation. 



116 

In W. E. Tunmer, C. Pratt, & M. L. Herriman (Eds.>, Metalinguistic 

awareness in children: Theory, research, and imp! ication. New 

York: Springer-Verlag. 

Tzeng, 0. J. L., Hung, D. L., & Wang, W. S. Y. <1977). Speech 

recoding in reading Chinese characters. Journal of Experimental 

Psychology: Human Learning and Memory, �. 621-630. 

Tzeng, 0. J. L., & Hung, D. L. <1980). Reading in a non-alphabetic 

writing system. In J. F. Kavanaugh & R. L. Venezky <Eds.>, 

Orthography, reading and dyslexia. Baltimore: University Park 

Press. 

Underwood, G. <1985>. Information processing in ski I led readers. In 

G. E. MacKinnon & T. G. Waller <Eds.>, Reading research: Advances 

in theory and practice <Vol. 4>. New York: Academic Press. 

Vogel, I. <1976>. Deaf phonology: A case study of an English child. 

Papers and Reports on Child Language and Development, Department of 

Linguistics, Stamford University. 

Vel !uti no, F. R. <1978). Toward an understanding of dyslexia: 

Psychological factors in specific reading disability. In A. L. 

Benton <Ed.), Dyslexia: An appraisal of current knowledge. 

New York: Oxford University Press. 

Vel !uti no, F. R. <1979). Dyslexia: Theory and research. Cambridge, 

MA: MIT Press. 

Waller, T. G. <1976). Children's recognition memory for written 

sentences: A comparison of good and poor readers. Child 

Development, 47, 90-95. 

Warrington, E. K. <1967). The incidence of verbal disability 

association with reading retardation. Neuropsychologia, 5, 



117 

175-179. 

Weiner, P. S. <1967). Auditory discrimination and articulation. 

Journal of Speech and Hearing Disorders, 33, 19-29. 

Weinstein, R . •  & Rabinovitch, M. S. <1971). Sentence structure and 

retention in good and poor readers. Journal of Educational 

Psychology, 62, 25-30. 

Wepman, J. M. <1958). Auditory Discrimination Test. Beverly Hil Is, 

CA: Learning Research Associates. 

Wepman, J. M. <1960). Auditory discrimination, speech and reading. 

Elementary School Journal, 1· 325-333. 

Wepman, J. M. <1961). The interrelationship of learning speech and 

reading. The Reading Teacher, 14, 245-247. 

Wickelgren, W. A. <1965). Short-term memory for phonemical ly similar 

lists. American Journal of Psychology, 78, 567-574. 

Wiig, E. H., Semel, E. M., & Crouse, M. B. <1973). The use of 

English morphology by high-risk and learning disabled children. 

Journal of Learning Disabi 1 !ties, �· 457-464. 

Wiig, E. H., & Semel, E. <1980). Language assessment and intervention 

for the learning disabled. Columbus, OH: Charles E. Merri 11. 

Winitz, H., LaRivirie, C., & Herriman, E. <1973). Perception of word 

boundaries under conditions of lexical bias. Phonetica, 27, 

193-212. 

Wolford, G. <1985). Information processing approaches to reading 

disability. In L. S. Siegel & F. J. Morrison <Eds.), Cognitive 

development in atypical children: Progress in cognitive 

developmental research. New York: Springer-Verlag. 

Wong, B. <1980). Activating the inactive learner: Use of questions/ 



118 

prompts to enhance comprehension and retention of implied 

information in learning disabled children. Learning Disabilities 

Quarterly, 3, 29-37. 

Zifcak, M. <1 976 ) . Phonological awareness and reading acquisition In 

lst grade children. Dissertation Abstracts International, 38, 

6655-6656. 



119 

Appendix 1 



Table 1 

Adults' Isolates 

Combined Data of Neutral and Biased Tapes a 

b 
Familtar 

Rare 

Familiar 

Rare 

a In percenta§e 

b Member presented 

Correct 

75 

36 

Correct 

73 

68 

No Priming 

Other Member 

4 

36 

Priming 

Other Member 

18 

25 

Wrong 

21 

28 

Wrong 

9 

7 

120 
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Table 2 

Adults1 Isolates 

Respective Data of Neutral and Biased Tapes
a 

Correct 

.� 

Familiar' 75 

Rare 37 

Correct 

Familiar 75 

Rare 37 

3 In percentage 

N P . . b o r1m1ng 

Neutral 

Other Member 

4 

38 

Biased 

Other Member 

4 

32 

Wrong 

21 

26 

Wrong 

21 

31 

b In priming condition--no difference between neutral and bias 

source tape 

2 Member presented 

122 
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Dear Parents: 

124 

Psychology Department 
V1rginia Commonwealth University 
810 W. Frankl in Street 
Richmond ; VA 23284-0001 

Date 

I am a doctoral candidate in the Experimental Psychology Program at 
Virginia Commonwealth University; my area of expertise 1s in the 
acquisition of the perception of and production of language. The 
research that I propose to do w1th your son or daughter wi I I provide 
valuable Insight 1nto the speech perception processes in the reading 
disabled. This is an area that is, only now, beginning to be 

explored. And, I believe that the results of this study wil I provtde 
important information of relevance, not only to basic research but to 
language sk1 I Is instruction as well. 

Selected readtng disabled students who volunteer for the study WI I I be 
asked to I isten to an audiotape, to tel I me what they here Cresponse 

recorded on audio cassette tape), and to select a pictoral 
representation for each of 36 items. The task wi I I take 20 to 30 

minutes and wil I require only one session. 

Reading test and WISC-R scores wi I I be reviewed also and, as with the 
results of the present study, wil I be held in strictest confidence. 

If you would I ike to discuss any aspect of the study with me, ple�se 
feel free to contactme at the above address of through the following 
telephone numbers:  <office) or  <home). You are 

free to withdraw your son or daughter from participation at any tii::e. 

If you consent for your son or daughter to participate in this study, 

please return this letter of consent to me. If you wish, a summar·,· of 
the study wi I I be avai I able when the study is completed. 

Thank you for your kind support. 

Sincerely, 

Elizabeth A. Carter 

Signed: 

Relationship to subject: 

Date: 



125 

Appendix 4 



Sentence Sources of Phonetic Ambiguity Isolates 

Set� Sentences 

*1. Mark Twain was a writer. <BFl 

126 

At the rodeo there was a rider who would get on anything. <BRl 
She was a writer/rider who had a lot of skill. <NBMl 

2. The customers looked at the new display in the window. <BFl 

The rtghteous moralists demanded that the nudist play be 
censored. <BRl 

The people didn't like the new display/nudist play. <NBMl 

*3. The other boys kidded him about having a sweetheart. <BFl 
The dieter felt guilty as he munched on a sweet tart. <BRl 

He wanted to have a sweetheart/sweet tart. <NBMl 

4. Doctors worry about patients deciding to sue them. <BFl 

The minister at the funeral tried to soothe them. <BRl 
The choice was to ignore them or to sue them/soothe them. <NBMl 

*5. The foretgner had a name which was hard to pronounce. <BFl 
He had an aim/a name which never missed the bullseye. <BRl 

He had a name/an aim which was unusual. <NBMl 

*6. They both thought about tha argument. <BFl 

The wtfe asked the therapist if they both ought to come. <BRl 

This time they both thought/both ought to do it. <NBMl 

*7. The strawberries went to market late in the season because of 

bad weather. <BFl 
There would be a fine as the librarian was going to mark it 
late. <BRl 

They were going to market/mark it late. <NBMl 

*8. When babies are awake they may cry for no apparent reason. <BFl 

They make rye at the Jewish bakery. <BRl 

It looked like they may cry/make rye. <NBMl 

Note: Context type: biased = B, neutral = N. 

Word form: familiar = F, rare = R, both members = BM. 

Item within sentence: * = used in the present study. 
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P<esentation O<de< of the Items Used in the P<esent Study 

1. people 

2. banks 

3. sweet ta<t <Rl 

4. ma<ket <fl 

5. gasoline 

6. W<ite< <f) 

7. a name < fl 

8. both thought <f) 

9. c<acks in the glass 

10. ma<ket <fl 

11. bad weathe< 

12. sweet ta<t <Rl 

13. may c<y <fl 

14. both ought <Rl 

15. <ide< < R l 

16. a name <Rl 

17. gasoline 

18. make <ye <Rl 

19. muk it < R) 

20. daisies 

21. an aim <Rl 

22. both ought <R> 

23. match 

24. w<ite< (f) 

25. sweethea<t <f) 

26. may c<y <F> 

27. an aim <Rl 
28. ma<k it <Rl 

29. both thought <Fl 

30. <ide< < R l 

31. sweethea<t <fl 

32. make <Ye <Rl 

33. people 

34. P<isone<s 

35. banks 

36. d<ink 

Note: Pai< membe< type: Ra<e = <Rl , F<equent =(f) 

128 

Because the Spence< and E. Ca<te< <1982> tape contains mo<e items 

than needed in the p<esent study, the tape was fast fo<wa<ded eve< 

unused items. 



1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

21. 

22. 

23. 

24. 

25. 

26. 

27. 

28. 

29. 

30. 

31. 

32. 

33. 

34. 

35. 

36. 

37. 

38. 

39. 

40. 

41. 

42. 

43. 

44. 

45. 

Presentation Order of the Items Used in the 

Spencer and E. Carter <1982) Study with Adult Subjects 

people 

choose 

banks 

panic 

sweet tart 

market 

late 

eng: nee.rs 

gaso It ne 

wr1ter 

a name 

unusual 

to I I booths 

chi I dhood 

both thought 

mistakes 

new display 

cracks in the glass 

our v1ew 

soothe them 

teenage softeners 

market 

bad weather 

sweet tart 

may cry 

both ought 

do 1t 

custom 

nearly escaped 

new diSplay 

any minute 

wake up 

creek rose 

salesperson sa1d 

rider 

thirteen 

chi I dhood 

did it 

died 

a name 

pronounce 

engtnes 

gasoline 

shop I 1ft i ng 

make rye 

46. 

47. 

48. 

49. 

50. 

51. 

52. 

53. 

54. 

55. 

56. 

57. 

58. 

59. 

60. 

61. 

62. 

63. 

64. 

65. 

66. 

67. 

68. 

69. 

70. 

71. 

72. 

73. 

74. 

75. 

76. 

77. 

78. 

79. 

80. 

81. 

82. 

83. 

84. 

85. 

86. 

87. 

88. 

89. 

mark it 

daisies 

a name 

unusual 

both ought 

match 

custard 

toddlers 

sue them 

writer 

thirteen 

wake down 

minute 

sweetheart 

teenagers often wash 

days 

nudist play 

may cry 

bu II seye 

an aim 

mark it 

balogna 

city I i ghts 

do tt 

both thought 

crackers and glass 

our vtew 

rider 

doodles 

balcony 

city I ights 

nud1st play 

picn1c 

sweetheart 

soothe them 

pink rose 

salesperson's head 

make rye 

people 

choose 

prisoners 

banks 

drink 

sue them 

129 
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Hearing Acuity Response Sheet 

Subject name 

Subject number Date 

500 Hz Left ear Right ear 

1,000 Hz Left ear Right ear 

4,000 Hz Left ear Right ear 

If the subject hears the tone, mark the space with a check (v'), 

If the subject does not hear the tone, mark the space with an <X). 



I. Preliminary Testing 

AUDIOMETRY INSTRUCTIONS 

132 

The investigator first seats the child so that he or she cannot 

he or she cannot see the controls of the audiometer. 

<The investigator holds up the headphones.> "I am going to place 

these earphones on your ears. Once in a while, you wi I I hear little 

beeps I tke this." <The investigator turns the decibel dial to 100 aB 

and the frequency dial to 1,000 Hz ana then presents the tone with the 
earphones tn hand.> "Every time you hear these I tttle beeps point to 

the ear that hears tt, then put your hand down and watt for the next 
beep." "Do you understand?" "Listen carefully." 

During the acuity testing, the tone reversal dial is to be set to 
the "off" position. The earphones are then to be placed on the 

chi !d's head and the earphone output selector IS set for the right ear 

<red phone) and the dec1bel dial is first set for 40 dB with the 
frequency dial at 1,000 Hz. 

This IS done so that the subject's understanding of the instructions 

can be tested. The investigator the presents the tone for 

approximately one second and asks the child to respond. Once the 

investigator is sure that the subject understands the task, actual 

testing may begin. 

II. Actual Testing 

The test is conducted by presenting the tone for approximately 

one second at 25 dB in one ear and then the other. The subject is 
tested at 500 Hz, 1,000 Hz, and 4,000 Hz. These responses are 

recorded on the Hearing Acuity Response Sheet. If the subject passes 

a! I three frequencies, thent he ambiguity testing may begin. If the 

subject has impairment on any of the frequencies tested, the testing 

is discontinued. The investigator wi1 I not alarm the parent but wil I 

inform the parent that there is reason to believe that the child has 

some hearing impairment at the tested freuency<ies>. If necessary, 

the parent wil I be taken through each step of the testing procedure by 

I istening tothe tone at the decibel level<s> the child could hear and 
then at the criterion of 25dB. The parent wi 11 then be referred to 

the family physician or local health clinic for further information. 
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Table 3 

Peak Sound Levels of Items to the Nearest Whole Number 

Base I i ne dB SPL <i.e., simply with tape player on but not 
running tape): ARD: 47, ANRD: 49, ENRD: 47, ERD: 46 

Item Mean Peak db SPL 

ARD ANRD ENRD ERD 

1. people· 81 82 81 79 
2. banks 79 80 79 77 
3. sweet tart 81 82 81 80 
4. market 84 86 84 83 
5. gasoline 81 82 81 80 
6. writer 83 84 83 81 
7. a name 85 86 85 85 
8. both thought 82 84 82 84 
9. cracks in the glass 91 92 91 89 
10. market 84 86 84 83 
11. bad weather 81 81 81 80 
12. sweet tart 85 85 85 83 
13. may cry 85 86 85 86 
14. both ought 82 84 82 84 
15. rider 92 93 92 89 
16. a name 85 86 85 83 

17. gasoline 83 86 83 81 

18. make rye 84 85 84 83 

19. mark it 85 86 85 86 

20. daisies 86 86 86 85 

21. an aim 84 86 84 83 

22. both ought 80 83 80 80 

23. match 78 81 78 77 

24. writer 86 88 86 87 

25. sweetheart 84 85 84 83 

26. may cry 86 90 86 86 

27. an aim 85 86 85 82 

28. mark it 81 82 81 81 

29. both thought 84 86 84 83 

30. rider 86 84 86 85 

31. sweetheart 81 84 81 79 

32. make rye 84 86 84 83 

33. people 80 82 80 80 

34. prisoners 82 85 82 82 

35. banks 82 85 82 82 

36. drink 84 81 84 83 
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List of Line Drawings 

Drawing Page 

writer . . . . . . . . . .. . . . . . . . . . .... . . . . . . . . . . . . . . . . . . ... . . . . . . . . . . . . .  137 

rider. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138 

make rye........................................................ 139 

may cry . . . . . . . . . . . . . . . . . . . • . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  140 

sweetheart . . . • • . . . . . . . . . . . . . . . . . . . • . . . . . . . . . . . . . . . . . . . . • . . . . . . . .  141 

sweet tart. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142 

an aim . . . . . . . . . . . . . . . . . . . . . . . • . . . . . • . . . . . . . . . . . . . . . . . . . . . . . . . . . .  143 

a name . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . . 144 

market . . . . . . . . . . . . . . . . . . . . . . . . . . . • . . • . . • . . • . . . . . . . . . . . . . . . . . . . . .  145 

mark it ......................................................... 146 

both thought............. . . . . . . . . . . . . . . . . . . . • . . . . . . . . . . . . . . . ... . . 147 

both ought . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148 

daisies . . . . • . . • . . . . . . . . . . . . • • . . . . . . . . . . . . . . . • . . . . . . . . . . . . . . . . . . .  149 

cracks in the glass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150 
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Order and Location of Picture Presentations 

Item on Tape Pictures Presented 

1. people a name an aim 
sweetheart sweet tart 
people gasoline 

2. banks writer rider 
may cry make rye 
datsies banks 

3. sweet tart bad weather people 
market mark it 
sweetheart sweet tart 

4. market market mark it 
a name an aim 
daisies match 

5. gasoline writer rider 
both thought both ought 
cracks in the gasoline 

glass 

6. wr1ter drink match 
writer rider 
market mark it 

7. a name an aim a name 
market mark it 
bad weather daisies 

8. both thought match drink 
sweetheart sweet tart 
both thought both ought 

9. cracks in the glass a name an aim 
market mark it 
bad weather daisies 

10. market mark it market 
people daisies 
make rye may cry 

11. bad weather bad weather prisoners 
make rye may cry 
both ought both thought 

12. sweet tart sweet tart sweetheart 
bad weather people 
market mark it 



13. may cr-y 

14. both ought 

15. rider 

16. a name 

1 7. gaso I i ne 

18. make rye 

19. mark it 

20. daisies 

21. an aim 

22. both ought 

23. match 

24. writer 

25. sweetheart 

a name 
pr-isoners 

make rye 

both ought 

sweet tart 

match 

drink 

writer 

mark it 

bad weather 

market 

a name 

gasoline 

make rye 

an aim 

make rye 

daisies 

both ought 

sweetheart 

prisoners 

mark it 

banks 

both thought 

writer 

make rye 

a name 

match 

both ought 

writer 

drink 

both ought 

writer 

drink 

make rye 

prisoners 

rider 

sweetheart 

daisies 

both thought 

an aim 
banks 

may cry 
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both thought 

sweetheart 

drink 

match 

rider 

market 

gasoline 

mark it 

an aim 

people 

may cry 

a name 

may cry 

cracks in the 

glass 

both thought 

sweet tart 

drink 

market 

da1sies 

both ought 

rider 

may cry 

an aim 

cracks in the 

glass 

both thought 

rider 

match 

both thought 

rider 

match 

may cry 

people 

writer 

sweet tart 

prisoners 

both ought 



26. may cry 

27. an aim 

28. mark it 

29. both thought 

30. rider 

31. sweetheart 

32. make rye 

33. people 

34. prisoners 

35. banks 

36. drink 

163 

market mark it 

may cry make rye 

banks match 

cracks in the bad weather 

glass 
mark it market 
an aim 

banks 

writer 
may cry 

market 
people 

both thought 

bad weather 

writer 
may cry 

writer 
people 

sweet tart 

market 

make rye 

gasoline 

make rye 

people 

writer 

sweet tart 

rider 
people 

rider 

market 

banks 

mark it 

an aim 

drink 

a name 

drink 

rider 

make rye 

drink 

cracks in the 

glass 

both ought 

gasoline 

rider 
make rye 

rider 

bad weather 

sweetheart 

mark it 

may cry 

prisoners 

may cry 

match 
rider 

sweetheart 

writer 
prisoners 

writer 

mark it 

match 

market 

a name 

gasoline 
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Item 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

21. 

22. 

23. 

people 

banks 

sweet tart 

market 

gasoline 

writer 

a name 

both thought 

cracks in the 
glass 

market 

bad weather 

sweet tart 

may cry 

both ought 

rider 

a name 

gasoline 

make rye 

mark it 

daisies 

an aim 

both ought 

match 

Phonetic Ambiguity Response Sheet 

Subject's Meaning Picture 
Repetition 
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Rater's 
Judgment 



Item 

24. 

25. 

26. 

27. 

28. 

29. 

30. 

31. 

32. 

33. 

34. 

35. 

36. 

writer 

sweetheart 

may cry 

an aim-

mark it 

both thought 

rider 

sweetheart 

make rye 

people 

prisoners 

banks 

drink 

Subject's 

Repetition 
Meaning Picture 
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Rater's 

Judgment 
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