
Virginia Commonwealth University
VCU Scholars Compass

Statistical Sciences and Operations Research
Publications

Dept. of Statistical Sciences and Operations
Research

2010

Analysis of the Consistency of a Mixed Integer
Programming-based Multi-Category Constrained
Discriminant Model
J. Paul Brooks
Virginia Commonwealth University, jpbrooks@vcu.edu

Eva K. Lee
Georgia Institute of Technology

Follow this and additional works at: http://scholarscompass.vcu.edu/ssor_pubs

Part of the Computer Sciences Commons, and the Mathematics Commons

Copyright © Springer

This Article is brought to you for free and open access by the Dept. of Statistical Sciences and Operations Research at VCU Scholars Compass. It has
been accepted for inclusion in Statistical Sciences and Operations Research Publications by an authorized administrator of VCU Scholars Compass.
For more information, please contact libcompass@vcu.edu.

Downloaded from
http://scholarscompass.vcu.edu/ssor_pubs/2

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by VCU Scholars Compass

https://core.ac.uk/display/51286921?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://www.vcu.edu/?utm_source=scholarscompass.vcu.edu%2Fssor_pubs%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
http://www.vcu.edu/?utm_source=scholarscompass.vcu.edu%2Fssor_pubs%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
http://scholarscompass.vcu.edu?utm_source=scholarscompass.vcu.edu%2Fssor_pubs%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
http://scholarscompass.vcu.edu/ssor_pubs?utm_source=scholarscompass.vcu.edu%2Fssor_pubs%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
http://scholarscompass.vcu.edu/ssor_pubs?utm_source=scholarscompass.vcu.edu%2Fssor_pubs%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
http://scholarscompass.vcu.edu/ssor?utm_source=scholarscompass.vcu.edu%2Fssor_pubs%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
http://scholarscompass.vcu.edu/ssor?utm_source=scholarscompass.vcu.edu%2Fssor_pubs%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
http://scholarscompass.vcu.edu/ssor_pubs?utm_source=scholarscompass.vcu.edu%2Fssor_pubs%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/142?utm_source=scholarscompass.vcu.edu%2Fssor_pubs%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/174?utm_source=scholarscompass.vcu.edu%2Fssor_pubs%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
http://scholarscompass.vcu.edu/ssor_pubs/2?utm_source=scholarscompass.vcu.edu%2Fssor_pubs%2F2&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:libcompass@vcu.edu


Analysis of the Consistency of a Mixed Integer Programming-based

Multi-Category Constrained Discriminant Model

Paul Brooks1 and Eva Lee2∗

Department of Statistical Sciences and Operations Research, Virginia Commonwealth University1

School of Industrial and Systems Engineering, Georgia Institute of Technology2

evakylee@isye.gatech.edu, Corresponding Author∗

May 21, 2008

1 Abstract

Classification is concerned with the development of rules for the allocation of observations to groups, and

is a fundamental problem in machine learning. Much of previous work on classification models investigates

two-group discrimination. Multi-category classification is less-often considered due to the tendency of gen-

eralizations of two-group models to produce misclassification rates that are higher than desirable. Indeed,

producing “good” two-group classification rules is a challenging task for some applications, and producing

good multi-category rules is generally more difficult. Additionally, even when the“optimal” classification rule

is known, intergroup misclassification rates may be higher than tolerable for a given classification model.

We investigate properties of a multi-category classification model that allows for the pre-specification of

limits on intergroup misclassification rates. The mechanism by which the limits are satisfied is the use of a

reserved judgment region, an artificial category into which observations are placed whose attributes do not

sufficiently indicate membership to any particular group. The method is shown to be a consistent estimator

of a classification rule with misclassification limits, and performance on simulated data is demonstrated.

Keywords: constrained discriminant analysis, mixed integer program, multi-category classification, consis-

tency, reserved judgement.
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2 Introduction

Classification is a fundamental machine learning task whereby rules are developed for the allocation of inde-

pendent observations to groups. Classic examples of applications include medical diagnosis - the allocation of

patients to disease classes based on symptoms and lab tests, and credit screening - the acceptance or rejection

of credit applications based on applicant data. Data are collected concerning observations with known group

membership. This training data is used to develop rules for the classification of future observations with

unknown group membership.

Commonly-used methods for classification include linear discriminant functions (LDF), decision trees (CART,

C4.5), support vector machines (SVM) and other math programming approaches, and artificial neural net-

works (ANN). These methods can be viewed as attempts at approximating a Bayes optimal rule for classi-

fication; that is, a rule which maximizes (minimizes) the total probability of correct classification (misclas-

sification). Even if a Bayes optimal rule is known, intergroup misclassification rates may be higher than

desired. For example, in a population that is mostly healthy, a Bayes optimal rule for medical diagnosis

might misdiagnose sick patients as healthy in order to maximize total probability of correct diagnosis.

Anderson [2] presents the form of a classification rule that maximizes the total probability of correct classifi-

cation subject to prespecified limits on misclassification probabilities. To satisfy the misclassification limits,

an artificial group called the reserved judgment group is created for observations that do not sufficiently

demonstrate their membership to any particular group. Allocation to the reserved judgment group can be

interpreted as a signal to collect more information about an observation or an indication that a human

expert should review the case individually. Classification with an option to reserve judgment on observations

is called constrained or partial discrimination.

Gallagher, Lee, and Patterson [12] was the first to provide computational methods for estimating the param-

eters of an Anderson optimal rule based on the solution of integer programs. A recent paper [5] demonstrates

that parameter estimation is an NP-Complete problem and develops solution methods for integer program-

ming instances. In response to the computational complexity of the methods, which are based on the solution

of integer programs, a linear programming approximation was developed [18]. The linear programming ap-

proximation has been applied successfully in drug delivery [17], DNA sequence analysis [10, 11], and cancer

treatment [16] applications.

Other multi-category constrained discrimination methods include a stochastic approximation procedure due

to Györfi et al. [13] and a histogram-based rule with tolerance regions proposed by Quesenberry and Ges-

saman [21]. Methods developed for two-group constrained discrimination include a ranking procedure intro-

duced by Broffitt et al. [4] and enhanced by Beckman and Johnson [3]. Habbema et al. [14] introduce a

two-group decision-theoretic method.
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This work explores the ability of a constrained discrimination model in [12] to generalize; in other words,

the ability of classification rules derived from the model to maximize the probability of correct classification

of observations with unknown group membership while satisfying limits on intergroup misclassifications.

To this end, we prove that the model is a consistent method for approximating an optimal classifier. A

classification model is consistent if the performance of classifiers converge to an optimal classifier as the

sample size increases. A proof of convergence for a model can help to describe the confidence that one may

have in a classifier that is produced based on a given sample.

Vapnik-Chervonenkis Theory provides a means of evaluating classification rules that is independent of the

distribution of any particular data set. In particular, the theory formalizes the notion of a tradeoff between

the complexity of a classification rule and the ability of classifiers selected by a rule to generalize. The bounds

provided by VC Theory are a measure of the confidence that we may have in a classifier; these bounds depend

only on the sample size and the complexity of the classification rule. We will fuse Anderson’s result with VC

Theory to show that the constrained discrimination model in [12] is a consistent rule.

The remainder of this section provides an introduction to the Bayes optimal rule, the Anderson optimal rule,

consistency, and VC Theory. Section 3 reviews the method for constrained discrimination presented by [12].

Section 4 contains a proof of the consistency of the method. Section 5 demonstrates the performance of the

classifier on simulated data.

2.1 Bayes Optimal Rule

Let (X,Y ) ∈ R
d × G be random variables where G = {1, 2, . . . , G} is the set of groups and let f(x) be

the probability density function for X. The random variable Y is a discrete random variable defined by

a conditional distribution P{Y = h|X = x} = πh

∫
f(x|h)dx for h ∈ G where πh is the prior probability

for membership to group h and f(x|h) is the conditional group density function value for an observation x

occurring given that it belongs to group h. A function φ : R
d → G is a classifier. The probability of correct

classification for the classifier is P{φ(X) = Y }. The following development extends the treatment in [8] of

the two-group case to multiple groups.

Let φ∗(x) be the Bayes decision rule, the function that assigns x to the group h for which P{Y = h|X = x}

is maximum, or equivalently, φ∗(x) = arg max
h

P{Y = h|X = x}.

Theorem 2.1. The Bayes decision function φ∗ is optimal for the optimization problem1

max
φ

P{φ(X) = Y }

1Ordinarily, the Bayes decision rule is defined as that which minimizes the probability of misclassification. The definitions

of consistent and strongly consistent are analogously defined.
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Proof. For any classifier φ(x),

P{φ∗(X) = Y |X = x} − P{φ(X) = Y |X = x}

=
G∑

h=1

P{Y = h, φ∗(X) = h|X = x} −
G∑

h=1

P{Y = h, φ(X) = h|X = x}

=
G∑

h=1

I{φ∗(x)=h}P{Y = h|X = x} −
G∑

h=1

I{φ(x)=h}P{Y = h|X = x}

≥ 0

Integrating the first and third lines with respect to f(x)dx gives

∫
(P{φ∗(X) = Y |X = x} − P{φ(X) = Y |X = x})f(x)dx

=
∫

P{φ∗(X) = Y |X = x}f(x)dx −
∫

P{φ(X) = Y |X = x}f(x)dx

=
∫

P{φ∗(X) = Y,X = x}dx −
∫

P{φ(X) = Y,X = x}dx

= P{φ∗(X) = Y } − P{φ(X) = Y }

≥ 0

Let φn(X,Dn) be a classification rule selected based on an i.i.d. data set Dn = {(Xi, Yi)}
n
i=1 of size n.

Definition 2.1. A decision rule is consistent if, as the sample size increases, the expected probability of

correct classification converges to the probability of correct classification associated with the Bayes rule

P{φ∗(X) = Y }, or

lim
n→∞

EP{φn(X,Dn) = Y |Dn} = P{φ∗(X) = Y }

Definition 2.2. A decision rule is strongly consistent if

lim
n→∞

P{φn(X,Dn) = Y |Dn} = P{φ∗(X) = Y }, with probability 1

Definition 2.3. A decision rule is universally consistent if the probability of correct classification converges

to the probability of correct classification associated with Bayes rule for all possible distributions of X and

Y .

2.2 Anderson Optimal Rule

Anderson [2] considers the problem of constrained discrimination which is classification with limits on mis-

classification rates through the use of a reserved judgment group. He proposes allocation of observations to

groups based on “modified posterior probabilities” of the form

Lh(x) = πhf(x|h) −
∑

i6=h

f(x|i)λih
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An observation is placed in the group for which the modified posterior probability is largest. After deter-

mining the prior probabilities and conditional group density functions that characterize the Bayes optimal

solution, G(G − 1) λih parameters are determined so that the misclassification limits are satisfied. The

modified posterior probabilities are not probabilities, as they do not sum to 1 and are not guaranteed to

be greater than 0. In fact, having all modified posterior probabilities less than 0 is the condition for an

observation to be placed in the reserved judgment region. The Lh(x) functions are called “probabilities”

because they give an indication as to the likelihood of events; namely, the likelihood that an observation

belongs to a group.

Throughout this work, we will assume that the prior probabilities and conditional group density functions

(i.e., the Bayes optimal rule) are known, and that we seek to determine the optimal constrained discrimination

rule

φ†(x) = arg max
0,h∈G

{0, πhf(x|h) −
∑

i6=h

f(x|i)λ†
ih}

which we will call the Anderson optimal rule.

Theorem 2.2. (Theorem 1A in [2]) Given the prior probabilities and conditional group density function

associated with the Bayes optimal rule, the Anderson optimal rule φ† is optimal for the optimization problem

max
φ

P{φ(X) = Y }

subject to P{φ(X) = g, Y = h} ≤ αhg, g, h ∈ G, g 6= h

The αhg constants are the pre-specified limit on the probability of misclassification of observations from group

h to group g. Note that the presence of the reserved judgment region ensures that the optimization problem

always has a feasible solution. Notions of consistency are generalized here to accommodate misclassification

limits.

Definition 2.4. For a classification problem with pre-specified misclassification limits, a classification rule

is consistent if

lim
n→∞

EP{φn(X,Dn) = Y |Dn} = P{φ†(X) = Y }

and

lim
n→∞

EP{φn(X,Dn) = g, Y = h|Dn} ≤ αhg, h ∈ G, g 6= h

The second condition requires that every sequence of classifiers produced by the method satisfies the mis-

classification constraints in the limit.

Definition 2.5. A classification rule is strongly consistent if

lim
n→∞

P{φn(X,Dn) = Y |Dn} = P{φ†(X) = Y }, with probability 1
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and

lim
n→∞

P{φn(X,Dn) = g, Y = h|Dn} ≤ αhg, h ∈ G, g 6= h, with probability 1

2.3 VC Theory

Vapnik and Chervonenkis developed much of the theory concerning the selection of a classifier from a class

C of classifiers based on empirical performance [22, 23, 24]. In particular, they investigated the selection

of a classifier based on minimizing empirical loss. Given a data set, the empirical loss of a classifier is the

proportion of observations that are misclassified. VC Theory provides a means of proving bounds on the

difference between the misclassification probabilities of a classifier selected by minimizing empirical loss and

the best possible classifier in the class C.

VC Theory is based on a result due to Vapnik and Chervonenkis [22] on the convergence of frequencies

to their probabilities. The notation and development presented here follow from [8]. Let Zj be n i.i.d.

d-dimensional random variables. For measurable sets A ⊂ R
d, let ν(A) = P{Zj ∈ A} and

νn(A) =

n∑
j=1

I{Zj∈A}

n

Theorem 2.3. ([22], as stated in Theorem 12.5 in [8]) For any probability measure ν and class of sets A,

and for any n and ǫ > 0

P

{
∑

A∈A

|νn(A) − ν(A)| > ǫ

}
≤ 8s(A, n)e−nǫ2/8

where s(A, n) is the shatter coefficient for the collection of sets A.

Definition 2.6. The shatter coefficient s(A, n) of a class of sets A for a set of n points is the maximal

number of different subsets of points that can be selected by sets in A.

As with the discussion of the Bayes decision rule, we will evaluate classifiers in terms of their ability to

maximize the probability of correct classification, or benefit, rather than minimize the probability of misclas-

sification, or loss. Accordingly, an optimal classifier φ∗ is one that maximizes benefit B(φ) = P{φ(X) = Y }.

Let φn be the classifier selected based on a sample of size n. In an effort to minimize approximation error,

sup
φ∈C

B(φ) − B(φn), φn is selected from C such that the empirical benefit,

B̂n(φ) =

n∑
j=1

I{φ(Xj)=Yj}

n

is maximized.
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Theorem 2.3 provides us with bounds on the difference between empirical benefit and the true benefit of a

classifier. For a set of classifiers, let A be the collection of sets

{(x, h) : φ(x) = h}, φ ∈ C

Then define s(C, n) = s(A, n) as the nth shatter coefficient of the set of classifiers C. The shatter coefficient

is a measure of the complexity of the set C. Coupled with the following inequality (Lemma 8.2 in [8])

sup
φ∈C

B(φ) − B(φn) ≤ 2 sup
φ∈C

|B̂n(φ) − B(φ)|

a bound on approximation error is derived:

Corollary 2.4. (Theorem 12.6 in [8])

P

{
sup
φ∈C

|B̂n(φ) − B(φ)| > ǫ

}
≤ 8s(C, n)e−nǫ2/8

and therefore,

P

{
sup
φ∈C

B(φ) − B(φn) > ǫ

}
≤ 8s(C, n)e−nǫ2/32

3 Estimating the Anderson Optimal Rule

Given a sample of size n, the problem of maximizing empirical benefit subject to limits on misclassification

rates can be formulated as follows

max
φ

n∑

j=1

I{φ(Xj)=Yj}

subject to

n∑
j=1

I{φ(Xj)=g,Y =h}

n ≤ αhg g, h ∈ G, g 6= h

φ(Xj) = arg max
0,h∈G

{0, πhf(Xj |h) −
∑
i6=h

f(Xj |i)λih} j = 1, . . . , n

λih ≥ 0 i, h ∈ G, i 6= h

The problem can be formulated as a nonlinear mixed-integer program. Let

uhj =





1 if Lh = max

h′
{Lh′j , 0}

0 o.w.

The uhj variables indicate the allocation of observation Xj to the group h for which the (estimated) modified

posterior probability is largest. The nonlinear mixed-integer program (DAMIP ) is then

max

n∑

j=1

uYjj (DAMIP )

7



subject to

Lhj = πhf(Xj |h) −
∑
i6=h

f(Xj |i)λih j = 1, . . . , n; h ∈ G

uhj =





1 if Lh = max

h′
{Lh′j , 0}

0 o.w.
j = 1, . . . , n; h ∈ G

∑
0,h∈G

uhj = 1 j = 1, . . . , n

n∑
j:Yj=h

ugj ≤ ⌊αhgnh⌋ h, g ∈ G

−∞ < Lhj < ∞, λih ≥ 0

The nonlinearity arises in the definition of the uhj variables, where the maximum of a set of linear functions

must be determined. When appropriately chosen constants are introduced, the problem can be converted

into an equivalent linear mixed integer program ([12] Model 3, and [5]). The computational complexity and

solution methods for solving (DAMIP ) are discussed in [12] and [5].

4 Consistency of the Constrained Discrimination Model

We now combine Anderson’s result [2] with VC Theory to show that a classifier selected by solving (DAMIP)

is consistent in the sense that it converges to an Anderson optimal rule, given that we know a Bayes optimal

rule. In estimating the parameters of an Anderson optimal rule, we may think of the posterior probabilities

and conditional group density function values as input data and the solution of (DAMIP) as the selection of

a classifier based on sample data.

Let φn be the classifier selected by solving (DAMIP) for a sample of size n and φ† be the Anderson optimal

classifier. Let B̂n(φ) be the number of correctly classified observations in a sample of size n by classifier φ;

similarly, let M̂hg
n (φ) be the number of observations from group h misclassified as belonging to group g by

φ. Let B(φ) = P{φ(X) = Y } and Mhg(φ) = P{φ(X) = g, Y = h}. The following lemma demonstrates that

the approximation error is zero.

Lemma 4.1.

B(φ†) − B(φn) = sup
φ∈C

B(φ) − B(φn)

where C is the set of classifiers that allocate observations according to modified posterior probabilities.

Proof.

B(φ†) − B(φn) = (B(φ†) − sup
φ∈C

B(φ)) + (sup
φ∈C

B(φ) − B(φn))

= sup
φ∈C

B(φ) − B(φn)

8



The result follows directly from Theorem 2.2 which implies that allocating observations to groups according

to optimally-calculated modified posterior probabilities will maximize the probability of correct classification

subject to pre-specified limits on misclassification probabilities.

Lemma 4.2. If C is the set of classifiers that partition the feature space using t hyperplanes, then

s(C, n) ≤ (2(n − 1)d + 2)t

Proof. According to Corollary 13.1 of [8], an upper bound for the shatter coefficient for the class C of half

spaces {x : ax ≥ b} is

s(C, n) ≤ 2(n − 1)d + 2

where d is the dimension of the feature space. Theorem 13.5(iii) of [8] implies that if a class C is derived

from the intersection of sets from two classes, C1 and C2, then an upper bound on the shatter coefficient for

C is

s(C, n) ≤ s(C1, n)s(C2, n)

These two results together imply that the shatter coefficient for the class C consisting of classifiers that

partition the feature space using t hyperplanes has an upper bound

s(C, n) ≤ (2(n − 1)d + 2)t

Lemma 4.3. For any pair of groups g and h,

Mhg(φn) − αhg ≤ sup
φ∈C

|Mhg(φ) − M̂hg
n (φ)|

Proof.

Mhg(φn) − αhg = Mhg(φn) − M̂hg
n (φn) + M̂hg

n (φn) − αhg

≤ Mhg(φn) − M̂hg
n (φn)

≤ sup
φ∈C

|Mhg(φ) − M̂hg
n (φ)|

The first inequality is due to the constraints in (DAMIP) that restrict the selection of φn.

Theorem 4.4. Given prior probabilities πh and conditional group density functions f(x|h), allocation ac-

cording to modified posterior probabilities defined by the solution to (DAMIP ) is a universally strongly

consistent method for classification.
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Proof. Considering the prior probabilities πh and conditional group density function values f(Xj |h) as input

data for G-group discrimination, solving (DAMIP ) is equivalent to selecting a classifier from a set C defined

by the intersection of G + 1 hyperplanes {0, πhf(x|h) −
∑
i6=h

f(x|i)λih}. The dimension of the feature space

is G(G − 1), and using Lemma 4.2 gives the following upper bound on the shatter coefficient

s(C, n) ≤ (2(n − 1)G(G−1) + 2)G+1

This bound, together with Corollary 2.4, imply that

P

{
sup
φ∈C

B(φ) − B(φn) > ǫ

}
≤ 8(2(n − 1)G(G−1) + 1)G+1e−nǫ2/32

and thus the estimation error converges uniformly to zero. As Lemma 4.1 shows, the approximation error is

zero; therefore, the benefit of an empirically selected classifier converges uniformly to that of an Anderson

optimal rule.

Let Ac be the following collection of sets

{(x, h) : φ(x) 6= h}, φ ∈ C

then s(Ac, n) = s(C, n) (see also Theorem 13.5(ii) in [8]). Then Lemma 4.3 and Theorem 2.3 imply that

P
{
Mhg(φn) − αhg > ǫ

}
≤ P

{
sup
φ∈C

|Mhg(φ) − M̂hg
n (φ)| > ǫ

}

≤ 8s(C, n)e−nǫ2/8

Therefore, the intergroup misclassification rates for classifiers selected by solving (DAMIP ) converge uni-

formly to satisfy the misclassification limits αhg. The convergence results for the benefit B(φ) and misclassifi-

cation probabilities Mhg(φ) depend only on the structure of the set of classifiers and not on the distribution

of the data. The constrained discrimination model defined by solving (DAMIP ) is universally strongly

consistent method for estimating the Anderson optimal rule.

5 Simulation Results

The constrained method is tested on simulated data generated from bivariate normal distributions. The

simulations in Section 5.1 compare the performance of the constrained method to various standard methods

for classification. Section 5.2 investigates the effect of using equal prior probabilities versus unequal priors,

and Section 5.3 considers the effect of varying the proportions of training observations from each group.
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5.1 Comparison to Standard Methods

The data for the first simulation follows the procedure in [18]. Briefly, the data are generated from bivariate

(2 attributes) normal and contaminated normal distributions with different mean and variance configura-

tions. For each run, 40 training observations from each of 3 groups are generated. The rules are then

tested on 1000 test observations from each group. The process is repeated 200 times for each of 8 mean-

variance configurations (Table 1). The configurations represent different ways of arranging three groups of

data in the attribute space; i.e., two groups close together and far from the other (E4), all three groups

close together (E1), all three groups far apart (E2). The means and covariances are chosen such that the

Mahalanobis distance is approximately 1 for groups close together and approximately 3 for groups far apart.

The Mahalanobis distance between groups i and j is

(µi − µj)
T V −1(µi − µj)

where µi, µj are the group means and V is the covariance matrix. For configurations E1 − E5, the 2 × 2

identity matrix is used as the covariance matrix for each group. For configurations U1 − U3, different

covariance matrices are used for different groups. In U1−U3, the first group’s covariance matrix is diagonal

(1, 0.25) and the second and third groups’ covariance matrices are diagonal (0.25, 1). When calculating the

Mahalanobis distance for configurations, U1−U3, V is computed as the average of Vi and Vj , the covariance

matrices for groups i and j. For the data from contaminated normal distributions, the same configurations

are used, with the exception that 10% of the data is derived from a normal distribution with the covariance

matrix multiplied by 100.

The proportions of training observations from each group are used as estimates for the prior probabilities

πh. Therefore, for this set of simulations, π = [1/3, 1/3, 1/3]. The misclassification rate is calculated as the

number of misclassified observations divided by the total number of observations. The non-reservation rate

is the proportion of observations not placed in the reserved judgment group.

Splus 6.0 for Linux/Unix and ILOG CPLEX Callable Library 8.1 are used for generating simulated data and

solving mixed-integer programs, respectively. The data are generated on Sun 280R’s, each with 2x900MHz

UltraSparc-III-Cu CPU’s and 2 GB RAM. The mixed-integer programs are solved on machines with 2×2.4GHz

Intel Xeon processors and 2GB RAM. If a provably-optimal solution is not obtained after 7200 CPU seconds,

the best-known integer feasible solution is used.

The performance of the constrained method is compared to linear discriminant functions (LDF), quadratic

discriminant functions (QDF), classification trees (CART), and support vector machines (SVM). LDF and

QDF can be derived by considering the normal distribution as the form for the conditional group density

functions f(x|h) (also known as the likelihood function). In the two-group case, LDF is equivalent to Fisher’s

11



Table 1: The mean-variance configurations for the normal distributions used in the simulation study. Config-

urations E1−E5 use equal covariance matrices and configurations U1−U3 use unequal covariance matrices.

The values of the covariance matrices are given in the text.

Config. Means Mahalanobis Distances

Group 1 Group 2 Group 3 d(1,2) d(1,3) d(2,3)

E1 (0,0) (-0.500, 0.868) (0.500, 0.868) 1 1 1

E2 (0,0) (-1.500, 2.598) (1.500, 2.598) 3 3 3

E3 (0,0) (-1.000, 0.000) (1.000, 0.000) 1 1 2

E4 (0,0) (-0.500, 2.968) (0.500, 2.958) 3 3 1

E5 (0,0) (0.000, 2.000) (2.905, -0.750) 2 3 4

U1 (0,0) (-0.250, 0.750) (0.250, 0.750) 1 1 1

U2 (0,0) (0.000, 0.791) (1.990, 0.395) 1 2.6 4

U3 (0,0) (0.000, 0.000) (2.000, 0.000) 0 2.5 4

linear discriminant analysis (LDA).

LDF and QDF are carried out using the lda() and qda() functions, respectively, in the MASS library of R

2.4.1. CART is performed using the rpart() function of the rpart library of R 2.4.1. Support vector machines

with a linear kernel and radial basis function (rbf) kernel are trained and tested using SVMmulticlass [15],

an extension of SVMlight[15]. The values 0.001, 0.01, 0.1, 1.0, and 10.0 are tested for the parameter C

determining the relative emphasis of margin and error; the results reported here use C = 0.1 for the linear

kernel and C = 0.01 for the rbf kernel. The values 0.5, 1.0, and 2.0 are tested for the parameter g determining

the width of the rbf kernel; the results reported here use g = 1.0. The likelihood values for the constrained

model are generated using LDF.

Figure 1 contains the results of the simulations for data sampled from normal and contaminated normal

distributions. For the constrained discrimination method, the misclassification rates of test observations

increases as the misclassification limits for training observations is raised. The misclassification rates on test

observations is slightly higher than the limits imposed on the training data, but one can see that tight control

of the misclassification rates is possible.

Compared with standard methods, the misclassification rates using the constrained method are consistently

lower when limits of 0, 5, and 15% are placed on the training set. The low misclassification rates are made

possible by higher rates of placement in the reserved judgment group. With limits of 15%, misclassification

rates are as low or lower than all of the standard methods and 65-100% of the test observations are classified.

12



The constrained method with 50% limits is comparable to to LDF, the base classifier, and rarely makes use

of the reserved judgment region.

The average misclassification rate of the standard methods is 9.6% higher than for the data derived from

contaminated normal distributions than for data derived from non-contaminated normal distributions. In

contrast, the misclassification rates of the constrained model rise by an average of 2.1%. The constrained

method compensates for the contaminated data by increasing the rate of placement in the reserved judgment

region by an average of 10.3%.

5.2 Sensitivity to Prior Probabilities

To investigate the the effect of prior probabilities on classification performance, we generate data from bi-

variate normal distributions E1 and U1 as described in Table 1. Simulations are conducted as described in

Section 5.1 with the exception that the training data consists of 100 observations from group 1, 100 obser-

vations from group 2, and 10 observations from group 3. This setup reflects a situation where observations

from group 3 are rare; for example, groups 1 and 2 could represent healthy populations in a medical diagnosis

setting while group 3 represents a population with a rare disease. The constrained discrimination method is

compared to standard methods for which prior probabilities can be specified: LDF, QDF, and CART.

Figure 2 contains classification matrices for the constrained method and standard methods where the prior

probabilities are specified as the proportion of observations from each group. In this case, the prior probabil-

ities are π = [100/210, 100/210, 10/210]. The standard methods tend to place all test observations in groups

1 and 2, and misclassify 97.9-99.9% of test observations from group 3. The constrained method utilizes the

reserved judgment region to lower misclassification rates for observations from group 3 to 5.4-36.4% when

the misclassification limits are set between 0 and 15% on the training data. The correct classification rates

for groups 1 and 2 are lower for the constrained method, as approximately 30-90% of these observations are

placed in the reserved judgment region.

Figure 3 contains classification matrices for simulations where the prior probabilities are equal (π = [1/3, 1/3, 1/3]).

The standard methods demonstrate dramatic improvement in the ability to correctly classify observations

from group 3, with misclassification rates of 52.9-64.0%. This improvement is accompanied by a drop in the

correct classification rates for groups 1 and 2 of approximately 10-15%. In contrast, the constrained method

produces classification matrices that are almost identical to those obtained using unequal prior probabilities.

Misclassification rates and correct classification rates change by less than 7.0% for each group. These simu-

lations provide evidence that the constrained method is insensitive to the specification of prior probabilities,

yet is capable of reducing misclassification rates when the number of training observations from each group

is different.
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5.3 Effect of Varying Group Sizes

To further investigate the effect of underrepresented groups in the training data, we again use data generated

from E1 and U1 distributions as described in Table 1. We seek the relationship between the proportions

of training observations from each group and the classification performance of the constrained model. Two

sets of 3-group simulations are conducted as described in Section 5.1. The first set of simulations consists of

training data with a larger number of observations from group 1 than from groups 2 and 3. The second set

of simulations consists of training data with a larger number of observations from groups 1 and 2 than from

group 3. The constrained method is compared to LDF, the base classifier.

Figures 4 and 5 contain the results of the simulations. The training data for the simulations of Figure 4

is comprised of 100 observations from group 1, and varying numbers of observations from groups 2 and 3.

LDF tends to place most test observations in group 1, misclassifying large numbers of test observations from

groups 2 and 3. As relative proportion of observations from groups 2 and 3 is increased, the misclassification

rates for groups 2 and 3 drops, while the misclassification rate for group 1 increases. The constrained

method, particularly with misclassification limits of 15% or less, makes use of the reserved judgment region

to maintain stable misclassification rates with respect to changing proportions of training observations. The

classification performance of the constrained method with very few training observations from groups 2 and

3 is very similar to the performance with larger numbers of observations.

The results in Figure 5 further support the claim that the constrained method generates stable classification

rules regardless of the proportions of training observations from each group. The training data is comprise

of 100 observations from each of groups 1 and 2, and varying numbers of observations from groups 2 and

3. Again, LDF gives preference to the groups with larger numbers of training observations, misclassifying

many of the group 3 test observations. The constrained method is able to control misclassification rates for

each of the groups. The plot of non-reservation rates for data generated from distribution U1 in Figures 4b

and 5b shows that more observations from group 1 are placed in the reserved judgment region. This effect

is due to the fact that the group 1 observations are generated using a different covariance matrix from the

matrix used for groups 2 and 3.

6 Performance on Real-World Data

The constrained method based on solving (DAMIP ) is compared to standard methods on nine real-world

data sets. Eight of the data sets are from the UCI machine learning database repository [1]; the remaining

data set, FNlnVN consists of cell motility data [25]. Five of the data sets (wine, iris, new-thyroid, sepal, and

FNlnVN ) are 3-group data sets, and four are 5-group data sets (va, switzerland, hungarian, cleveland [7]).
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Table 2: Misclassification rates on real-world data sets.

CD 0% CD 5% CD 15% LDF QDF CART SVMlinear SVMrbf

FNlnVN 14.3 21.4 34.3 51.4 51.4 38.6 50.0 71.4

iris 1.3 3.3 2.7 2.0 2.7 4.0 3.3 5.5

new-thyroid 1.4 4.3 5.7 8.6 3.8 5.7 2.4 5.7

sepal 2.7 7.3 12.0 20.7 22.7 29.3 35.3 30.0

wine 1.8 1.8 1.8 1.8 1.2 8.2 3.5 35.3

cleveland 5.9 12.8 20.0 41.7 43.8 43.1 43.8 48.6

hungarian 8.1 13.5 20.4 36.5 40.4 38.5 33.8 41.2

switzerland 20.0 37.0 59.0 60.0 69.0 65.0 59.0 77.0

va 16.9 23.1 43.1 73.8 76.2 71.5 70.0 74.6

The data set sepal is derived from iris as described in [12].

Computation of classification rules for each method is carried out as described in Section 5. The rules are

evaluated using ten-fold cross-validation. In ten-fold cross-validation, the data set is randomly partitioned

into ten sets. Ten rules are generated for each model, witholding one of the partitions of data on each

iteration. The witheld partition is used as a test set, and the cumulative performance on all test sets is

reported.

The results are contained in Tables 2 and 3. As was seen on the simulated data, constrained discrimination

via solution of (DAMIP ) provides lower misclassification rates than other methods with the misclassification

rates are restricted. The price paid for decreased misclassification is placement of observations in the reserved

judgement region. For the“easier”data sets, iris, new-thyroid, and wine, misclassification rates are controlled

by the constrained method (CD), with little use of the reserved judgment region. For the more “difficult”

datasets, 12-35% of observations are placed in the reserved judgment region with 15% misclassification limit.

The use of the reserved judgment region increases as misclassification limits are lowered, with up to 83.1%

of observations placed in the reserved judgment region.

7 Conclusion and Discussion

We have shown that a method for constrained discrimination is strongly universally consistent, given that the

Bayes optimal rule for classification is known. An interesting open question is to investigate the conditions

under which the method is consistent when various methods for estimating the Bayes optimal rule are used.

Several consistent methods for estimating the Bayes optimal rule exist, but due to the so-called No Free
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Table 3: Non-reservation rates rates for constrained discrimination (CD) on real-world data sets.

CD 0% CD 5% CD 15%

FNlnVN 40.0 54.3 72.9

iris 96.7 100.0 100.0

new-thyroid 92.4 99.0 100.0

sepal 51.3 64.0 75.3

wine 100.0 100.0 100.0

cleveland 25.2 36.6 49.7

hungarian 16.9 48.1 65.8

switzerland 30.0 56.0 88.0

va 26.9 35.4 65.4

Table 4: Correct classification rates on real-world data sets.

CD 0% CD 5% CD 15% LDF QDF CART SVMlinear SVMrbf

FNlnVN 64.3 60.6 52.9 51.4 48.6 61.4 50.0 28.6

iris 98.7 96.7 97.3 2.0 97.3 96.0 96.7 94.5

new-thyroid 98.5 95.7 94.3 8.6 96.2 94.3 97.6 94.3

sepal 94.7 88.6 84.1 20.7 77.3 70.7 64.7 70.0

wine 98.2 98.2 98.2 1.8 98.8 91.8 96.5 64.7

cleveland 76.6 65.0 59.8 41.7 56.2 56.9 56.2 51.4

hungarian 52.1 71.9 69.0 36.5 59.6 61.5 66.2 58.8

switzerland 33.3 33.9 33.0 60.0 31.0 35.0 41.0 23.0

va 37.2 34.7 34.1 73.8 23.8 28.5 30.0 25.4
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Lunch Theorem ([6], Theorem 9.1 in [9], Theorem 7.2 in [8]), there will always exist distributions of the data

for which convergence is arbitrarily slow. Uniform convergence to an optimal rule with a guaranteed rate of

convergence requires assumptions on the distributions of X and Y .

The constrained method that we investigate here involves the solution of a mixed-integer program where

the number of correctly classified observations is maximized. Support vector machines (SVMs) are another

math programming-based classification algorithm. The objective for SVMs attempts to minimize error while

maximizing the margin between groups in the training data. One might suggest adding a quadratic term to

the constrained method, serving the role of the margin term in a SVM formulation, as a regularization term

to prevent overfitting. However, the classification performance of the constrained method on simulated data

suggests that the use of the reserved judgment region provides sufficient stability to the classification rules.

The constrained method is able to effectively control error when differing numbers of training observations

are available from each group. Further Lee has demonstrated the success of this MIP-based constrained

discriminant approach [12, 18] to a broad class of biomedical applications [19, 20].

A limitation of the constrained method is the need to establish the tradeoff between the costs of misclassi-

fication and placement in the reserved judgment group. Lee, Gallagher, and Patterson [18] have provided

some insight into the effect of weights on classification rates verus the placement into the reserved judgement

region. We expect this tradeoff to be dependent on each particular application, and likely requires testing

several sets of misclassification limits on the training data. Further simulation tests are necessary in order

to characterize the relationship between misclassification and reservation rates; in particular, tests with data

generated from non-normal distributions are of interest.

Constrained discrimination provides a means of controlling intergroup misclassification rates. The introduc-

tion of a reserved judgment group is a natural way to handle observations for which the model can effectively

say, “I don’t know yet,” and signal the need to collect more data.
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Figure 1: Misclassification and non-reservation rates for various methods on simulated data sets derived from bivariate (a) normal and (b)

contaminated normal distributions. The mean and covariance configurations (E1 − E5, U1 − U3) are described in Table 1 and in the text.

The constrained discrimination model (CD) is tested with misclassification limits of 0, 5, 15, and 50%. Other methods tested are linear

discriminant functions (LDF), quadratic discriminant functions (QDF), classification trees (CART), support vector machines with a linear

kernel (SVMlinear), and support vector machines with a radial basis function kernel (SVMrbf). Non-reservation reates are only reported

for CD because it is the only method with a reserved judgment region.
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CD 0% CD 5% CD 15% CD 50%

Res 1 2 3

1 88.0 9.7 1.7 0.7

2 87.6 1.6 10.1 0.6

3 90.6 2.6 2.8 4.0

Res 1 2 3

1 65.7 23.7 6.1 4.5

2 66.0 6.0 23.8 4.2

3 67.7 7.6 7.6 17.1

Res 1 2 3

1 28.6 43.6 15.6 12.1

2 28.6 15.8 43.5 12.1

3 29.7 18.3 18.1 33.9

Res 1 2 3

1 0.1 66.0 31.6 2.2

2 0.2 30.2 67.6 2.0

3 0.7 44.5 45.4 9.4

LDF QDF CART

1 2 3

1 68.6 31.2 0.2

2 30.9 68.9 0.2

3 48.8 49.6 1.6

1 2 3

1 68.4 31.3 0.3

2 31.2 68.6 0.2

3 48.8 49.6 1.6

1 2 3

1 64.3 35.5 0.2

2 34.3 65.4 0.2

3 47.9 51.4 0.7

(a) E1

CD 0% CD 5% CD 15% CD 50%

Res 1 2 3

1 97.0 1.5 0.8 0.7

2 82.7 1.1 15.4 0.8

3 86.9 1.1 8.8 3.3

Res 1 2 3

1 84.3 9.0 3.9 2.8

2 66.9 5.3 23.1 4.7

3 69.9 5.3 11.5 13.3

Res 1 2 3

1 47.8 29.8 12.0 10.4

2 33.1 14.8 40.6 11.5

3 34.6 14.5 22.2 28.7

Res 1 2 3

1 0.7 78.7 18.6 2.0

2 0.4 39.1 59.0 1.5

3 0.8 44.4 49.1 5.7

LDF QDF CART

1 2 3

1 75.3 24.7 0.1

2 34.4 65.6 0.0

3 40.4 59.4 0.1

1 2 3

1 82.8 17.1 0.1

2 31.6 68.0 0.4

3 39.4 58.5 2.1

1 2 3

1 73.3 26.7 0.1

2 30.6 69.3 0.1

3 37.1 62.4 0.5

(b) U1

Figure 2: Classification matrices for (a) E1 and (b) U1 distributions (Table 1) with 100 training observations each in groups 1 and 2 and

10 training observations in group 3. Classification matrices for linear discriminant functions (LDF), quadratic discriminant functions (QDF),

classification trees (CART), and constrained discrimination (CD) with training misclassification limits of 0, 5, 15, and 50%. The rows of each

matrix correspond to the known group membership of observations, and the columns correspond to the allocated group. For the constrained

method, the first column corresponds to the proportion of test observations from each group placed in the reserved judgment region. For each

method, prior probabilities are calculated using the proportion of training observations from each group (π = [100/210, 100/210, 10/210]).
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CD 0% CD 5% CD 15% CD 50%

Res 1 2 3

1 88.2 9.5 1.6 0.7

2 87.9 1.6 9.8 0.7

3 90.7 2.5 2.6 4.2

Res 1 2 3

1 65.8 24.1 6.2 3.9

2 66.0 6.1 24.0 4.0

3 68.5 7.9 7.7 15.9

Res 1 2 3

1 30.2 43.9 15.7 10.2

2 30.0 15.7 43.8 10.4

3 32.7 18.4 18.3 30.6

Res 1 2 3

1 0.2 66.4 31.4 1.9

2 0.2 30.7 67.2 1.9

3 1.0 44.6 45.5 8.9

LDF QDF CART

1 2 3

1 54.9 23.4 21.8

2 23.3 54.6 22.1

3 24.5 24.5 50.9

1 2 3

1 53.8 23.2 23.0

2 23.0 53.9 23.1

3 26.3 26.6 47.1

1 2 3

1 52.1 26.5 21.3

2 26.4 52.1 21.5

3 30.7 33.3 36.1

(a) E1

CD 0% CD 5% CD 15% CD 50%

Res 1 2 3

1 97.0 1.5 0.8 0.7

2 82.7 1.0 15.5 0.9

3 86.8 1.1 8.6 3.5

Res 1 2 3

1 83.7 9.6 4.0 2.7

2 65.9 5.4 24.7 4.0

3 70.3 5.5 12.5 11.8

Res 1 2 3

1 49.5 30.2 12.8 7.5

2 33.1 15.0 43.1 8.8

3 38.4 14.9 24.6 22.1

Res 1 2 3

1 0.9 78.5 19.1 1.6

2 0.5 38.9 58.8 1.7

3 1.3 44.4 48.6 5.7

LDF QDF CART

1 2 3

1 59.8 20.2 20.0

2 31.1 47.1 21.8

3 31.1 25.7 43.2

1 2 3

1 71.9 12.7 15.3

2 26.1 49.5 24.3

3 26.6 27.4 46.0

1 2 3

1 64.6 17.9 17.5

2 27.3 48.9 23.8

3 29.6 33.1 37.3

(b) U1

Figure 3: Classification matrices for (a) E1 and (b) U1 distributions (Table 1) with 100 training observations each in groups 1 and 2 and

10 training observations in group 3. Classification matrices for linear discriminant functions (LDF), quadratic discriminant functions (QDF),

classification trees (CART), and constrained discrimination (CD) with training misclassification limits of 0, 5, 15, and 50%. The rows of each

matrix correspond to the known group membership of observations, and the columns correspond to the allocated group. For the constrained

method, the first column corresponds to the proportion of test observations from each group placed in the reserved judgment region. For each

method, equal prior probabilities (π = [1/3, 1/3, 1/3]) are used for training.
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Figure 4: Misclassification and non-reservation rates for the constrained decision model (CD) with misclassification limits of 0, 5, 15, and

50% compared to linear discriminant functions (LDF) for data generated from bivariate normal distributions (a) E1 and (b) U1 as described

in Table 1 and in the text. The three-group training data consisted of 100 observations from group 1 and varying numbers of observations

from groups 2 and 3, as indicated on the x-axis of the graphs.
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Figure 5: Misclassification and non-reservation rates for the constrained decision model (CD) with misclassification limits of 0, 5, 15, and

50% compared to linear discriminant functions (LDF) for data generated from bivariate normal distributions (a) E1 and (b) U1 as described

in Table 1 and in the text. The three-group training data consisted of 100 observations each from groups 1 and 2 and varying numbers of

observations from group 3, as indicated on the x-axis of the graphs.
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