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AbstractThis report describes the R&D activities carried out under the ENEA-MURSTprogramme, objective 4. Three more turbulence models (the RNG � � �, the one-equation Spalart & Allmaras and the Wilcox ��!) have been implemented into theAres combustion code. They represent state-of-the-art models that have demon-strated over the past decade their superior accuracy, robustness as well as ease ofimplementation with respect to the class of ��� models. The �rst chapter describesthe models formulations. In chapter 2 the three models have been validated againstthree well known test cases.Particular attention has been dedicated to coupling the one-equation turbulencemodel by Spalart & Allmaras to the TFC premixed combustion model, for two com-puted turbulence scales are needed to evaluate the turbulent ame velocity andone-equation models provide one turbulent scale only.For validating the correct models implementations, two simple cold test caseshave been chosen, namely the turbulent boundary layer over a at plate, and awell documented turbulent ow over a backward facing step. Finally the Moreaucombustor test case have been used for the validation of the models for premixedcombustion ow.The state-of-the-art turbulence models implemented should allow the combustioncode Ares to increase its ability to correctly compute complex turbulent premixedreactive ows in real combustors, which is the objective of the next project tasks.
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2 Computational Fluid Dynamics Area1 Implementation of turbulence modelsIn the present chapter the implementation of the three new turbulence models intoAres combustion code will be described. All models have di�usion and source termsdiscretized with second order accurate schemes, and convective uxes with �rst orderupwind schemes.1.1 The RNG �� � model1.1.1 IntroductionIn the classical two equations �� � model, the turbulence length scale and the timescale are built up starting from the turbulent kinetic energy � and the turbulentdissipation rate �, which are obtained by solving the two corresponding transportequations. Then the Reynolds stress tensor is represented by an eddy viscosity modelconstructed from length and time scales based on � and �, namely �t = C��2=�.The major criticism against this model is that it is not derived from the Navier-Stokes equation in a systematic fashion. In particular the equation for � has littlephisycal ground. Yakhot and Orszag [1] derived a version of the ��� model by usingRenormalization Group (RNG) methods. By following this approach, an expansionis made about an equilibrium state with known Gaussian statistics by making useof the correspondence principle, wherein the e�ects of mean strains are representedby a random force. Bands of high wave numbers (namely, the small scales) aresystematically removed and space is re-scaled. It has to be noted as the removalof only the smallest scales gives rise to subgrid scales models typical of large eddysimulations whereas the removal of successively larger scales leads to Reynolds stressmodels. At high Reynolds number the RNG model by Yakhot and Orzag is of thesame general form of the standard � � � model; however constants are calculatedexplicitly and an extra term appears in the � equation.1.1.2 Model formulationThe model's equations write as:@��@t + @��uj@xj = @@xj "��+ �t��� @�@xj #+ �P � �� (1)



CRS4 3@��@t + @��uj@xj = @@xj "��+ �t��� @�@xj #+ �� (C1�P � C2��)� R (2)�t = C���2�P = �2� A� �BA = C� 24@ui@xj  @ui@xj + @ui@xj !� 23  @ui@xi !235 � 0B = 23 @ui@xiThe additional term R which appears in the RNG � equation writes:R = C���3 �1� ��0�1 + ��3 �2�where it is:� = s P�t ��Unlikely the standard ���model, RNG model is valid for low Reynolds ow regimealso and � equation can be integrated down to solid walls. RNG theory provides adi�erential equation for turbulent viscosity, which can be written as:d  �2�p��! = 1:72 �̂p�̂3 � 1 + C� d�̂�̂ = �t�C� � 100RNG theory provides also a formula to compute the inverse of the turbulentPrandtl numbers �� and ��:������;� � 1:3929�0 � 1:3929 ����0:6321 ������;� � 2:3929�0 � 2:3929 ����0:3679 = ��t (3)In the high-Reynolds number limit (namely, the usual condition in industrial com-bustion processes), turbulent viscosity reduces to the formulation used in the standardmodel, thus:�t = C���2�and the inverse of Prandtl numbers are the asymptotic solution of formula 3:�� = �� = 1:393



4 Computational Fluid Dynamics Area1.2 The one-equation Spalart & Allmaras model1.2.1 IntroductionIn the last few years, the Spalart & Allmaras one-equation turbulence model, pre-sented in 1992 [2], has become very popular in the CFD community. The modelpresents several advantages with respect to both algebraic and two-equation models:�rstly, it is "local" and therefore well suited to block-structured as well as unstruc-tured Navier-Stokes codes; and secondly it is easy to use, demanding trivial boundaryconditions and showing no sti�ness, typical of the class of two-equation ��� modelsexpecially when equipped with low Reynolds number formulations for the near wallregion. The model solves for a modi�ed turbulent viscosity � and it is constructedas three nested models: for free shear ows, for near wall region and high Reynoldsnumber (the log region of the boundary layer), and for near wall region and �niteReynolds number (which allow integration till the laminar viscous sub-layer). De-pending on the mesh resolution near solid boundaries, the various nested models maybecome passive, so no strict requirement exists on y+. Several comparative studieshas demonsatrated the model's robustness and accuracy [3], [4], [5].When coupling the S&A model with the TFC premixed combustion model, somecare has been put in deriving a turbulent time scale not directly obtained integratinga second turbulent variable as in the cases of two-equation models.1.2.2 Model formulationThe S&A model solves for a modi�ed turbulent eddy viscosity � and the modelequation reads as:D�Dt = cb1S� + 1� " @@xj  (� + �) @�@xj !+ cb2 @�@xk @�@xk #� cw1fw ��d �2 (4)where the three terms on the right hand side represent the source, the di�usion andthe destruction term. It has to be noticed that the di�usion presents an extra, nonconservative term. For an easier implementation into the Finite-Volume code, themodel equation has been reformulated as follows (multiplying by the density �):@��@t + @��uj@xj = cb1S�� � cw1fw� ��d �2 + 1 + cb2� @@xj  �� @�@xj !+ 1� @@xj  � @�@xj ! � cb2� �� @@xj  @�@xj ! (5)



CRS4 5The turbulent viscosity is then given by �t = �fv1, with:fv1 = �3�3 + c3v1 (6)
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Figure 1: Function fv1 vs y+The form of the function fv1 versus y+ is depicted in �gure 1. The �gure 1 showsthat in the region of high y+ (y+ > 60) the function fv1 is approximatelly equal toone, whereas fv1 goes to zero for the lowest values of y+, resulting in a smooth linearbehaviour of � at solid walls. Constants and other quantities which appear in themodel equation 5 are listed below.�t = �fv1; fv1 = �3�3 + c3v1 ; � � ��S � S + �k2d2 fv2; fv2 = 1� �1 + �fv1 cw1 = cb1k2 + 1 + cb2�where � is the molecular viscosity, S is the magnitude of the vorticity, and d is thedistance to the closest wall.fw = g " 1 + c6w3g6 + c6w3 #1=6 g � r + cw2 �r 6 � r� ; r � �Sk2d2� = 2=3 cb1 = 0:1355 cb2 = 0:622 cv1 = 7:1 k = 0:41For large r , fw reaches a constant, so large value of r can be truncated to 10 or so.



6 Computational Fluid Dynamics Area1.2.3 Coupling the S&A model to the TFC combustion modelThe turbulent ame velocity in the TFC premixed combustion model is expressed as([6] and [7]):Ut = AG u0 34Ul 12�� 14t lt 14a (7)where lt is the integral length scale, �t is the thermal di�usivity, Ul is the laminarame velocity.The local intensity of velocity uctuations u0 and the integral length scale lt canbe expressed in terms of turbulent kinetic energy and its dissipation rate:u0 = s23k lt = cd � 32� (8)which are available when using any two-equation turbulence model. The modelconstant A is set equal to 0.51, cd = 0:2 and �t and Ul are test case dependent anddetermined in the preprocessing phase. The stretching factor G is calculated fromthe expression:G = 12 erfc�� 1p2� h ln ��cre� �+ �2 i� (9)where erfc denotes the complementary error function, � = � ln(lt=�) the logarithmof the standard deviation of the instantaneous value of � about his average value e�.When using the Spalart & Allmaras turbulence model, only a single transportequation for one turbulence quantity is solved, a second relation must then be avail-able in order to compute the turbulent ame speed in terms of two independentkinematic scales such as u0 and lt.Turbulent ame speed (7), by dropping the stretching factor G, can be expressedin terms of the turbulent quantities � and �:Ut = c1 c2 � 34 �� 14 (10)where c1 is a dimensionless constant (c1 ' 0:293), c2 is a macroscopic case-dependent constant (c2 � �� 14ch ) and their analytical expression is:c1 = (2=3) 38 c 14d A c2 = Ul 12 �� 14t (11)



CRS4 7In order to �nd an expression for Ut in the Spalart & Allmaras case, an eligibleturbulent quantity to be coupled with �t is the inverse of the vorticity magnitude;from the implementation point of view the use of this quantity is particularly appealingsince it has already been used to evaluate the production term of equation 5 and canbe regarded as a turbulent time scale:�t � 1j
j (12)Ut can then be expressed as:Ut = c1 c2 c3 � 12t j
j 14 (13)the dimensionless constant c3 is O(c3) = 1 and has to be determined throughcomparison with the �� � results: the equation 14 should hold all over the compu-tational domain with the chosen value of c3.c3 ' � 34 �� 14� 12t j
j 14 (14)After a value for c3 is determined, �, � and the related turbulent quantities canbe obtained by adding the expression for the eddy viscosity in the �� � model (15)to the equation 14:�t = c� �2� (15)where c� = 0:09. Thus turbulent quantities � and � are given by:� = c83 c3� �t j
j2 � = s�t �c� (16)Once the � �eld is known, the stretching factor can be determined straightforwardby equation 9.The relation between the turbulent time scale in a Spalart & Allmaras calculation�t � j
j�1 and in a �� � one (�t � �=�) is:1j
j = c43 c2� �� (17)equation 17 proceeds from equations 14 and 15.



8 Computational Fluid Dynamics Area1.3 The Wilkox' �� ! model in log formulation1.3.1 IntroductionThe k�! model by Wilcox [8], unlike any other two-equation model, does not involvedamping functions and allows simple Dirichlet boundary conditions to be speci�ed.Because of its simplicity, the k �! model is superior to other models, especially withregard to numerical stability. It is accurate in predicting the mean ow pro�les andthe wall skin friction, even though it does not predict (as many other models) thecorrect asymptotic behaviour close to the wall. Furthermore, the behaviour of thek�! model in the logarithmic region is superior to that of ��� model in equilibriumadverse pressure gradient ows and in compressible ows. One point of criticism isthat the k �! model has a very strong sensitivity to the arbitrary free stream valuesspeci�ed for ! outside the boundary layer. However, in combustion test cases inowboundaries are often su�ciently con�ned, as opposed to external aerodynamics testcases, so that this de�ciency does not exhibit.The complete k � ! Wilcox model can be formulated as@�k@t + @�kuj@xj = @@xj "(�+ �k�t) @k@xj # + Sk (18)@�!@t + @�!uj@xj = @@xj "(�+ �!�t) @!@xj #+ S! (19)where,Sk = �t (PRODk � ��DESTRk ) (20)S! = � (PROD! � �DESTR!) (21)PRODk = PROD! = �Rij�t @ui@xj � 23!@ui@xi �i j (22)DESTRk = DESTR! = !2 (23)�t = �k! (24)In the Wilcox model �k = 0:5, �! = 0:5, � = 3=40 = 0:075,  = 5=9 � 0:55,�� = 9=100.



CRS4 91.3.2 Model formulationOne of the main problems encountered when using the k�! model (as any other two-equation model) is the sti�ness ot the whole system due to the ! equation. Generally,good initial conditions are needed in order to obtain a converged solution. Moreover,sometimes during the transient, unphysical negative values of k or ! are obtained insome points; this gives rise to a negative turbulent viscosity and can trigger dangerousnumerical instabilities. A non-standard implementation of the model, whereby thelogarithm of ! rather than ! itself is used as unknown, has been found very usefulto enhance the stabilty. This formulation was successfully implemented in the CRS4compressible code Karalis [9], and showed increased accuracy as well as robustness.Starting from eqs. 18 to 24, with the positions:�! = ln(!)) ! = e �!the log(!) formulation can be formally derived.For a generic variable a, the following identities hold:@a!@x = @ae �!@x = a@e �!@x +e �! @a@x = e �! "a@�!@x + @a@x # = e �! "@a�!@x + (1 � �!)@a@x #(25)Focusing the attention on the !-equation 19, identity 25 can be applied to inertiaand convective terms on the LHS:@�!@t + @�uj!@xj = e �! 2666664@��!@t + @�uj �!@xj + (1� �!) @�@t + @�uj@xj !| {z }0 for continuity 3777775 =e �! "@��!@t + @�uj �!@xj # (26)where (1 � �!) � @�@t + @�uj@xj � vanishes because of continuity.The di�usion term can be managed as:@@xj "(� + �!�t) @!@xj # = @@xj "(� + �!�t) e �! @�!@xj # =(�+ �!�t) @�!@xj @e �!@xj + e �! @@xj "(� + �!�t) @�!@xj # =



10 Computational Fluid Dynamics Areae �! 2666664(�+ �!�t) @�!@xj @�!@xj| {z }additional term + @@xj "(�+ �!�t ) @�!@xj #3777775where an additional term appears due to the non-linearity of the transformation.Production and destruction terms (eqs. 22 and 23) trivially becomes:PROD! = �Rij�t @ui@xj � 23!@ui@xi �i j = �Rij�t @ui@xj � 23e �! @ui@xi �i jDESTR! = !2 = e2�!From previous formulas, the complete set of equations of the k � log(!) (ork � �!) model can be re-written as:@�k@t + @�kuj@xj = @@xj "(�+ �k�t) @k@xj # + Sk (27)@��!@t + @��!uj@xj = (�+ �!�t) @�!@xj @�!@xj| {z }additional term + @@xj "(�+ �!�t) @�!@xj #+ S�! (28)where,Sk = �t (PRODk � ��DESTRk ) (29)S�! = � (PROD�! � �DESTR�!) (30)PRODk = �Rij�t @ui@xj � 23e �! @ui@xi �i j (31)PROD�! = PRODke �! = 1e �! �Rij�t @ui@xj � 23 @ui@xi �i j (32)DESTRk = e2�! (33)DESTR�! = DESTRke �! = e �! (34)�t = � �max(0; k)e �! = � � k�e �! (35)where, for convenience, all terms in the �! equation (including source) have beendivided by e �! and k� = max(0; k). It should be noticed that:



CRS4 11- �! can be negative, but ! = e �! is always stricly positive.- k can be negative, but �t can be re-de�ned according to eq. 35, so that it isalways stricly positive.- Accuracy is improved, because generally ! exhibits large variations in the do-main well captured by the logarithmic function.Wall boundary condition for �! can be easily derived. From the theory, ! tends toin�nity close to solid walls; nevertheless, it can be shown by perturbation techniquesthat a value of !wall greater than100u2�� = 100�w�is by far su�cient to give accurate solutions. For the logarithmic variable �!,obiouvsly holds:�!wall = ln(!wall ) = ln�100�w� �This log(!) formulation has been tested succesfully; no special initial conditionsare needed to achieve convergence, but constant initial values are generally enough.



12 Computational Fluid Dynamics Area2 Validation2.1 Turbulent ow over a ate plate2.1.1 DescriptionIn this classical test case, air moving with uniform and constant freestream velocity,ows over a at plate with zero pressure gradient, developing a momentum turbulentboundary layer giving rise to a velocity pro�le which follows the universal law of thewall.2.1.2 Test case set-upA 96x64 cell grid in streamwise and crosswise direction respectively, has been usedfor the present computation. The grid re�nement at the solid boundary is such asto achieve a y+ of the order unity. The incoming uid ows at a speed of 6m=s.2.1.3 ResultsAll the turbulence models implemented in Ares have been validated against the atplate test case. Figure 2 shows the non-dimensional velocity pro�les in a log-linearplot. All models capture the correct slope in the log region of the boundary layer,and the S&A and ��! only are able to reproduce the linear behaviour in the laminarsublayer. The standard and RNG � � � models in fact make use of wall functions,which do not allow to capture the correct linear velocity pro�le within the laminarsublayer. The reference theoretical law of the wall in the �gure is given by (see [10]pag. 640):u+ � UU� = 5:85 ln(y+) + 5:56Figure 3 compares the computed wall skin friction coe�cient distributions againstthree semi-empirical expressions given in table 1. Both the S&A and the ��! modelsgive the correct slope, though only the S&A model is quantitatively accurate, whilethe �� ! overpredicts the skin friction. Solutions obtained with turbulence modelswith wall-function show the expected drawbacks. The not accurate behaviour ofthe �� ! solution is due to the previously discussed model drawback related to thestrong sensitivity to the ! free stream conditions. A trial-and-error procedure withdi�erent values of !1 would certainly lead to "satisfactory" agreement.



CRS4 13CF1 0:0262=REX � �(1:=7:)CF2 0:0375=REX � �(1:=6:)CF3 0:0592=REX � �(1:=5:)Table 1: semi-empirical expressions for the skin friction coe�cient
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CRS4 152.2 Backward Facing Step2.2.1 DescriptionThe backward facing step computed by Moin [11] with Direct Numerical Simulation(DNS) has been chosen as the second benchmark test case. Of particular relevanceis the correct prediction of the position of the reattachment point, estimated by Mointo be at 6.28 x/h. Figures 4 shows the problem's geometry.2.2.2 Test case set-up
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SFigure 4: Step geometryComputational domain, shown in the same �gure 4, extends from 10 xh upstream thestep to 20 xh downstream, in order to ensure the uniformity of the ow �eld at theoutlet section. A two block grid have been used. The number of cells for the twoblocks upstream and downstream the step, was 48 x 40 and 64 x 80 respectivelly.The grid stretching at the walls allows the use of all models, with the �rst grid spacingof order 10�5. Table 2 lists the boundary conditions used and table 3 reports themain parameters used for the computation.I InletO Pressure OutletW Adiabatic Solid WallS Symmetry PlaneTable 2: Boundary conditionsThe inlet velocity pro�le imposed is taken from DNS data. All two-equationmodels make use of inlet turbulent kinetic energy (�) pro�le, also from DNS data.The second turbulent variable (� or !) is extrapolated from the inetrior domain. It is



16 Computational Fluid Dynamics AreaCourant number (CFL) 1Numerical scheme QuickLinear system solution method CGSPreconditioning ADITable 3:the authors' opinion that, whenever velocity and turbulence pro�les are available forboundary layer inlet boundaries, extrapolation of the second turbulent variable allowsthe turbulent �elds to reach their own equilibrium and insure correct results. In thecase of the S&A model, the turbulent variable � has been estrapolated from theinterior of the domain. Again, the idea is that, whenever a boundary layer velocity�eld is imposed at the inlet (and so the vorticity �eld) this procedure is a possiblevaluable alternative to imposing a free stream (somehow arbitrary) value.2.2.3 ResultsFigures 5, 6 8 and 7 show the skin friction coe�cient (Cf = �w=0:5�U20) computedat solid wall behind the step.
Moin R.P. 6.28

x/h

0000000C
f

κ−ε std
Moin − DNSFigure 5: Skin friction coe�cient standard �� � model
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Moin − DNSFigure 6: Skin friction coe�cient RNG �� � modelExamination of �gures 5 to 8 permits to observe how the existence of a smallvortex right behind the step is captured by the S&A and � � log(!) models only.This recirculation zone extends to about 1:2 x/h, value which is in agreement withDNS result. Both �� � models present a sort of singularity in the computed valuesof the skin-friction coe�cient. This behaviour is not present in both the S&A and� � log(!) computations and it is probably due to some wall function e�ect, notfully understood. Table 4 shows the predicted position of the reattachment point,evaluated as the point at which �w changes sign.Turbulence model Reattachment Point position [x/h]�� � Standard 5.500�� � RNG 5.440S&A 5.748�� log(!) 6.54Table 4: Computed reattachment point position; DNS simulation 6:28Figures 9, 10, 11 and 12 show the dimensionless pro�les of streamwise velocityand Reynolds stresses at four di�erent locations behind the step. All models give
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RNG
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S & A
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k - log(omega)

Frame 001  27 Mar 2001 Frame 001  27 Mar 2001 Figure 17: Velocity contour plots



CRS4 272.3 Moreau Combustor2.3.1 Description
inlet

1300 mm

100 mm
80 mm

20 mm

burned 
mixture
inlet

fresh

mixture Figure 18: Combustor's geometry
computational domain

O
I

I

W

WFigure 19: Used boundary conditions: I inlet, O pressure outlet, W adiabatic solidwall.The Moreau combustor is an eperimental planar combustion chamber of rectangularcross section. The chamber is 100 [mm] height and it is fed through two separatedinlets, as shown in �gure 18. An omogeneous fresh mixture of CH4 and air (f =0:04832, � = 0:87) enters the combustor through the upper inlet with velocity of65 [m/s] and temperature of 600 [K]. A burned mixture of CH4 and air with thesame composition feeds the combustor through the lower inlet for ame stabilizationpurposes, with velocity of 108 [m/s] and temperature of 2000 [K]. Experimental testshave been carried out at ONERA (F) by Moreau et al. [12, 13].The ow's regime is turbulent and straigth, free of any recirculating regions.



28 Computational Fluid Dynamics Areaburned mixture fresh mixtureinlet A inlet Bu [m/s] 108.0 65.0v [m/s] 0.0 0.0turbulence intensity 21% 12%integral lenght 0.0014 0.0056� 0.87 0.87f 0.04832 0.04832YCH4 0.0 0.04832YO2 0.0 0.22174YCO2 0.13255 0.0YH2O 0.10852 0.0YN2 0.72994 0.72994Table 5: Inlet conditions2.3.2 Test case set-upThe used grid has 4,200 cells (105 x 40) and it is slighty streched at solid walls.Table 6 shows the main settings used with both the turbulence models.Courant number (CFL) 10Numerical scheme 2nd order centeredLinear system solution method CGSPreconditioning ADICombustion model Premixed - TFCTable 6: Main parameters used for the calculation2.3.3 ResultsFigures 20, 21, 22 and 23 show the logarithm of normalized residuals root meansquare vs iteration's number. for the standard � � �, the RNG � � �, the S&A andthe ��! model respectively. The ��! model shows a slower convergence, as anyother low-Reynolds two-equation model would do.Figure 24 shows the eddy viscosity color map for the same four models. Resultsare very similar to each other and qualitatively correct.



CRS4 29
0 100 200 300 400 500

iterations

−8

−6

−4

−2

0

R
es

id
ua

ls

x−momentum
pressure
κ
ε
c

Figure 20: Convergence of standard modelFigure 25 shows the computed temeperature pro�les at 222[mm] and 522[mm]from inlet. First of all it has to be noted that all models give a maximum temperatureof 2240[K], whereas the experimental data value is 2000[K]. This is due to thelimitation of the TFC model which necessarily makes use of the adiabatic ametemperature (2240[K]) whenever the value of the progress variable is equal to one. Inother words, with the TFC model it is not possible to set the burned inow (c = 1) ata temperature di�erent from the corresponding adiabatic ame temperature. Theseissues have been discussed in [14]. The best agreement is obtained with the � � !model, though a�ected by the model limitation.Figure 26 shows velocity pro�les at three di�erent locations downstream thecombustor inlet, namely at 151 [mm], 351 [mm] and 650 [mm] from the inlet section.The �� ! model shows the best agreement, particularly at the �rst section, wherethe other three models fail to reproduce the velocity pro�le. The S&A model showsresults similar to those obtained with the two �� � models, or a little worse, whichseems to suggest an improved coupling with the combustion model.The velocity �eld carries however the errors generated by the progress variableequation (i.e. the combustion model). It is clear in fact that a wrong prediction ofthe progress variable c �eld, generates wrong temperature as well as wrong density�elds. This because, in the TFC model, T = T (c) and � = �(T ) ) � = �(c). As
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Figure 21: Convergence of RNG modela consequence, the velocity �eld is also a�ected by the error because the continuityequation ties together density and velocity. In other words, analysis of the velocity�elds does not add any new information about the model performance.Other turbulent reactive test cases are however necessary for validating the perfor-mance of all models before drawing conclusions and eventually modifying the modelsimplementation.
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Figure 22: Convergence of S&A model
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Figure 23: Convergence of �� ! model
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