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The problem of communication between cooperating agents in multiagent environments is
considered in this paper. An algorithm is proposed that is based in reinforcement learning and
recurrent neural networks. Main idea behind the algorithm is to use an additional recurrent network
that translates information from internal state of one agent to internal state of another agent.
Experimental evaluation is performed on model environment. Experimental results have shown that
proposed method is potentially useful but requires additional investigation.
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This paper deals with the problem of communication between cooperating agents in multi-agent
environments with distributed decision making. In the last few years, the methods of creating
intelligent agents that combine reinforcement learning and gradient methods have been significantly
developed [1, 2], which have been successfully applied to fairly complex environments [3, 4]. A
common feature of these achievements is that they use a centralized decision-making system that
directly controls agents. However, there are a wide range of applications where centralized
management is impractical or technically impossible. Such areas as traffic coordination,
communications, trade, defense. Existing solutions to these problems now use explicitly programmed
interaction protocols, sometimes in combination with some machine learning methods, to make
decisions according to these protocols. This paper explores an alternative approach to building agent
cooperation — the search for an effective agent communication protocol and efficient information
encoding through reinforcement learning.

The proposed approach is based on the application of the Asynchronous Advantage Actor-Critic
(A3C) algorithm [2], the Long Short-Term Memory (LSTM) recurrent neural network [5] for agent
management (hereinafter referred to as main recurrent unit) and the additional recurrent network -
the communication network. The communication network is also a separate LSTM unit. Each agent
in the system observes a limited area of the environment. It has its own "copy of the network™ and
the internal state of the network. Information is exchanged when agents are in direct contact with the
environment. In this case, the communication network updates the internal state of the agent, using
the internal state of another agent, and vice versa. This network can be seen as a "language" that
agents create during training. The scheme of agent interaction is shown in Figure 1.

The procedure of the agent's functioning is as follows: 1) reading directly observed information
about the environment; 2) and 3) a communication network is activated for each agent (zero or more),
which is also a recurrent network that reads the agent's state and processes the other agent's state as
an input signal; 4) one iteration of the algorithm of the main recurrent block; 5) performing the action
that was calculated by the interaction network in step 4. In this algorithm, agents in the field of view
of each other, first exchange information, and then carry out the action in the environment.

The paper investigates the effectiveness of the implementation of two possible versions of this
algorithm. The first version uses a communication network to update the internal state of the main
LSTM unit during contact with other agents. Then the interaction between the agent and the
environment is performed. The data flow diagram of the first version execution data is shown in
Figure 2. The represented agents 1..N represent that they are in direct contact with the current agent
attime T (ie, they are "visible" in the environment). The second version first reads information from
the environment and then "communicates” with other agents. The results of communication with other
agents are stored in a separate element of internal memory.

The agent controller is a recurrent network because it needs to store information between time
cycles. Because of a variable number of interactions with other agents during one clock cycle of the
controller, it is advisable to implement the communication network as a recurrent network. So the
agent controller is a nested recurrent network.

The communication network at each agent interaction iteration complements the information
stored in the LSTM state vector. The updated state vector is fed to the main recurrent block, which
calculates the high-level feature vector at each time cycle. The output layer of the network is the
perceptron, which receives the feature vector and generates the action logits vector (in the case of a
discrete set of possible actions).

In the second version of the algorithm, the role of the main recurrent unit is reduced to analyzing
the environment and providing high-level information about it. Accordingly, high-level analysis is
now performed by the communication network. The communication network has its own state, which
we call signal. During communication, two agents exchange signals and process them with their



communication networks. A common feature of both implementations is that the agent is still a nested
recurrent network. The potential advantage of such an organization is that there is no need to store
information about the environment (low-level) and other agents (high-level) in one storage vector.
Figure 3 shows a data flow diagram according to an alternative version of the algorithm.
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Figure 1. Diagram of interaction of agents based on recurrent neural networks.
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Figure 2. Data flow diagram of the first version of the algorithm.

To train the agent the A3C [2] algorithm is used with one modification. In the original version
of the algorithm, the policy loss is defined as:

L

= —log(m(s)) - A(s) — B - H(m) 1)
where 7 is the probability of the agent performing the action in state s, A(s) is the estimated value of
the advantage in state s, H(w) is the policy entropy, and £ is a constant parameter.

Instead of the logarithm of the probabilistic distribution of actions, it is proposed to use a cross-

entropy analogue as follows:

L=(1-0) log(1—m(s)) —o-log(n(s))) - A(s) — - H(m) )



where o is the binary value (equal to 1 for the action actually performed and 0 for all other actions),
and the gradient is calculated for all actions.

It is found that the proposed form of functionality helps to keep the values of the policy logos
close to each other. That is, it does not allow the agent to fall into such a state when he always
chooses the same action.
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Figure 3. Data flow diagram according to the second version of the algorithm.

An experiment was performed for which we used a maze environment: a 5x5 cell field; there
may be a wall between the cells that restricts movement and visibility. One of the cells is the "exit",
in the other three cells are agents. Agents observe the horizontal and vertical distance to the nearest
walls, the number of left and right corners in each of the four directions, and the direction and distance
to the exit cell, if any. However, agents do not know their own coordinates. The agent's task is to
explore the maze and find the exit cell. The interaction with the environment ends when the agent is
in the exit cell. Guaranteed that there are paths between any two cells of the maze.

The purpose of the experiment is to determine whether an agent team with a communications
network will completely leave the maze faster than a team without communication. Four agent
versions are compared:

1. Agent without communication and without the ability to see other agents

2. Agent without communication, but able to "see™ other agents - if other agents are visible,
agents receive direction and distance from each other as part of sensory data

3. An agent capable of seeing other agents and with a communication network of version 1.

4. An agent capable of seeing other agents and with a communication network of version 2.

The agent team is considered to have successfully completed the maze when all agents reach
the exit cells of the maze. Agents must minimize the number of moves that agents make before the
team exits the maze.

Using a reinforcement learning algorithm involves a reward function that agents will strive to
maximize. It has been experimentally determined that the reward function must have “gradient” in
some sense - that is, the reward should be given not only when the agent reaches the goal, but also
when the agent is acting in the right direction. However, the reward function can be very simple: it is
enough to point out actions that were in the “right direction” and which were in the wrong direction.
The gradient descent algorithm was chosen according to the recommendations of the authors of the
A3C algorithm [2]. The learning rate and others parameters were chosen experimentally.



Instead of running a large number of concurrent simulations and synchronization after each
episode, only two concurrent worker threads are used and synchronized once in a few episodes. This
solution is because of the use of the OpenMP platform [6] with Intel Xeon processors - two simulation
threads run much faster than many threads, and periodic synchronization simulates the large number
of threads. Another optimization of the experiment is the formation of a team with one agent during
the training of "blind" agents, who can neither see the other nor communicate.

After 30,000 training episodes, training is stopped and performance of teams of three agents in
all four configurations is tested. After that, another 20,000 training episodes were performed for each
model and tested again. The test results represent the number of runs in each of the simulations. That
is, four sets of results were generated for agents after 30,000 training episodes, and four more after
50,000 episodes (see Figure 4).

The agent performance statistics are summarized in Table 1. The table provides information on
how many episodes of all 10,000 simulations were successful for the agent team (ie, all agents left
the maze). The best result for each of the statistics are in the table.

During the training, the statistics of the effectiveness of agents were recorded over time. Figure
5 shows a graph of the average number of moves per training episode in different iterations of training.
The average number is given for clarity, since the number of moves has a large variance.
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Figure 4. Distribution of time to leave the maze for teams of agents of different architecture: (a)
after 30 thousand training episodes; (b) after 50 thousand training episodes.

The graph shows that the blind agent (without communication and without the visibility of other
agents) is performing better than others. However, it should be noted that the probability of the initial
location of one agent near the exit in a random maze is much higher than the probability of the location
of all three agents near the exit. Therefore, the agent of the simplest architecture was considered only
to compare the work of the team against one.

The agent training history (see Figure 5) shows that initialization of the agent’s network with
version 2 communication was unsuccessful. And at the stage of 30 thousand iterations of training the
effect of a bad start has not yet been smoothed out. However, at 50,000 iterations, version 2 began to
show a trend toward better results. Also, the statistics show that the ability to see other agents is a
very strong heuristic when looking for a way out.



This experiment shows that the proposed algorithm (namely version 2) is capable of increasing
the efficiency of the team of agents but needs further research to improve it. This algorithm can be
used to find and explore optimal strategies in environments with further formalization and
implementation in the form of an explicitly programmed algorithm. The advantage of the algorithm
is that it does not require sophisticated and structured computing systems, and can potentially be
implemented with very small objects, such as macromolecules.

Statistics of maze passing by teams of agents with different control network
configurations in two stages of training.
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Figure 5. Movable average of the number of moves of agents at different training stages.
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