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ABSTRACT This paper analyses a novel countermeasure to Leakage Power Analysis Attacks based on
the application of a random Body Bias voltage level at the beginning of the encryption process. The
countermeasure effectiveness is established through the development of a theoretical model of the Pearson
correlation coefficient in the presence of a varying body bias under both noiseless assumptions and in the
presence of algorithmic noise, and through simulations on a partial cryptosystem implemented in 28 nm
FDSOI technology. A study of the effect of averaging power measurements is also developed and contrasted
against Monte Carlo simulations of the countermeasure scheme, effectively providing a floor for the increase
in required measurements to identify the secret key.

INDEX TERMS Body bias, correlation power analysis, countermeasure, FDSOI, leakage current, power
analysis attack, side-channel.

I. INTRODUCTION
As technology nodes progress further into smaller nanomet-
ric scales, short-channel effects worsen, one of the most
impactful short-channel effects being the increase of leakage
currents. Increasing leakage currents implies an increase in
static power consumption and this can have a great impact,
particularly for portable devices. In the case of crypto-
graphic systems, increasing leakage currents also implies the
enhancement of a side-channel with potential to inadvertently
leak information to an attacker.

To limit the consequences of increased leakage current,
solutions to these effects have been found in the form of tran-
sistors with modified structures: FinFETs and Fully Depleted
Silicon On Insulator (FDSOI) transistors. FDSOI transistors
have been shown to exhibit better electrostatic control of
the channel, with smaller variations of the threshold voltage
along the channel, smaller parasitic capacitances and, overall,
smaller short-channel effects [1], [2].

Among their characteristics, and given their structure,
is the capability of having their threshold voltage dynamically
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modified through its fourth terminal with a much higher
dynamic range than in conventional bulk devices. This,
among other effects (decreased charging times, increased
transconductance, etc.) allow the introduction of varying
leakage currents.

Leakage-based side channel attacks, on the other hand,
have been shown to convey sufficient information for suc-
cessful attempts at obtaining the secret key [3], [4]. In [5],
the authors performed an analysis of the linear dependence
between the Hamming Weight of a register array and their
leakage current consumption for a variety of registers, essen-
tially establishing the basic model to perform Correlation or
Differential Power Analysis Attacks utilizing leakage current
as a Side Channel. In [5], the authors base their study on the
application of the Hamming Weight model pertaining to the
correlation coefficient initially described in [6].

Since then, several countermeasures have been proposed to
hinder the acquisition of the secret key from leakage-based
PAA. Some of these countermeasures attempt to reduce
the SNR of significant signals by introducing uncorre-
lated sources of noise, while others attempt to decorrelate
the leakage consumption of registers from the data they
store [7]–[12].
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It is, however, understood that Power Attacks that rely
on static power consumption typically convey poorer results
than their dynamic power counterpart. The need to DC cou-
ple static power measurements increases the noise floor of
the traces obtained. This factor, coupled with comparatively
smaller signals than those obtained through a dynamic power
side-channel results in noisier data with smaller signal levels.

Despite this fact, several circumstances can enhance the
effectiveness of leakage-based PAA. Extending the clock
period allows the acquisition of an increasing number of
samples of the signals of interest at closely spaced intervals
of time. This ‘‘oversampling’’ can be used to obtain aver-
aged measurements, in what is called inter-trace averaging,
to reduce overall non-algorithmic noise. This fact alone can
reduce the effectiveness of masking countermeasures, which
rely on the noisiness of the measurements for their secu-
rity [13]. In fact, authors on [14] report the need to obtain
fewer traces to obtain the secret key in an ASIC implemen-
tation of a cryptosystem with masking countermeasure when
using static power as a side-channel.

On the other hand, if the attack can be performed in
thermally-controlled conditions, inducing higher tempera-
tures can increase the intensity of the signals obtained.

The ongoing research on these topics [4], [15], and
the possibility of effectively combining leakage-based with
dynamic Power Analysis Attacks (PAA) [16] prompts
the development of secure systems that can resist these
vulnerabilities.

In this paper we explore the feasibility of utilizing a varying
body bias as a countermeasure for Leakage-based PAA in sys-
tems implemented in FDSOI technology. A similar approach
has recently been presented in [17]. In their paper, the authors
perform empirical testing of the countermeasure based on
the random application of body bias on a RISC-V micro-
controller implemented in FDSOI technology executing an
AES-128 encryption process. The authors are able to prove a
significant increase in the number of required measurements
to disclose the secret key.

In this paper, a mathematical model for the effectiveness of
the countermeasure based on technological and countermea-
sure parameters is developed and contrasted with electrical
and numerical simulations. Section II presents a theoretical
background of how differing body bias can help to mean-
ingfully decorrelate processed data with consumed leakage
power. Section III studies the dependency between register’s
leakage current and body bias value in FDSOI technolo-
gies. In Section IV a potential countermeasure scheme based
on the technological properties and concepts introduced in
the previous sections is presented, while in Section V a
mathematical model for the decorrelation achieved by the
countermeasure is derived. Sections VI and VII showcase
results obtained from electrical and numerical simulations,
including the effect of averaging. In Section VIII the model is
expanded to include sources of algorithmic noise, with results
from numerical simulations. Finally, Section IX present the
conclusions of the paper.

II. CONCEPTUAL OVERVIEW
In the n-bit register slice model introduced in [5], the leakage
current is a linear equation of the Hamming Weight of the
value stored in the register:

Ileak (HW ) = n · I0 + ε · HW (1)

where n · I0, the y-intercept, is a constant depending on the
number of bits of the register under study and the leakage
current consumed when a flip-flop is storing a 0. The slope
of the function is ε, defined as ε = I1 − I0, the difference in
leakage current consumed when a flip-flop stores a 1 and a 0.
HW is the Hamming Weight: the total number of 1’s stored
in the register array.

In a block cryptosystem, the HammingWeight is the result
of a boolean non-linear function implemented by a substitu-
tion box (S-box). Based on the attackers knowledge of the
encrypting algorithm, this allows the formulation of a power
consumption model that can help test secret key hypothesis.
If the secret key is correctly guessed, every evaluation of
the function HW (S(xi ⊕ k)) for every possible plaintext will
yield the actual values of the Hamming Weight, which will
correlate with measured values of leakage power.

The leakage current consumed by the register array can
be considered a random variable, linearly related to the
Hamming Weight through the input plaintext, which can also
be considered a random variable.

The Pearson Correlation Coefficient (PCC) tests the degree
of linear dependency between two random variables. As such,
it is a powerful metric to test correct-key hypothesis. The
PCC as a metric to perform Power Analysis Attacks was
introduced in [6], and is the basis for Correlation Power
Analysis attacks (CPA).

The PCC, defined in equation (2), establishes the degree
of linear correlation between two random variables X and Y .
The candidate secret key that exhibits the highest PCC is
generally accepted as the correct secret key, if the attack is
performed appropriately.

ρY ,X =
Cov(Y ,X )

√
Var(Y )

√
Var(X )

(2)

In these expression Cov denotes the Covariance function
and Var the Variance function.

Consider the dummy cryptosystem depicted in Fig. 1,
formed by a register array of 8 bits and an equal number of
XOR gates.

In this dummy cryptosystem the S-Box has been omitted
and the power consumption model is simply based on the
XORing between the secret key and input plaintext:

f (X , k) = X ⊕ k (3)

where X is a random variable representing the input plaintext
and k is the deterministic secret key. Therefore, the Hamming
Weight of the content of the register slice, HW (f , k), is also
considered a random variable.
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FIGURE 1. Schematic view of the dummy cryptosystem under study,
comprising an array of 8 registers and the corresponding number of XOR
gates, where D is the vector of bits to be stored in the register array after
a clock pulse and Q the output or intermediate output of the dummy
cryptosystem.

Under a correct key assumption, the PCC between the
leakage current of the power consumption model Ileak (Equa-
tion (1)) and the Hamming Weight calculated from plaintext
X and guessed key k in Equation (3) can be shown to be
ρIleak ,HW = 1. This result holds true if the circuit is considered
noiseless. This is the basis for Correlation Power analysis
attacks.

Conceptually, this means that, if the secret key is known,
every measurement of Ileak versus Hamming Weight for dif-
ferent values of plaintext X falls in a straight line, as defined
by Equation (1), while an incorrect key would produce values
of Ileak outside of such curve, reducing the linear correlation
between variables (Fig. 2).

FIGURE 2. Measured leakage current vs hamming weight of different
plaintext X in an 8-bit register. The solid line depicts equation (1) for a
given register, while the markers represent measured current values for
different plaintexts displayed according to the calculated hamming
weight with a correct key (blue) and an incorrect key (red).

However, if we can consider the possibility that I0, so far a
constant, can become a random variable, we obtain a collec-
tion of curves:

ILeak1(X , k) = n · I01 + ε · HW

ILeak2(X , k) = n · I02 + ε · HW

. . .

ILeakn(X , k) = n · I0n + ε · HW (4)

where I0 is now a discrete random variable that can adopt
values {I01, I02, . . . , I0n} with probability P[I0 = I0i] = pi,
for 1 ≤ i ≤ n.
Provided that I0 and HW are independent variables and

their variances are well defined, the PCC between the regis-
ter’s leakage current and the HammingWeight now becomes:

ρIleak ,HW =
ε · σHW√

(n2 · σ 2
I0 + ε

2 · σ 2
HW )

(5)

Assuming that the attacker has no means of accessing the
value I0, this means that for a sufficiently large number of
possible values of I0, having the secret key can be indistin-
guishable from having an incorrect key, as the values of Ileak
do not fall in a single curve.

This is exemplified in Fig. 3, where a collection of such
curves is shown. Under a correct key assumption, the markers
represent the correct evaluation of the Hamming Weight for
each possible plaintext. However, it can be seen that much of
the linear relation is lost.

FIGURE 3. Collection of register leakage current vs hamming weight
curves. Each line represents a possible realization of equation (1) for
different values of I0. The markers represent measured current values for
different plaintexts displayed according to the calculated hamming
weight with a correct key.

III. REGISTER LEAKAGE CURRENT AS A FUNCTION OF
BODY BIAS IN FDSOI TECHNOLOGY
An exploration on the effect of body bias on the leakage cur-
rent of FDSOI registers is performed. The registers are imple-
mented in 28 nm, Low Threshold Voltage (LVT), Flipped
Well transistors.

These transistors, shown in Fig 4 can be biased through
their back gate terminals, noted as BBnmos and BBpmos.
As the application of Forward body bias reduces the thresh-
old voltage of transistors, in our study, transistors are sym-
metrically biased to avoid an imbalance between driving
capabilities of N- and PMOS components, meaning that
Vbbnmos = −Vbbpmos.
Figure 5 shows the variation of the different leakage cur-

rents that a register implemented in this technology can incur,
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FIGURE 4. FDSOI forward body bias (FBB) transistors’ structure.

FIGURE 5. Single register leakage currents as a function of body bias.
In blue, when the register is storing a 1. In red, when the register stores a
0. In green, ε, the difference between the two.

as a function of the body bias. The curves on Fig. 5 are
obtained by storing a 1 or a 0 in a single flip-flop and
performing a transient simulation. A parametric analysis on
the body bias ranging from 0 to |Vdd | = 1 V, the maximum
nominal voltage for the technology, is then performed, and
the leakage current value noted after a single clock pulse.

It can be seen that both I1 and I0 are monotonically increas-
ing functions, with I1(|Vbb|) > I0(|Vbb|) for all possible
values of |Vbb|. The third curve is obtained by computing
ε(|Vbb|) = I1(|Vbb|) − I0(|Vbb|). A curve fitting analysis
shows that all three curves are of exponential nature and of
the form:

f (|Vbb|) = a · e(b·|Vbb|) (6)

where a and b are constants.
This result is consistent with simulations and experimental

results described in the literature, given the linear dependence
of the Threshold Voltage on Forward body bias for both
NMOS and PMOS transistors [2].

With these considerations, the leakage current consumed
by a register array implemented in FDSOI technology
becomes a function of body bias. Equation (1) now becomes

a function of two variables:

Ileak (HW , |Vbb|) = n · I0(|Vbb|)+ ε(|Vbb|) · HW (7)

where ε(|Vbb|) and I0(|Vbb|) are defined as:

ε(|Vbb|) = a1 · eb1·|Vbb| (8)

I0(|Vbb|) = a2 · eb2·|Vbb| (9)

It becomes clear from equation (7) that Ileak is represented
by an infinite set of curves, as opposed to a discrete one as
seen in Fig. 3, given the continuous, analog nature of Vbb.
Note, also, that if we consider ε to be the slope of each curve,
the slope also varies with Vbb.

IV. PROPOSED COUNTERMEASURE
The proposed countermeasure is based on the notion that
information about the secret key is only conveyed when
multiple measurements of the leakage power, obtained from
different plaintexts, are compared or studied on the whole.
That is, a single power measurement with one plaintext yields
no information regarding the secret key.

The analysis performed in Section II in combination with
Equation (7) allows us to consider a countermeasure based on
the random adoption of a body bias value at the beginning of
each encryption process. This value of body bias is set before
the encryption algorithm begins and is maintained throughout
the process. At the beginning of a new encryption process,
a new value is chosen, at random and independently. The
following analysis describes this principle.

At this point, we drop the |Vbb| notation for simplicity.
Consider that Vbb is a discrete random variable of the form:

Vbb(S) = VbbQ +1Vbb · S (10)

where VbbQ is an arbitrary constant, 1Vbb is the step size
with which the value of the body bias can vary, and S is
a random variable which can adopt integer values between
[−smax , smax].

The random variable S follows a discrete uniform distribu-
tion with P[s = i] = 1

2smax+1
for all i’s, such that −smax ≤

i ≤ smax . It can be seen that the expected value of E[S] = 0.
This allows the distribution of Vbb(S) to be well defined, with
expected value equal to E[Vbb(S)] = VbbQ .

With a uniform distribution, the entropy of S is maximized.
Thus, in the event that S could inadvertently leak information
about the system, the least possible amount of information
would be conveyed. This distribution also facilitates mathe-
matical derivations of the model described below.

The value of S is set at the beginning of each encryption
process, before the algorithm starts execution.

With these considerations, the leakage current consumed
by an array of registers is now:

Ileak (HW , S) = n · I0(S) + ε(S) · HW (11)

where ε(S) and I0(S) can now be expressed as:

ε(S) = a1 · e
b1·(VbbQ+1Vbb·S) (12)
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I0(S) = a2 · e
b2·(VbbQ+1Vbb·S) (13)

The values that Vbb can adopt are thus discretized and so is
the set of curves of Ileak , which contains 2smax + 1 elements.

V. CORRELATION
In this section, the PCC between the leakage current and
the Hamming Weight is derived taking into consideration the
countermeasure defined in the previous section.

The derivation is made considering a dummy cryptosystem
like the one shown in Fig. 1. First, some assumptions are
made regarding the probability distribution of the plaintext.

With an n-bit register array, each possible plaintext is a
boolean sequence X : {0, 1}n. We assume that each element
in such sequence follows a uniform probability distribution
with equal probability 1

2 of either being a 1 or a 0.
Thus, the expected value and the variance of the Hamming

Weight can be shown to be, respectively, µHW = n
2 and

σ 2
HW =

n
4 .

It is also assumed that the correct key has been chosen,
so that the Hamming Weight is always correct for each
possible input plaintext. The system is also assumed to be
noiseless.

Using the definition of the PCC, we can calculate how the
countermeasure impacts the ability to distinguish the secret
key. The PCC between the Hamming Weight of and the
Leakage Current consumed by a register slice of n bits can
be expressed as:

ρHW ,I =
µεσHW
√
Var(Ileak )

(14)

where we used Ileak as shown in Equation (11), withµε being
the expected value of ε(S).
The expression of the variance of the leakage current,

which appears in the denominator of Equation (14) is cum-
bersome. It can be broken down into three components:

Var(Ileak ) = p1+ p2+ p3 (15)

where, taking into account thatHW and ε(S) are independent
random variables:

p1 = Var(HW · ε(S))

= σ 2
HWσ

2
ε + µ

2
εσ

2
HW + µ

2
HWσ

2
ε (16)

Also:

p2 = Var(n · I0(S)) = n2 · σ 2
I0 (17)

And finally:

p3 = 2 · Cov(HW · ε(S), n · I0(S))

= 2 · n · µHW · Cov(ε(S), I0(S)) (18)

where σ 2
ε is the variance of ε(S) andµI0 and σ 2

I0 the expected
value and variance of I0(S).
To obtain an analytical solution of equation (14) the

expected value and variance of both ε(S) and I0(S) must be
calculated. In the following derivation, we adopt a change in

nomenclature, with E[·] representing the expected value of a
function.

Given that S follows a discrete uniform probability distri-
bution and both ε(S) and I0(S) are exponential functions as
shown in Equations (12) and (13), the expected value of ε(S)
can be calculated as:

E[ε(S)] =
1

2smax + 1
a1eb1VbbQ

smax∑
i=−smax

eb11VBB·i (19)

Which defines a geometric series that can be solved as:

E[ε(S)] =
1

2smax + 1
a1 · eb1VBBq

· e−b11VBBsmax (
1− eb11VBB(2smax+1)

1− eb11VBB
) (20)

A similar approach is used to calculate E[ε(S)2]. With
these, the variance of ε(S) can be determined using the
definition:

Var(ε(S)) = E[ε(S)2]− E[ε(S)]2 (21)

The same procedure is used to determine the expected
value and variance of I0(S).
Note that the Covariance between ε(S) and I0(S) appears

in Equation (18). To compute it, we used the definition:

Cov(ε(S), I0(S)) = E[ε(S) · I0(S)]− E[ε(S)]E[I0(S)]

(22)

Both E[ε(S)] and [I0(S)] are already well defined. Since
each realization of S is independent from each other, the
covariance between experiments is zero. Thus, only the
intra-experiment covariance is meaningful. In this way,
the covariance can be calculated by noting that E[ε(S) · I0(S)]
is simply:

E[ε(S) · I0(S)] =
1

2smax + 1

∑
i

ε(si)I0(si) (23)

Thus, the Pearson Correlation Coefficient between the
Hamming Weight and the Leakage current of a register array
in the presence of a random body bias countermeasure can
be analytically expressed. Equation (14) is a function of
technological parameters (the constants in equations (13)),
the number n of registers under attack, the quiescent point
of the body bias VbbQ, the step size 1Vbb and the number of
available steps 2smax + 1.

VI. RESULTS
A. THEORETICAL RESULTS
In this section, equation (14) is plotted in a variety of condi-
tions.

A D-flip-flop is chosen from the family of available
flip-flops in the library. Through a parametric analysis of
the body bias and a curve-fitting analysis, the constants that
define the exponential functions (Equations (12) and (13)) are
extracted.
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FIGURE 6. PCC between the leakage current of a register array of 8 bits
and its hamming weight in the presence of the countermeasure as a
function of the number of available steps for different values of step
size (1Vbb).

The nominal dynamic range of the body bias ranges from
0 to Vdd , with a maximum Vdd = 1 V . Thus, VbbQ is set at
Vdd
2 so that the random body bias can span the entire dynamic

range symmetrically.
Figure 6 plots the Pearson Correlation Coefficient (PCC)

calculated with Equation (14) between the leakage current
and the Hamming Weight as a function of steps (smax) for
different values of 1Vbb, as defined in Equation (10).

Equation (14) is undefined for a zero number of steps.
However, a limit analysis shows that, in all cases, the PCC
tends to 1 as 2smax + 1 approaches 0, as was expected for the
case where I0 is constant.
It can be seen that the PCC is greatly reduced as the number

of steps increases, and with it the dynamic range of body bias.
For the maximum range of 0 to 1V, the obtained value of PCC
is near 0.048 independently of the body bias step.

Since utilizing the entirety of the body bias’ dynamic range
provides the greatest decrease in the PCC, it is of interest to
explore the effectiveness of the countermeasure with a fixed,
maximum dynamic range DR = Vdd − 0.
In this case, 1Vbb and smax are related (Equation 24), and

we can plot the values of the PCC for increasing number
of steps (smax). The results are plotted along the entropy
exhibited by the random variable S, which can be shown to
be H (S) = log2(

1
2·smax+1

).
The results can be seen in Fig 7.

1Vbb =
DR

2 · smax
(24)

In this graph, a counterintuitive increase of the PCC with
respect to the number of steps, ranging from 0.036 for
smax = 1 to 0.04854 for large number of steps is seen.
However, it should be noted that the entropy is also min-
imum for smax = 1, which indicates a potential informa-
tion leak for low number of steps. As the number of steps
increases, the PCC stabilizes and the entropy of S continues to
grow.

FIGURE 7. Left axis: PCC between the leakage current of a register array
of 8 bits and its hamming weight in the presence of the countermeasure
as a function of steps with fixed, maximum dynamic range. Right axis:
Entropy of S as a function of smax .

B. SIMULATION RESULTS
To test the validity of the theoretical approach, we per-
form a simulated CPA on a dummy cryptosystem as seen
in Fig. 1.

The Cadence Virtuoso ADE is used to perform the simu-
lated attack, using standard logic cells of the 28 nm, FDSOI
library.

An 8-bit register array, with the corresponding 8 XOR
gates is set. The secret key is set to 101010102, or 170 in
base ten.

256 transient simulations are performed, where all 256 pos-
sible plaintext values are inputted to the XOR gates and stored
in the registers after a single clock pulse. The leakage current
is measured only for the register array, to simulate noiseless
conditions. Each leakage current value is stored along the
inputted value of the plaintext.

Two sets of simulations are performed. A set of 256 simu-
lations in which no countermeasure is applied (fixed Body
Bias value of 0 V), and a set of 256 simulations where S
is set at random at the beginning of each simulation using
a pseudo-random number generator function supplied by the
Virtuoso function library so that a different value of body bias
is applied to each plaintext.

In the set of simulations with applied countermeasure,
the Body Bias DC value VbbQ is set at 0.5 V, 1Vbb at 20 mV,
with s ∈ [−25, 25]

Once the simulations are complete, a vector with the leak-
age current values for each inputted plaintext is acquired.
The vector is used to compute the correlation between the
leakage current and each possible candidate key, for a total
of 256 possible keys.

Figure 8 shows the PCC for each possible key when no
countermeasure is applied. It can be seen that the secret key,
170, is easily identified, along with its binary complement,
85, as both cases present the maximum value of PCC, which
is 1 in this case. This perfect correlation is consistent with
the deterministic nature of the simulation under no noise
conditions.
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FIGURE 8. PCC between the leakage current and the hamming weight of
the register array under attack for each possible candidate key in the
absence of the proposed countermeasure. The correct key presents the
highest correlation, with a value of 1.

FIGURE 9. PCC between the leakage current and the hamming weight of
the register array under attack for each possible candidate key in the
presence of the proposed countermeasure. The PCC for the correct key is
greatly diminished, as well as the maximum value for the PCC.

Figure 9 shows the CPA for all possible candidate keys
when the countermeasure is applied as described above. It can
be seen that not only is the secret key not identified but also
the maximum correlation is greatly decreased.

Note also that S adopts in this experiment a maximum of
2smax + 1 = 51 values and that only 256 simulations are
performed. Notwithstanding the possible bias of the random
generating function provided by Virtuoso, the distribution of
S most likely does not resemble a discrete uniform distribu-
tion for such a low number of experiments. Thus, Fig. 9 is
just one among many possible results.

VII. NUMERICAL SIMULATIONS: EFFECT OF AVERAGING
The main weakness of this countermeasure stems from the
fact that the expected value of Ileak is well defined even in
the presence of countermeasure. Thus, if sufficient measure-
ments are taken and averaged, the 2smax + 1 straight lines
that define the set of Ileak curves converge to the expected

valueE[Ileak ]. In this section we evaluate the effect of leakage
current values averaging on the PCC and on CPA attacks
when several experiments are performed for each possible
plaintext.

Firstly, we evaluate the effect of averaging on Equa-
tion (14) by solving it under the assumption of noise averag-
ing. The underlying idea is to run N independent encryption
processes for every possible plaintext value, and evaluate the
impact on Equation (14), comparing the results to electrical
simulations.

However, since performing a set of 256 transient simu-
lations is time consuming even given the simplicity of the
dummy cryptosystem under attack (Fig. 1), for large values
of N , performing N · 256 electrical simulations can become
infeasible.

Thus, given the deterministic nature of the leakage current
Equation (11) under noiseless conditions, as demonstrated by
the perfect correlation seen in Fig. 8, we opt to numerically
simulate the analog behavior of the dummy cryptosystem.
The numerical simulation of the analog behavior of the sys-
tem allows us to simulate a CPA attack where each leakage
current measurement, for every plaintext, is repeated N times
and then averaged. This can be done given that the techno-
logical parameters of the registers under study are known
(the constants in Equations 12 and 13), and thus these CPA’s
provide comparable results to the ones that would be obtained
through electrical simulations in the Virtuoso ADE.

In these numerical simulations, each input plaintext is
XORed with the correct secret key, and the resulting
Hamming Weight is evaluated. As per Equation (3):

HWi = f (i⊕ k) (25)

for 0 ≤ i ≤ 255.
Then, we simulate an encryption process with countermea-

sure by generating a random value of S. The leakage current
function (Equation (11)) is then numerically solved for these
values of the Hamming Weight and the realization of S = s.
This process is repeated N times for every plaintext element,
such that a leakage current value is obtained for each one:

Il1,i(HWi, s1)

Il2,i(HWi, s2)

. . .

IlN ,i(HWi, sN ) (26)

Then, the result is averaged:

Îli(HWi, Ŝ) =
1
N

N∑
j=1

Ilj,i(HWi, sj) (27)

Finally, the PCC between the vector of 256 averaged
leakage current values and the calculated Hamming Weight
according to the input plaintext for every candidate key is
evaluated, thus numerically simulating a CPA attack in the
presence of the countermeasure with noise averaging.
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FIGURE 10. Effect of averaging on the PCC between the leakage current
and the hamming weight of the register array in the presence of the
proposed countermeasure with a fixed, maximum body bias DR of
1 V. It can be seen how averaging undermines the effect of the
countermeasure for large number of repeated encryption processes.

A. EFFECT OF AVERAGING ON THE PCC
To determine the effect that averaging has on the PCC, Equa-
tion (14) must be solved under the assumption of leakage
current averaging.

Through averaging, the expected values of the different
terms in Equation (14) are expected to remain the same,
while the variance introduced by the countermeasure is to
be reduced. An approximation can be made regarding the
reduction of the variance, such that:

σ 2
ε →

σ 2
ε

N
(28)

σ 2
I0 →

σ 2
I0

N
(29)

Cov(ε(S), I0(S)) →
Cov(ε(S), I0(S)

N
(30)

These terms are substituted in Equation (14) and plot-
ted for several numbers of repeated plaintext encryptions
(N ) as a function of smax for a fixed body bias dynamic
range of 1 V.

Figure 10 showcases the increase on the PCC as the number
of repeated encryptions increase. Table 2 presents the value
of PCC when smax = 25 for different number N of repeated
encryptions. In both cases, the Dynamic Range is fixed at the
maximum 1 V for the technology.

TABLE 1. PCC for maximum dynamic range of the body bias for different
number of averaging encryption processes when smax = 25.

FIGURE 11. PCC between the numerically simulated leakage current and
the hamming weight of the theoretical register array under attack for
every candidate key in the presence of the proposed countermeasure. The
results are obtained with one single encryption process per
plaintext.

It can be seen that while the PCC increases with repeated
number of averaged encryption processes, the behaviour of
the PCC as a function of smax for a fixed DR is similar in all
cases, regardless of the number of repetitions. That is, a small
increase in the PCCwith increasing number of steps for small
values of smax , followed by a convergence of the PCC to a
given value.

B. NUMERICAL SIMULATIONS
Numerical simulations are performed as described in the
previous subsection to generate large amounts of Ileak values
for each plaintext. This allows the exploration of the effect of
averaging in CPA attacks.

Four cases are contemplated: no averaging, and 10, 100 and
1000 repeated encryptions per input plaintext. The results can
be seen in Figures 11 through 14.

It can be seen that, as the number of repeated encryptions
increases, the CPA produces results that more correctly rep-
resent the simulated case when no countermeasure is applied
(Fig. 8). Note also how the theoretical results derived in the
previous subsection, as shown in Table 1, are very close to
the results obtained through numerical simulations, as shown
in Figures 11 through 14.

To test the effect of increased PCC with averaging in the
ability to correctly identify the secret key, a series of 100 dis-
tinct runs are then simulated for each collection of N aver-
ages. The amount of times the secret key presents the highest
PCC is noted. The frequency with which the secret key is
disclosed for different number of averaging encryption pro-
cesses can be seen in Table 2.

Note that 100 repeated encryption processes appear to be
enough to identify the secret key in most instances.

VIII. ALGORITHMIC NOISE
So far, the analysis performed to derive the properties and
characteristics of the countermeasure has assumed a trivial
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FIGURE 12. PCC of the numerically simulated and averaged leakage
current and the hamming weight, with 10 encryption processes per
plaintext.

FIGURE 13. PCC of the numerically simulated and averaged leakage
current and the hamming weight, with 100 encryption processes per
plaintext.

FIGURE 14. PCC of the numerically simulated and averaged leakage
current and the hamming weight, with 1000 encryption processes per
plaintext.

cryptosystem with only 8 bits. However, a more realistic
scenario is that of a cryptosystem that processes several
bytes.

TABLE 2. Success ratio of secret key identification in numerical
simulations under different number of averaging samples.

Consider a dummy cryptosystem that comprises n+m bits
of data, with an (n + m)-bit key. Similarly to the previous
analysis, we are going to ignore the effect of the S-boxes and
assume that the encrypting function is the XORing between
n+m bits of plaintext and an (n+m)-bit key. The processed
data is stored in a register array of n+ m flip-flops.

The leakage current consumed by a register array of n+m
bits can be expressed as:

Ileak = (n+ m) · I0 + ε · (HWn + HWm) (31)

We make a distinction between the bits of interest (n)
and the bits that introduce algorithmic noise (m). Similarly,
we distinguish between HWn and HWm.

An attack on n-bits of the secret key is performed similarly
to the manner described in previous sections. The attacker
inputs all 2n possible plaintexts and measures the leakage
current consumed by the cryptosystem at the time of evalua-
tion. For each possible plaintext, HWn is calculated for each
candidate sub-key, and the correlation between the leakage
current measurements and the calculated Hamming Weights
is computed.

However, despite performing the analysis without the
effect of S-boxes, we attribute to the rest of the bits m the
statistical properties that would be expected in a functional
encrypting algorithm; namely, that each bit of m is a random
variable, independent from the others, with uniform proba-
bility of 1

2 of adopting either of its possible values. As such,
HWm is itself a random variable with expected value and
variance, respectively, of µm = m

2 and σ 2
m =

m
4 .

Thus, the m bits not directly involved in the attack are a
source of noise that decorrelates power consumed with the
data being processed.

In fact, the PCC for a cryptosystem with n + m bits,
with n key-bits under attack, can be shown to be (without
countermeasure, no other sources of noise, and under correct
key assumption):

ρIleak,HWn =
ε · σHWn√

ε2(σ 2
HWn
+ σ 2

HWm
)
=

√
n

n+ m
(32)

From here, it is straightforward to calculate the PCC
between the Hamming Weight of the n bits under attack and
the leakage current consumed by a n + m bit cryptosystem
in the presence of the countermeasure described in previous
sections.

We must simply take into account the changes introduced
in the denominator of Equation (14) (the variance of the
leakage current consumed by the register array) by the m bits
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that introduce algorithmic noise. Again, we break down the
variance of Ileak into three components Var(Ileak ) = p1 +
p2+ p3, with:

p1 = Var(ε(S) · (HWn + HWm))

p1 = σ 2
ε (σ

2
HWn
+ σ 2

HWm
)+ µ2

ε(σ
2
HWn
+ σ 2

HWm
)+ · · ·

+ σ 2
ε (µ

2
HWn
+ µ2

HWm
)+ 2µHWnµHWmσ

2
ε (33)

p2 = Var((n+ m) · I0(S))

p2 = (n+ m)2 · σ 2
I0 (34)

p3 = 2 · Cov(ε(S) · (HWn + HWm), (n+ m) · I0(S))

p3 = 2 · (n+ m) · (µHWn + µHWm ) · Cov(ε(S), I0(S))

(35)

A. ALGORITHMIC NOISE: EFFECT OF AVERAGING
The same analysis performed for the countermeasure in the
presence of noise averaging can be done under these new
conditions. In fact, the same effect is expected for the dif-
ferent variances σ 2

ε , σ
2
I0
, and Cov(ε(S), I0(S))) as in Equa-

tions (28), (29), and (30) respectively; namely, their values
are reduced by a factor of N , with N being the number of
samples.

The same effect can also be expected for the variance
of HWm, which becomes σ 2

HWm
/N . In the particular case

with algorithmic noise but no countermeasure applied, it can
be shown that the PCC between the leakage current and
the Hamming Weight of the bits of interest (Equation (32))
becomes:

ρIleak,HWn =

√
n

n+ m
N

(36)

Note that in the case of a cryptosystem with n+m bits and
an attack on n bits of interest, noise averaging is not obtained
by repeating N encryption processes with exactly the same
plaintext. Rather, wemaintain the plaintext affecting the n bits
constant during the N encryption processes, but for each of
these encryption processes a random plaintext is chosen for
the m remaining bits. With these modifications, numerical
simulations of a CPA can be performed as described in
section VII.

Figure 15 showcases equation (14) for an 128-bit register
array with 8 sub-key bits under attack in the presence of the
countermeasure, for different values ofN averaging traces per
plaintext; that is, that the total number of encryption processes
is N · 256.

Table 3 presents the results for the case with no coun-
termeasure applied. Equation (36) is evaluated for different
values of N (PCC- Theo), along with the PCC obtained
through numerical simulations of a CPA (PCC- CPA). The
success rate of 100 such CPA’s is also noted.

Table 4, on the other hand, presents the results for the
case with countermeasure, with a fixed body bias’ DR of
1 V, and smax = 25. Equation (14) with algorithmic noise is
evaluated for different values of N (PCC- Theo), along with

FIGURE 15. Effect of averaging on the PCC between the leakage current
and the hamming weight of a 128-bit register array, with 8 bits under
attack, in the presence of the proposed countermeasure with a fixed,
maximum body bias DR of 1 V and different number N of traces per
plaintext.

TABLE 3. Theoretical and numerical simulation results of the PCC, along
the success ratio for 100 simulated attacks, for a 128 bit register array
with 8 bits under attack without countermeasure for different number N
of averaged traces per plaintext.

TABLE 4. Theoretical and numerical simulation results of the PCC, along
the success ratio for 100 simulated attacks, for a 128 bit register array
with 8 bits under attack with countermeasure for different number N of
averaged traces per plaintext.

the PCC obtained through numerical simulations of a CPA
(PCC- CPA).

Note that in both Tables 3 and 4, the column PCC-CPA
is the results of a single CPA attack under each particular
value of N . The different values depicted in the columns
PCC-CPA are, thus, subjected to noise and can vary between
experiments, under the same conditions. However, it can
be seen that, as N increases, the values get closer to those
obtained from the evaluation of Equations (36) and (14).

On the other hand, both Fig. 15 and Table 4 showcase the
need to increase the number of samples by a factor of 250 to
obtain the same results as in the case of a 8-bit cryptosystem
without algorithmic noise (Fig. 10 and Table 1).
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IX. CONCLUSION
In this paper, an analysis of a novel countermeasure to
leakage-based Power Analysis Attacks is presented for cryp-
tosystems implemented in FDSOI technology. The counter-
measure takes advantage of the large body biasing range of
FDSOI technology to modify the static power consumption
during the encryption process.

The paper quantifies the impact of the countermeasure
on the correlation between the leakage current consumed by
the cryptosystem and the data being processed. A theoretical
analysis of the electrical behaviours of registers implemented
in FDSOI technology in the presence of the countermeasure
allows the derivation of a correlation model in terms of the
countermeasure parameters.

The paper shows that the random application of body bias
can significantly reduce the correlation between power con-
sumed and processed data. This reduction is proportional to
the dynamic range of body bias, and the correlation reduction
is dependent on both the number of steps and the magnitude
of the body bias step.

Numerical simulations based on technological parameters
are also used to study the effect of averaging the power
measurements on the effectiveness of the countermeasure.
These simulations show that in order to obtain the secret key
with a high degree of confidence it is necessary to severely
increase the number of encryptions: in noiseless conditions,
a 100-fold increase in measurements is required to correctly
identify the secret key with high certainty. This number is
further increased by a factor of 250 in the particular case of a
simulated cryptosystem of 128 bits.

While these results are difficult to directly compare with
those obtained in [17], given the difference in technology,
the trends observed are shared. In both [17] and this article,
it can be seen that the wider the Dynamic Range of Body bias
applied, the more resilient the system becomes to attacks.

At the same time, in [17], the authors report that the highest
increase in needed traces to obtain the secret keys is observed
when the values that the body bias can adopt are those closest
to the maximum allowable voltage by the technology. In their
case, with a DR of 1.2V, between 0.8 V and 2 V. This is
consistent with the behaviour observed in fig. 5, where the
sensitivity of the different leakage currents to the body bias
is highest near the maximum nominal body bias value.

On the other hand, this article limits its study to systems
implemented with Low Threshold Voltage (LVT) transistors
under Forward Body Bias (FBB) regime. Both these consid-
erations increase the amount of leakage current consumed
by the system, as compared to a similar circuit implemented
with transistors with higher Threshold Voltage. This, in turn,
makes the apparent leakage of information higher. However,
the leakage currents of High VT transistors might be less sen-
sitive to variations of their body bias, reducing the capacity of
the countermeasure to introduce noise. Thus, there might be a
trade-off between the information leaked by a system and the
effectiveness of the countermeasure to introduce decorrelated
noise depending on technological parameters.

At the same time, there is an inverse relation between
the Threshold Voltage and the maximum clock frequency at
which a circuit can operate. Since longer clock periods allow
the acquisition of more intra-trace samples that can be aver-
aged, higher VT transistors might facilitate the acquisition of
samples with lower noise, at the expense of reduced signal
amplitude, further pointing to a potential trade-off.

These considerations warrant further exploration in future
studies.

While results are promising, further study in more real-
istic conditions is also required, including the use of more
complex cryptosystems to account for additional sources
of power consumption, with models that can introduce
non-algorithmic noise, and experimentation on real system
implementations.
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