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Abstract. This paper proposes a way of approximating the solution of
partial differential equations (PDE) using Deep Neural Networks (DNN)
based on Keras and TensorFlow, that is capable of running on a conven-
tional laptop, which is relatively fast for different network architectures.
We analyze the performance of our method using a well known PDE,
the heat equation with Dirichlet boundary conditions for a non-derivable
non-continuous initial function. We have tried the use of different fami-
lies of functions as training datasets as well as different time spreadings
aiming at the best possible performance. The code is easily modifiable
and can be adapted to solve PDE problems in more complex scenarios
by changing the activation functions of the different layers.
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1 Introduction

The use of Machine Learning (ML) is spreading across many fields in Applied
Science, often showing a very good performance in the resolution of many dif-
ferent practical tasks, such as weather forecasting [14], self driving cars [12], or
translation [2], just to name a few. However, ML is not very popular in Math-
ematics or other theoretical sciences, despite the fact that strong evidence of
its great potential has been recently reported in the literature [6]. Reservoir
computing [11], for example, is one such method, which unfortunately is very
demanding computationally.

In this paper we explore a more economic computationally alternative way
of approximating the numerical solution of Partial Differential Equations using
Deep Neural Networks (DNN) based on the Keras [4] and Tensorflow soft-
wares [1]. This framework is widely used for its performance and versatility [5].
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Table 1. DNN Structure and activation functions

Layer No. of neurons Activation function

Entry layer 100 Linear

First hidden layer 1250 Linear

Second hidden layer 2500 Linear

Third hidden layer 5000 Linear

Exit layer 5000 Linear

Deep learning techniques are promising in solving PDEs because they are able
to represent complex-shaped functions very effectively, specially when compared
to other traditional methods which experience the “curse of dimensionality”
difficulties. For instance, the experiments in [8] show that the artificial neural
networks exhibit a better performance than finite element methods for several
cases of PDEs.

Similar work to ours has been reported in the literature. In particular, Deep-
XDE [9] is a code made to solve PDE using Tensorflow that allows the user to
make an approximation without making a big effort in choosing the structure of
the DNN. Good results have been obtained using this library. For example, it has
been applied to the study of inverse problems in nano-optics and metamaterials
[3], and space-time fractional advection-diffusion equations [10]. We decided to
use plain Tensorflow to be capable of finely tuning the network for our problem.

To illustrate and analyze the feasibility and performance of our method we
apply it to a well known PDE, as it is the heat equation [15] with Dirichlet
boundary conditions for a non-derivable non-continuous initial function. We tried
different families of particular solutions as training datasets, and check the use
of different ways to span the time interval, seeking for the best performance.
Excellent solutions are found for generic initial functions in all cases explored so
far.

The paper is organized in four sections. In Sect. 2, we describe the Deep
Neural Network structure, activation functions, and training dataset. Sect. 3 is
devoted to briefly explain the heat equation and its possible theoretical solutions.
In Sect. 4, we illustrate our method by presenting the results obtained in several
numerical experiments. Finally, in Sect. 5 we summarized our conclusions, and
discuss possibilities for future work.

2 Data and Methods

2.1 Our Deep Neural Network

A DNN is formed by a series of layers, each one consisting a certain number
of neurons with a given activation function. The activation function defines the
information flows along the network.
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The parameters defining the structure of our DNN are given in Table 1. The
entry layer receives 100 equidistant samples of the initial function. The hidden
layers are incremental with 1250, 2500 and 5000 neurons, respectively. The exit
layer has 5000 outputs which correspond to a matrix of 100 × 50 with the first
dimension being the position and the second the time.

This structure is chosen for several reasons. The first one is the possibility of
predicting non-bounded negative values, the linear activation function makes this
possible since it is defined in the range (−∞, ∞). We consider that the neurons
receive a vector X and they have a vector of weights W where Wi corresponds
to the input Xi referring i neurons in the previous layer. A linear activation
function means that the exit signal of the neurons is W �X, this implying a
linear transformation of the input to the output data. Second, the behavior of the
activation function near zero is not as steep as others functions, like for example
the sigmoid [6]. The third is the growing effect obtained from an increasing
number of neurons, adding information instead of removing or shuffling it.

As the last parameters of out network we need to specify an optimizer and
a loss function. The loss function is the objective to minimize, it compares the
exit of the DNN with the expected result, and returns a metric which indicates
the distance between them. The optimizer is the algorithm that determines how
the parameters of the network change to minimize the loss, fitting the data to
the expected result.

We decided to use the root mean square error (RMSE) as loss function
because it penalizes big errors, and we want a uniform fit to the solution. Also
we used the well known ADAM optimizer [7] as it has been empirically shown
[13] to work well, improving the performance of other alternative methods.

2.2 Our Training Datasets

The dataset that we use consists of 2000 equations, and we train our DNN with
1600 (80%) of them in batches of 100. After several tries we decided that 20
epochs were sufficient to achieve acceptable results.

3 Example: The Heat Equation

To illustrate the performance of our method we use the well known heat equation
with Dirichlet boundary conditions

⎧
⎨
⎩

ut = αuxx t > 0, 0 < x < L,
u(x, 0) = f(x) 0 < x < L,
u(0, t) = u(L, t) = 0 t > 0,

(1)

which solution is
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Table 2. Definition of datasets and testing ways in the different experiments. Linear
and exponential time means, respectively, that the time steps are equally, or exponen-
tially, separated times (see text for details).

Experiment Training dataset Testing

A Family of functions f(x) defined in
Eq. (4) with different random
intervals and linear time

h(x) defined in Eq. (5) and linear
time

B Family of functions f(x) defined in
Eq. (3) with different random a
parameter and linear time

h(x) defined in Eq. (5) and linear
time

C Family of functions f(x) defined in
Eq. (3) with different random a
parameter and exponential time

h(x) defined in Eq. (5) with
exponential time

D Family of functions f(x) defined in
Eq. (3) with different random a
parameter and linear time

h(x) defined in Eq. (5) with
linear time and double interval

assuming a one-dimensional rod of length L = π, 0 ≤ t < 0.05, and defining two
different initial conditions:

f(x) = sin(ax), (3)

f(x) =
�

1 if x ∈ I and,
0 otherwise, (4)

where a is a characteristics parameter, and I is a given known set consisting of
two non-overlapping intervals defined by four limits.

4 Results

In order to train the DNN a dataset is needed. We are going to explore four
different ways of generating it, and one way of testing it, as summarized in
Table 2.

In the first experiment A, the initial data f(x) for Eq. (1) is given by (4)
defined with random intervals I. For the second experiment B, f(x) is given
by (3) with random a. In both experiments the temporal grid is uniform,
i.e. ti = 0.001i with i = 0, . . . , N − 1 where N is the number of temporal nodes.
Experiment C is equal to experiment B but with the node distance following the
expression ti = [−1 + exp(i/N)]/20 for i = 0, . . . , N − 1. Experiment D is the
same as experiment B but with an extended (doubled) time interval.

In all the previous scenarios we use a test function h(x), as initial condition
of (1), which is the non-derivable non-continuous function:

h(x) =

⎧
⎪⎪⎨
⎪⎪⎩

0 if x = 0
0.3 if 0 < x < π/2
0.8 if π/2 ≤ x < π
0 if x = π.

(5)
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Fig. 1. Result of experiment A of Table 2. (Left) Theoretical and approximate solution
obtained by the DNN. (Right) Logarithm of the error of the DNN approximation,
where yellow/blue color means bigger/smaller errors. The maximum error occurs in
the extremes of the rod at t = 0, where the model does not comply with the Dirichlet
boundary condition. Its value is 0.8181 (top left corner). The maximun error for t > 0
is 0.2813 and the mean error is 0.0305.

Note that this function barely complies with the Dirichlet condition, and the
solution is not easily computed as it need to be transformed to a Fourier series.
Although h(x) plays the same role as f(x) in Eq. (1), we use different notation
to easily differentiate the functions used for training and testing.

The hardware used in all the experiments is a very modest:

– i7-4790 8 threads 3.6 Ghz
– 16GB of RAM
– 250 GB SSD

No use of the GPU (graphics processing card) was made, as it is customarily
done, to test if a conventional computer was able to be trained and used to
predict in a model like our. The typical time needed to generate the dataset was
roughly 3 hours, and the training was performed in about 15 min.

In Figs. 1, 2, 3 and 4 we present the results obtained with the DNN specified
in Table 1 for the four different scenarios described in Table 2.

In the first experiment A, we used a Dirac-delta shaped functions in random
intervals. For testing, we used the function defined in Eq. (5). As can be seen in
Fig. 1, the shape of the predicted and exact solutions are very similar, and the
error is very uniform everywhere. The maximum error is 0.8181, which happens
at the extreme of the rod, where the initial function has a very big gap. We
will see that this effect happens in every test we have made. The mean error is
0.0305.

In the second experiment B we used a sin family of functions, while for testing
the function defined in Eq. (5) is used. As it is seen in Fig. 2 errors mostly occurs
at the initial time. We think that this is probably due to the big variation of
sin(ax) when a is big. The maximum error takes a similar value as in experiment
A, being this equal to 0.8134. The mean error is also similar to the previous case,
and equal to 0.0330.
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Fig. 2. Same as Fig. 1 for experiment B of Table 2. The corresponding maximums and
mean error values are 0.8134, 0.3068, and 0.0330, respectively

Fig. 3. Same as Fig. 1 for experiment C of Table 2. The corresponding maximums and
mean error values are 0.8024, 0.2070, and 0.0179, respectively

In order to optimize the results obtained in the initial time portion, we bring
closer the initial time steps and separate them a bit the further ones in experi-
ment C (see results in Fig. 3). First, we see a big improvement in the mean error,
being it reduced to 0.0179. The error at the end of the rod and the initial time
is still the maximum obtained error, equal to 0.8024. We appreciate a smaller
and more uniform error as time advances.

Finally, in the last experiment D, which results are shown in Fig. 4 we tried
a new approach to see how the model works when the total time interval is
extended (to twice the value used before in experiment C). To achieve this task,
we reevaluated the last value obtained by the previous evaluation, obtaining
twice the time. We see that the shape is similar, but the error gets a lot bigger,
rising to 0.0506.

In all the experiments we have monitored the maximum error without con-
sidering the initial error at t = 0. The conclusion is that the error drastically
decreases in all cases, but the maximum still happens as time goes to 0. Another
conclusion that can be drawn from the previous results is that after those ini-
tial experiments, the best possible strategy is to stick to the exponential time
approximation, since it renders the best results.
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Fig. 4. Same as Fig. 1 for experiment D of Table 2. The corresponding maximums and
mean error values are 0.8134, 0.3068, and 0.0506, respectively

Fig. 5. (Left) Theoretical and approximate solution obtained by the DNN with expo-
nential time for the function h̃(x) defined in Eq. (6). (Right) Logarithm of the error of
the DNN approximation, where yellow/blue color means bigger/smaller errors.

Therefore, we next try to evaluate smoother initial functions. Note that the
used training dataset will be the same as before. In this new batch of numerical
experiments, we try a function that is equal to h(x) but not ending so close to
the end of the rod, thus preventing the error at t = 0. For this purpose we use
the following definition:

h̃(x) =

⎧
⎪⎪⎨
⎪⎪⎩

0 if x ≤ 0.2
0.3 if 0.2 < x < π/2
0.8 if π/2 ≤ x < π − 0.2
0 if π − 0.2 ≤ x.

(6)

The corresponding results are shown in Fig. 5, where we present the solution and
the approximation made by our algorithm. Note that in this case the maximum
error reduces to 0.0915, and that the mean error reduces to 0.0132. Also, it can
be seen that the maximum error does not happen at t = 0. This result indicates
that when the function does not fit the Dirichlet condition our method can not
obtain a good approximation.
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Fig. 6. Same as Fig. 5 for the function h(x) defined in Eq. (7).

We next try a new testing function that it is continuous, but non-derivable,
defined in the following way:

h(x) =

⎧
⎪⎨
⎪⎩

2x

π
if x ≤ π

2
,

2 − 2x

π
if x >

π

2
.

(7)

The corresponding results are presented in Fig. 6, where it is seen that the error
is much smaller than in previous experiments; the maximum error is 0.0447, and
the mean error 0.0055. Notice that this is the best case obtained along all our
work, so that one can conclude that the use of continuous testing functions
greatly improve the performance of our method.

As the last testing function, we try a continuous and derivable initial condi-
tion:

h∗(x) = −(x − 0)(x − π). (8)

The corresponding results are presented in Fig. 7, where it is seen that a
maximum error of 0.1177 and a mean error of 0.0156 are obtained. Notice that

Fig. 7. Same as Fig. 5 for the function h∗(x) defined in Eq. (8).
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the maximum value of the solution is much larger than in the previous cases, so
the percentage of error is more or less the same here.

5 Summary and Conclusions

In this work we have developed a simple DNN based on readily available software
which is able to find accurate approximate numerical PDEs on modest laptop
computers. We have use the well know heat equation to check the performance
of the method. This represents a good alternative in terms of computational
effort and cost to more sophisticated methods, such as the increasingly popular
Reservoir Computing [11], whenever an extremely high accuracy is not required.

To optimize our DNN we have tried four different approaches, two fami-
lies of functions and three different time spans, having obtained better results
when compressing the time steps in the initial time and expanding them as time
increases. Other initial functions where tested with this method, as the function
smoothed the results improving them, achieving in this way a mean error of 10−3

in the best case.
The numerical experiments done in this paper show that deep learning may

be used to approximate non-easily computable functions with a decent error
in an everyday computer, even when the initial function does not fully comply
with the boundary conditions. The only small problem of our approach is the
generation of the training dataset, since a large number of solutions need to be
computed. When the problem is theoretically solvable the required datasets can
be easily obtained.

The main objective of our work was to develop a method able to run in
an modest computer, thus making Deep Learning available to any researcher in
computer science. Running it with a bigger dataset or more complex network
structures will need bigger computational means that would improve the perfor-
mance of our approximation. Also a combination of various families of functions
has proven to improve the results, but we wanted to keep the dataset in this first
paper as simple as possible.
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