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Abstract
We propose a tourist attraction IoT-enabled deep learning-based recommendation system to enhance tourist experience in a

smart city. Travelers will enter details about their travels (traveling alone or with a companion, type of companion such as

partner or family with kids, traveling for business or leisure, etc.) as well as user side information (age of the traveler/s,

hobbies, etc.) into the smart city app/website. Our proposed deep learning-based recommendation system will process this

personal set of input features to recommend the tourist activities/attractions that best fit his/her profile. Furthermore, when

the tourists are in the smart city, content-based information (already visited attractions) and context-related information

(location, weather, time of day, etc.) are obtained in real time using IoT devices; this information will allow our proposed

deep learning-based tourist attraction recommendation system to suggest additional activities and/or attractions in real

time. Our proposed multi-label deep learning classifier outperforms other models (decision tree, extra tree, k-nearest

neighbor and random forest) and can successfully recommend tourist attractions for the first case [(a) searching for and

planning activities before traveling] with the loss, accuracy, precision, recall and F1-score of 0.5%, 99.7%, 99.9%, 99.9%

and 99.8%, respectively. It can also successfully recommend tourist attractions for the second case [(b) looking for

activities within the smart city] with the loss, accuracy, precision, recall and F1-score of 3.7%, 99.5%, 99.8%, 99.7% and

99.8%, respectively.
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1 Introduction

The Internet of Things (IoT) is a unique dynamic ‘‘net-

work’’ of smart interconnected objects [1] with self-con-

figuration capabilities, based on standards and

communication protocols, whose objective is to provide

more control and comfort to everybody as well as resource

optimization. The IoT architecture allows interaction and

communication between humans and objects anytime,

anywhere and with anybody or anything. The IoT can

generate an unprecedented amount of events and data (Big

Data), which can be sent to the cloud for further analysis

and discovery of connections and patterns using Artificial

Intelligence (AI) methods. AI is a system based on expe-

rience, where machine-learning algorithms are able to learn

what are the best actions to facilitate daily tasks or improve

productivity without being explicitly programmed.

Smart cities are urban areas that integrate Information

and Communication (ICT) technologies; they can signifi-

cantly benefit from IoT [2] and AI to improve the basic

needs of citizens, businesses and institutions. They use

technological innovation to address urban challenges, such

as waste management, noise control, air quality control,

safety, traffic congestion, citizen participation and tourism

[3]. Smart tourism focuses on the development of innova-

tive tools for the acquisition and adjustment of real-time

tourism information through mobile Internet or Internet

terminal equipment [4]. It relies on four essential infor-

mation and communication technologies: IoT, mobile

communication, cloud computing and artificial intelligence
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[4]. Smart cities transform into smart tourist destinations

[5] when they enhance the tourists’ travel experience,

provide intelligent platforms to gather and distribute

information, facilitate efficient allocation of tourism

resources and integrate tourism suppliers at both macro-

and micro-level. Furthermore, in order to enrich the tour-

ists’ experience, it is recommended that all stakeholders are

also involved in the co-creation process to increase desti-

nation competitiveness.

Nowadays, when a person wants to take a trip to a

specific city, the tourism companies offer package tours

that include transport and accommodation. They can also

provide additional services such as activities or outings

during the holiday. These offers are adjusted to a hetero-

geneous group of people, although each tourist has differ-

ent needs and characteristics. On the other hand, tourists

who travel independently look for activities and attractions

that best align with their interests. Therefore, before the

trip, they need to search the Internet for possible options

and their alternatives (opening hours of museums, ticket

prices, weather forecasts, itineraries and transportation,

etc.). In so doing, they find very extensive, dispersed and

disorganized information. This process represents long

hours in front of a computer and causes an unnecessary loss

of time. This problem can be solved using recommender

systems.

Recommender systems [6] suggest the most appropriate

products or services for a particular user. A user’s prefer-

ence for an item is predicted based on information col-

lected from different sources such as: the user’s inclination

for particular products (songs, movies, etc.), the user’s

social information (ratings, followed, followers, etc.), his/

her demographic features (age, gender, etc.), or the

behavioral data from the Internet of Things (e.g., GPS,

RFID tags, sensors, etc.).

Collaborative filtering [7] is the most commonly

implemented technique in recommender systems. It gen-

erates recommendations by identifying peer users with a

taste/profile similar to the current user’s. Collaborative

filtering (CF) methods are classified as memory-based and

model-based. Memory-based methods [6] usually use

similarity metrics to obtain the distance between two users,

or two items, based on each of their ratios. Model-based

techniques incorporate machine-learning to learn a model

about a user.

On the other hand, content-based recommendation sys-

tems suggest similar items based on a domain-specific

notion of item content and a user profile. These algorithms

try to recommend items similar to those that a user liked in

the past or is examining in the present. In addition, context-

based recommendation systems apply sensing and analysis

of user context (location, user activity, etc.) in order to

provide personalized recommendations [8].

When there is not enough information to make a rec-

ommendation that results in the ‘cold start problem,’ the

‘cold start problem’ refers to the entry of a new user into

the recommender system. No recommendations can be

made to this new user due to the lack of previous data [9].

Artificial neural networks (ANNs) [10] have gained in

popularity as an excellent tool for classification, clustering,

pattern recognition and prediction in many areas. Deep

learning (also known as deep structured learning) is part of

a broader family of machine learning methods based on

artificial neural networks with representation learning,

where feature or representation learning refers to a set of

techniques that allows a system to automatically discover

the representations needed for feature detection or classi-

fication from raw data. Deep-learning architectures such as

deep neural networks have produced results comparable to

and in some cases surpassing human expert performance

[11].

Recently, deep learning-based recommender systems

have also obtained very promising results [12, 13]. Fur-

thermore, although IoT is considered a key concept in

smart tourism, it is very rarely applied in smart tourism

recommendation systems [14]. To fill this gap, we propose

a tourist attraction IoT-enabled deep learning-based rec-

ommendation system to enhance the tourists’ experience in

a smart city. Travelers will enter the particular circum-

stances of a travel, such as traveling alone or with a

companion, type of companion (partner, family with kids),

traveling for professional or vacation purposes, and user

side information (age of the traveler/s, hobbies, etc.) into

the smart city app/website. This information is useful to

improve the accuracy of the tourist attraction recommen-

dations. For example, tourists who travel with children will

avoid visiting many museums, and will consider practicing

outdoor activities, such as going to beaches or parks. Our

proposed deep learning-based recommender system will

process this personal set of input features to recommend

the activities or attractions that best fit the tourist’s profile.

Furthermore, when the tourists are in the smart city, con-

tent-based information (already visited attractions) and

context-related information (tourists’ location, weather,

time of day, etc.) are obtained in real time using IoT

devices. This information will allow our proposed deep

learning-based tourist attraction recommender system to

suggest additional tourism activities and/or attractions in

real time based on the tourist’s own choices, the current

time and how far the new places are.

Therefore, we distinguish between two different cases

(a) searching and planning activities before traveling and

(b) looking for activities within the smart city.

In the first case (a), recommendations will be generated

using model-based collaborative filtering and multi-label

classification. In the second case (b), recommendations will

Neural Computing and Applications

123



be generated using a hybrid-based (model-based collabo-

rative filtering, content and context) approach and IoT

context-related data (e.g., location, weather). The contri-

butions of this paper are summarized as follows:

• We propose a tourist attraction recommender system for

smart cities based on deep learning.

• It alleviates the cold start problem by integrating side

information about users into a deep neural network.

• It collects IoT data about the tourist’s visit in the smart

city to do real-time attraction recommendations.

• It includes the already visited tourist attractions to

improve the accuracy of the recommendations with the

tourist’s own choices.

• We have evaluated several multi-label classification

techniques (decision tree, extra tree, k-nearest neighbor

(kNN) and random forest) for tourist attraction recom-

mender systems to determine the best overall.

• Deep neural network is the top performing multi-label

classification algorithm. Our proposed multi-label deep

learning classifier outperforms the other models and can

successfully recommend tourist attractions for the first

case ((a) searching and planning activities before

traveling) with the loss, accuracy, precision, recall

and F1-score of 0.5%, 99.7%, 99.9%, 99.9% and

99.8%, respectively. It can also successfully recom-

mend tourist attractions for the second case ((b) looking

for activities within the smart city) with the loss,

accuracy, precision, recall and F1-score of 3.7%,

99.5%, 99.8%, 99.7% and 99.8%, respectively.

Our paper provides an approach to address the gaps in

real-time IoT-enabled tourist attraction recommender sys-

tems. We address different aspects in building a more

accurate recommender system using deep learning. Our

tourist attraction recommender system takes into account

the particular circumstances of a travel (traveling alone or

with a companion, type of companion such as partner,

family with kids, etc.) as well as user side information (age

of the traveler/s, hobbies, etc.) to alleviate the cold start

problem and improve the accuracy of the recommenda-

tions. Content-based information (already visited attrac-

tions) and context-related information (tourists’ location,

weather, time of day, etc.) are obtained in real time to

improve its effectiveness. The grid search technique was

used to obtain, after a long training, the optimal values for

the correct performance of the deep learning algorithm. To

the best of our knowledge, this is the first recommender

system that does real-time tourist attraction recommenda-

tions based on IoT context-related data and deep learning.

This paper is structured as follows. Section 2 discusses

the related work. Section 3 introduces the proposed IoT

smart tourism architecture. Section 4 covers the proposed

deep learning algorithm for smart city tourism. The

experiments carried out and results obtained are introduced

in Sect. 5. Finally, the paper is concluded in Sect. 6.

2 Related work

Tourism has become a sector that contributes significantly

to the economy of many cities. Cities have become more

and more competitive and seek to expand their offerings

and provide a better experience in order to attract more

tourists. By becoming a smart city, allows cities to provide

a more immersive, richer, and more personalized user

experience. IoT and ICT are essential building blocks of a

smart city. They can be used by smart cities to create new

and exciting products for tourists [15]. IoT also enables the

development of a monitoring and control system for the

protection and preservation of cultural heritage [16–18]. It

can be used to build an early warning system for disasters

[19]. In [20], a mobile application detects cultural objects

equipped with a Bluetooth low energy (BLE) sensor nodes.

The cultural objects are ranked depending on the user

preferences, and multimedia content related to the objects

is recommended. Similarly, the authors in [21] propose an

indoor location-aware architecture that uses image recog-

nition and a localization technique based on BLE to pro-

vide the users with cultural contents related to the observed

artworks. Both proposals [20, 21] aim to improve the user’s

experience indoors (museum, art gallery, etc.). Further-

more, in [22], the authors propose a Deep learning (DL)

methodology that enables the prediction of visitors’ paths

within a museum with two purposes: (1) to acquire more

information about visitors’ behaviors and (2) to predict the

occupancy of the available rooms within a cultural space.

Due to the large number of attractions and activities that

can be carried out while visiting a city, making a suit-

able itinerary can be a burdensome task for the tourist. This

problem can be solved by recommender systems.

Recommender systems (RS) are models that let users

find content or alternatives that may be of interest to him/

her [23, 24]. RS must be relevant, novel, or diverse to

ensure that users receive precise information according to

their requirements. RS have been deployed in entertain-

ment, e-commerce, services, social media, etc. The authors

in [14] present a systematic review covering all major

aspects of e-tourism management systems applied to smart

tourism during the last few years. They also classify the

techniques used by recommender systems. The most

common are collaborative filtering, content, context and

hybrid-based models.

CF-based models employ user–user or item–item simi-

larity to generate recommendations [25, 26]. This is the

most common method used by classic recommender sys-

tems, but it suffers from the cold start problem.
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A content-based recommender system works with data

that the user provides, either explicitly (rating) or implicitly

(clicking on a link).

The implicit preferences of the user for certain points of

interest (POI) such as restaurants, museums, parks can be

obtained from three main sources:

• Geotagged photos from social media [27–33].

• Location-based social networks [34, 35].

Context-based models add information related to the

user’s context (location, user activity, etc.) for its appli-

cation to provide personalized recommendations [36].

In [27–35], user information is obtained from social

networks, photo-sharing websites and the location of the

users without any personal identifiable information (PII). In

contrast, we include information about the particular cir-

cumstances of a user’s trip to the smart city to improve the

accuracy of our tourist attraction recommender system. In

our research, we rely on a hybrid model-based TRS,

because each technique, when used separately, has its

strengths and weaknesses. Therefore, by combining these

techniques with deep learning techniques, we are able to

complement them to generate a recommendation system

that satisfies a broader range of users’ needs.

In [37], the use of machine learning in recommender

methods can achieve higher predictive accuracy for online

reviews (TripAdvisor). In addition, due to the significant

achievements of deep learning in many fields such as

Natural Language Processing (NLP) and image processing,

deep learning methods have been used for recommender

systems [38, 39]. Cultural heritage recommendation sys-

tems [40–43] evaluate and classify the visitors’ behavior

during a cultural event, provide information that matches

the preferences of visitors, recommend artwork that could

be of interest to the user, or even suggest routes. Our study

goes beyond these cases and is not limited to recommen-

dations in the same environment/event.

In [44], the authors present an architecture and a con-

ceptual framework for a hybrid tourism recommender

system based on big data and artificial intelligence. In [45],

the authors propose a hybrid recommendation system to

combine the predictions from the content-based filtering

(CB), collaborative filtering (CF) and demographic filtering

(DF) approaches using the neural network model; they

compare their results with each of the traditional approa-

ches individually, providing a better focus for recom-

mending tourist sites in Taiwan. They use a neural network

to recommend tourist attractions based on the user’s pro-

file. In this paper, we also use this approach when the

tourist is searching for, and planning activities before

traveling to the smart city. However, we also provide real-

time tourist attraction recommendations using IoT context-

related information (location and weather forecast) once

the tourist is looking for activities within the smart city.

Additionally, we present in detail the deep learning tech-

niques used for tourist attraction recommendations.

3 IoT smart tourism architecture
and methodology

When the tourists are in the target smart city, content-based

information (already visited attractions) and context-re-

lated information (tourists’ location, weather, time of day,

etc.) are obtained in real time using the IoT. This infor-

mation allows our proposed deep learning-based tourist

attraction recommender system to suggest additional tour-

ism activities and/or attractions in real time based on the

tourist’s own choices, the current time and distance from

the new places.

3.1 IoT smart tourism architecture

Our flexible IoT smart tourism architecture is shown in

Fig. 1. A three-layer proposal is presented as detailed

below:

Device layer: this layer is responsible for identifying

objects and for receiving information through sensors

and monitoring the environment.

Fog layer: this layer allows the transmission and

processing of sensor data in a distributed manner for

those services that are sensitive to latency.

Cloud layer: this layer provides intelligent services that

generate a global repository of relevant information and

provides recognition and learning patterns, which are fed

from the other layers.

Next, we will go through the details of each layer.

3.1.1 Device layer

As shown in Fig. 1, this layer is composed of physical

devices such as sensors and actuators whose main function

is to collect and process information. This broad set of

intelligent IoT devices allows the system to monitor the

user’s movement within a smart city any time, from any

computer or mobile device. The collected information is

securely stored in the cloud, analyzed, and processed by

our machine-learning algorithm to provide user specific

recommendations.

The suggested IoT smart tourist devices are the Global

Positioning System (GPS), temperature sensors, RFID,

sensors and video cameras. When tourists go sightseeing in

the smart city, the attractions that they visit are registered

using GPS. This way, we determine which recommenda-

tions the users acted upon and recommend new similar
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attractions still based on their own preferences, their cur-

rent location and the current time of day.

One of the main elements to consider before a trip or

sightseeing tour is the weather; by means of temperature

sensors, the weather conditions are predicted to define

possible routes and activities that can be carried out out-

doors (e.g., parks) or indoors (e.g., museum visits)

depending on the weather.

Tourists’ behaviors can be captured more precisely by

RFID, video cameras and other sensors located in strategic

places, such as stores, museums, churches or entertainment

places; this constant monitoring allows to update the

tourists’ profile and to improve future recommendations

[46].

Furthermore, photographs uploaded on the web by

tourists are a very powerful tool to obtain additional

information about the user (granted that access is allowed

by the user). They are processed through image recognition

to obtain behavioral patterns and make even more appro-

priate recommendations.

3.1.2 Fog layer

The fog layer is shown in Fig. 1 as the middle level in the

current architecture; it offers real-time analysis and pre-

processing services; afterward, the main information is

transferred upwards to the servers in the cloud for storage

and further treatment.

The sensors capture information from the device layer to

send to the network, which can be congested with the huge

amount of data. The fog layer should be understood as a

part of the distributed architecture that expands between

Fig. 1 Schematic representation

of the IoT-based smart tourism

architecture
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the cloud and the edge networks. This improves efficiency

and reduces the volume of data transferred, because critical

tasks (such as computing, communication, storage and

decision-making) are distributed and closer to where the

data are generated [47]. Therefore, the workload of the

cloud and user devices is reduced. This is particularly

important for time-sensitive IoT applications that require

very low latency.

3.1.3 Cloud layer

This layer is responsible for the delivery of user-specific

application services. It allows processes to be transferred to

central servers distributed throughout the world, connected

to the Internet through a high data throughput connection.

It also supervises the applications of Internet of Things,

implementing decision-making processes based on Big

Data analysis [48].

This layer receives all the data (which do not require

immediate processing) generated by the different layers. It

then carries out the functions of processing, analysis and

storage, becoming a global repository of relevant infor-

mation to be used for automation or decision making at a

later time.

3.2 Proposed methodology

At this level, our machine-learning algorithm operates to

recommend tourists in smart cities the best attractions/

sights to visit according to their information profile and

their IoT data. These suggestions are adjusted to each user

with the aim of obtaining a better experience when visiting

a certain smart city. Since the raw data generated from

sensors, GPS, etc., can be voluminous, rather than for-

warding it to the cloud for processing, the idea is to do as

much processing as possible in the fog layer using com-

puting units. That way, processed rather than raw data is

forwarded to the cloud (or the devices in the device layer if

necessary). A tourist database located in the cloud stores

the dataset related to the tourist profile. A monitoring

database located in the cloud stores the real-time location

of tourists in the smart city and the places that they have

already visited. The mobile device of the tourist monitors

in real-time the tourist’s location with the GPS and for-

wards this data to the monitoring database. Another data-

base located in the cloud stores weather data. The weather

sensors located in the device layer sense and forward the

temperature to this database. The weather forecasts are also

stored.

An app related to our proposed tourist attraction rec-

ommender system is installed on the mobile devices of the

tourists. The proposed DNN with multi-class classification

algorithm in the cloud will access the data of the different

databases and use it as input data to return the most

appropriate tourist attractions according to the user’s pro-

file. Figure 1 illustrates the different data flows. It can be

observed that the raw data are transferred to the fog or to

the cloud. The machine learning algorithm in the cloud

returns an appropriate attraction recommendation to the

device (mobile app) of the tourist based on predictions. In

the following section, we will explain in detail our deep

neural network algorithm tailored to our proposed

approach.

4 The proposed deep learning algorithm
for smart city tourism

We have developed a tourist attraction recommendation

system based on deep learning. We distinguish between

two cases; the first one is when the tourist plans his/her trip

and the second one, when the tourist is already in the smart

city and is looking for new alternatives during his/her visit.

Figure 2 shows the block diagram of our proposal. A

traveler will enter the particular circumstances of his/her

trip (traveling alone or with a companion, type of com-

panion such as partner, family with kids.) as well as user

side information (age of the traveler/s, hobbies, etc.) into

the smart city app/website. Our proposed deep learning

algorithm will process this personal set of input features to

predict and recommend the tourist activities or attractions

that best fit his/her profile. For this purpose, the system

must be trained with previously collected data, which

consists of information about the most relevant tourist

attractions in the city and the information provided by

tourists who have previously visited the city. The infor-

mation provided by tourists will be collected through sur-

veys, which will contain information about the attributes of

the tourists (tourists’ profile) (dataset). Furthermore, for the

second case, the system will pick up information (location,

weather forecast and already visited places) from the

database collected by the IoT devices in real time. These

attributes will be the input data that will be normalized and

processed by our deep learning algorithm. Nowadays, there

are different deep learning techniques that have been cre-

ated to facilitate the learning process in specific tasks.

These techniques include:

• The Multilayer Perceptron (MLP) consists of a neural

network with multiple hidden layers (deep neural net-

work). The network is trained allowing the perceptron

to adjust its parameters so the algorithm learns in order

to achieve high accuracy for the task to be accom-

plished. This network is known for its wide range of

application in different areas of knowledge and is also

considered one of the most versatile architectures

thanks to its applicability.
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• An autoencoder (AE) is an unsupervised neural network

model trained to attempt to copy its input to its output.

Traditionally, autoencoders were used for dimension-

ality reduction or feature learning [49].

• The Convolutional Neural Networks (CNN) is a

specialized kind of neural network for processing data

that has a known, grid-like topology. Because of the

fact that its application is performed on two-dimen-

sional arrays, this variation of a multilayer perceptron,

is very effective for computer vision tasks, such as

image classification and segmentation, and other appli-

cations [50].

• The Recurrent Neural Network (RNN) is a neuronal

network specialized in the processing of data

sequences. It incorporates Long Short-Term Memory

(LSTM) or Gated Recurrent Units (GRU) type layers

that allow backpropagation through time; by connecting

events that appear far apart in the input data since if the

sequence is too long, the vanishing gradient problem

may appear [51].

• The Restricted Boltzmann Machine (RBM) is two-layer

surface neural networks that are the building blocks of

deep-belief networks. The first layer of the RBM is

called the visible or input layer, and the second is the

hidden layer. The restriction in a constrained Boltz-

mann machine is that there is no communication

between layers. Each node is a computational place

that processes the input and starts making stochastic

decisions about whether to transmit that input or not

[52].

• The Adversarial Network (AN) is a type of convolu-

tional neural network that generates images or songs,

that are as realistic as possible, from a generator and a

discriminator [53].

• Deep reinforcement learning (DRL) combines rein-

forcement learning (RL) and deep learning (DL). RL

addresses the problem of automatically learning opti-

mal decisions over time, i.e., the problem of a

computational agent learning to make decisions by trial

and error. It consists of the following components:

agents, environments, states, actions, and rewards. Deep

reinforcement learning has been deployed in a diverse

set of applications, including (but not limited to)

robotics, video games, natural language processing,

computer vision, education, transportation, finance and

healthcare [54].

The use of different techniques for the same application

provides better results in some cases than others. There-

fore, the MLP technique is used in this research to achieve

the proposed objective, which is to develop a tourist

attraction recommender system. After having reviewed the

different deep learning techniques and taking into account

that we are doing supervised learning, we have decided to

use the multilayer perceptron (MLP) technique which

consists of a neural network with multiple hidden layers

(deep neural network). The network is trained by the per-

ceptron adjusting its parameters. This way, the algorithm

learns with the aim of achieving a high accuracy for the

task to be accomplished. The output provides

Fig. 2 Block diagram and workflow of the proposed method
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recommendations for tourist attractions according to the

user’s profile.

4.1 Proposed DNN

The proposed deep neural network consists of a number of

hidden layers with a required number of neurons. A vec-

torized representation of neurons in a hidden layer is given

by

a l½ � ¼ f W l½ �Ta l�1½ � þ b l½ �
� �

: ð1Þ

where a l½ �. is a vector and each element represents a nron in

layer l, W l½ � is the weight matrix in layer l. such that

W l½ � 2 Ri�j, where i is the number of nodes in the hidden

layer l. and j is the number of nodes in the previous layer

(including the bias term b l½ �). Each neuron in the network is

a nonlinear combination of inputs a l�1½ �.ted by the param-

eters wi. f is the activation function. The proposed model

implements two activation functions for the hidden layers

and the output layer.

Tectified linear unit (ReLU) has been used as activation

function for the hidden layers:

f xð Þ ¼ max 0; xð Þ ð2Þ

The sigmoid function has been used as activation

function for the output layer:

f xð Þ ¼ 1

1 þ exp�x

� �
ð3Þ

For predicting the different tourist sites, we consider

four possible events, according to the number of days of the

stay. Thus, when the tourist spends more days in the city,

we can recommend a greater number of tourist attractions

(see Table 2 in Sect. 5.3). For example, for tourists that

stay one to three nights in the smart city, the system will

recommend 8 out of 40 possible tourist attractions.

The output layer is composed of 40 neurons, one for

each of the tourist sites that the system can recommend; the

neurons are activated according to the number of recom-

mendations made to each user depending on his/her profile

(see Fig. 3). The output of the last feed-forward layer is

passed through a sigmoid activation function to scale each

of its element values in the range [0,1]. The model is

trained using binary cross-entropy as the loss function,

which is defined as

L ¼ � 1

T

XT
i¼1

XU
j¼1

ðyij � log r zij
� �� �

þ 1 � yij
� �

log 1 � r zij
� �� �

ð4Þ

where r denotes the sigmoid function, zij is the jth element

in zi, and yij is the ground truth value foR jth tourist (label)

and ith tourist attraction. U is the number of tourists and T

is the number of tourist attractions.

Gradient descent finds the minimum of an objective

function by taking steps proportional to the negative of the

gradient at the current point. A learning model estimates

the weights by computing partial derivatives of the weight

vector at each point and stopping when the minimum of the

error function is reached.

wkþ1 ¼ wk � a
oJ w; bð Þ

ow
ð5Þ

bkþ1 ¼ bk � a
oJ w; bð Þ

ob
ð6Þ

where a is the learning rate, Jðw; bÞ is the cost function.

In order to compute the derivatives for a neural network,

we apply the backpropagation technique to minimize the

cost function using gradient descent. From (1), let z½l�

represent the linear combination of weights and inputs in

layer l, such that z½l� 2 Ri where i is the number of nodes in

layer l.

z l½ � ¼ W l½ �Ta l�1½ � þ b l½ � ð7Þ

In addition, to fine-tune our system, each layer will be

followed by Batch Normalization and Dropout. The

selection of each parameter that composes this deep neural

network will be explained later after the implementation of

the grid search method, which is detailed in the next

section.

5 Experiments and results

Next, we report the results of the experimental evaluation

of the proposed tourist attraction recommendation system.

5.1 Smart city selection

We have selected Barcelona (Spain) as reference for the

implementation of our research, since it is considered

within the world ranking among the 20 most visited cities

by foreign tourists (see Fig. 4) [55] and among the 10 most

visited cities in Europe (see Fig. 5) [56].

Moreover, Barcelona is considered worldwide as a ref-

erence of smart city in mobility, transport, urban planning,

governance, technology, etc. [3, 57]. Due to the great

number of tourists that visit this city every year, we can

count on a great variety of tourist profiles [58].

According to the data published [58], the profiles of

tourists arriving to this tourist destination from 2014 to

2018 have the following characteristics: 40.44% of tourists

are women and 59.56% are men, 65.98% travel for vaca-

tions and 49.54% visit this city for the first time. The
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average age of visitors is 37 years, and 95% use various

mobile applications to search for information on the

Internet. In addition, the average stay is one week.

The city of Barcelona has many and varied tourist

attractions to meet the requirements and preferences of the

visitors. Many of these visitors come to the city with the

purpose of changing their daily routines, alone, in groups

of friends or with the family.

Furthermore, the city of Barcelona keeps accurate

records of the most visited places by tourists in recent years

(see Table 1) [59].

5.2 Input data

Next, we explain in detail our dataset as well as the IoT

devices database.

5.2.1 User profile

Our dataset is a collection of data acquired through surveys

designed to profile each tourist, in order to generate pre-

dictions and recommendations. These recommendations

are based on the preferences of other tourists with similar

profiles.

The survey was carried out in the municipality of Bar-

celona during summer 2019. 1000 surveys were conducted,

which represents 1000 different profiles of tourists or

groups of tourists. The interviews were done on paper or

through digital media. The surveys were conducted close to

tourist attractions or in their vicinity (museums, monu-

ments, etc.), city access points (airport, train station, bus

station and cruise terminal) and hotels. For each of these

places, the interviewees were chosen randomly throughout

the day during working days, weekends and holidays.

For the preparation of the survey, certain characteristics

of the tourist’s profile were considered; these attributes (Xi)

were associated with the data samples and are grouped into

the following categories:

(1) Members Attribute: One attribute with five categor-

ical data that contain the characteristics of the

traveler, whether he/she travels alone, as a couple,

in family with or without children or with a group of

friends.

(2) Reason for the Trip Attribute: One attribute with four

categorical data denotes the characteristics that

motivate the trip, which range from vacation to

professional.

(3) Age Attributes: Six attributes which group the ages

of the members of the travel group.

(4) Activities Attributes: Nine attributes with the differ-

ent activities that can be carried out by the travel

group during the stay. This makes it possible to

identify the different activities associated with the

respective ages of the travel group members.

(5) Sports Activities Attribute: One attribute with three

categorical data that identify the types of sports

activities, ranging from the most traditional to those

of an extreme nature.

(6) Number of Days of Stay Attribute: One attribute with

five categorical data that indicate the number of days

available for visiting the city.

Fig. 3 DNN structure created for the proposed recommender system with multi-label output
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(7) Time of the Year / Dates of Stay Attribute: The

dataset also has one attribute with four categorical

data that indicate the season of the year or month

during the trip.

5.2.2 Database from IoT devices

Once the tourist is already in the city of Barcelona, the

system uses GPS to detect his/her location and distances

from other landmarks (thirteen attributes), as well as sen-

sors to detect the temperature (an attribute with six cate-

gorical data), weather forecast (one attribute with three

categorical data) and hour (one attribute with twelve cat-

egorical data) to recommend places according to his/her

location. Furthermore, the already visited tourist attractions

will be detected by GPS. A database of these places will be

maintained. After finishing the visit to a tourist attraction,

the tourists will rate the attraction based on his/her

individual taste. These data are fed back into the system for

future recommendations based on the tourist’s own

preferences.

5.3 Output data

We have grouped stays in four categories depending on the

number of days of the stay. Thus, when the tourist spends

more days in the city, we can recommend a greater number

of tourist attractions to visit as shown in Table 2.

Our proposed DNN is trained for the tourist attraction

classification task. Classification is the goal to learn a

mapping from inputs x to outputs y, where y 2 f1; . . .;Cg,

with C being the number of classes. If C[2 and the class

labels are not mutually exclusive (e.g., somebody is clas-

sified as tall and strong), it is called multi-label classifi-

cation [60]. The output of the proposed DNN generates a

multi-label classification with the number of sites predicted

according to the number of days of the stay. Forty tourist
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sites can be recommended according to the profile of each

tourist.

5.4 Experimental settings

For training, from the surveys, we get the user’s profile

information with his/her likes and preferences. We also use

the information from the database of IoT devices, thus

generating an attribute matrix of 1000 9 20 (1000 sam-

ples, 20 attributes) (Xi) for the first case and 1000 9 36

(1000 samples, 36 attributes) for the second case, also from

the survey we get the information of the places he/she has

visited and that have been most liked; considering the days

of his/her visit getting a 1000 9 40 label matrix (Yi) with
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popular European city

destinations in 2016 (in

millions)

Table 1 Number of visitors of the tourist attractions in Barcelona for the period 2014–2018

2014 2015 2016 2017 2018

Expiratory temple of the Sagrada Familia 3.260.880 3.722.540 4.561.848 4.527.427 4.661.770

Park Güell 2.598.732 2.761.436 2.958.901 3.120.733 3.136.973

FC Barcelona Museum President Núñez 1.530.484 1.785.903 1.947.014 1.848.198 1.730.335

The Barcelona Aquarium 1.590.420 1.549.480 1.587.828 1.626.193 1.631.108

Poble Espanyol de Montjuı̈c 1.236.664 1.221.647 1.299.376 1.299.386 –

The Born Cultural Center 1.894.400 1.486.228 1.306.230 1.190.762 1.080.079

Casa Batlló 930.000 992.126 – 1.136.000 1.062.863

CosmoCaixa Barcelona 739.649 733.778 757.245 884.636 1.045.961

Picasso Museum 919.814 1.008.125 954.895 1.046.190 978.483

Palau Robert 810.000 715.000 827.957 865.776 976.276

Catalonia Foundation. Stone mine 932.356 990.112 1.207.087 972.508 934.524

National Art Museum of Catalonia (MNAC) 718.230 717.211 820.516 866.271 891.346

CaixaFòrum Barcelona 775.068 775.020 753.944 748.140 863.605

Montjuı̈c Castle 577.639 670.526 734.460 761.729 831.210

Barcelona History Museum 973.034 916.517 926.571 926.184 816.989

Barcelona Zoo 1.057.188 1.004.069 965.292 834.885 785.992
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eight, twelve, sixteen or twenty-four sites. The experiments

were performed with 1000 samples, which were divided

into two parts keeping ratio 7:2:1, for training, validation,

and testing, respectively. The experiments were carried out

on Dell computer 2.5 GHz Intel (R) Core(TM) processor

with 16 GB RAM. The algorithms were implemented in

several Jupyter Notebooks in version 6.0.3 installed with

anaconda programs suite, developed by Python. We have

implemented the algorithms using Python Keras library,

and accuracy, loss, F1-score, recall and precision have been

selected during the training process as metrics to evaluate

the performance of the algorithms.

5.5 Neural network modeling and optimization

Machine Learning models have several parameters to

adjust their behavior in order to reduce overfitting. The

most common alternative is to use dropout, which has a

parameter that must be tuned for optimal performance [61].

An alternative to reduce overfitting is to optimize the set of

parameters through a process known as grid search and try

to find the most appropriate combination that provides

greater precision. The approach used by grid search is an

exhaustive search by the brute force paradigm in which a

list of values for different parameters is specified, and the

computer evaluates the model’s performance for each

combination of these parameters to obtain the optimal set

that gives us the highest performance [62]. The result is the

values of the adjusted parameters such as the number of

hidden layers, the number of neurons in each layer, the

number of epochs, the size of the batch of the neural net-

work, as well as the hyperparameters such as the dropout

value. In this paper, the grid search technique was used;

after a long training, it allows to obtain the optimal values

for the correct performance of the algorithm.

5.5.1 Network dimensions and tuning

Two very important parameters for deploying a DNN are

the depth and width of the network, i.e., the number of

hidden layers and the number of neurons per hidden layer.

On the one hand, the design of a shallow neural network

can lead to the fact that in training it does not collect the

correct information for an appropriate prediction. On the

other hand, a very deep neural network may fall into

overfitting in training, so the system learns the training data

memorized, becoming improper to make future predic-

tions. Accordingly, different topologies of neural networks

are tested with network depth varying from 1 to 10 hidden

layers and from 200 to 800 neurons for each layer.

(1) Network depth: Improvement in network perfor-

mance is based on the depth of the network. In Fig. 6.a,

box and whisker plots are shown; the performance of the

DNN improves with a higher number of hidden layers. In

Fig. 6a, the average accuracy shows that the system obtains

better performance when it reaches four hidden layers with

an accuracy of 99.65%. Although in each case, the system

achieves a considerable value in most of the samples, we

can notice the system with four hidden layers achieves a

better stability on training and it deteriorates when the

number of hidden layers continues increasing, meaning that

the training may become inadequate.

(2) Network width: This parameter measures the impact

of the number of neurons per hidden layer on the perfor-

mance of the overall system. Figure 6.b shows the results

with 4 hidden layers when the number of neurons varies

between 200 and 800 neurons. We conclude that the per-

formance of the neural network improves with a higher

number of neurons per layer. The average accuracy shows

that the system obtains a better performance when it

reaches 750 neurons, achieving 1% higher performance

than the case with 400 neurons.

(3) Network tuning: To avoid overfitting, we have con-

sidered the dropout technique. Figure 6.c shows the most

suitable value for an optimal performance of the neural

network. The average accuracy shows that the system

performs best when it reaches a value of 0.4 in a range of

0.1 and 0.9, reaching an optimal value of 99.8%. Note that

the system achieves a remarkably high accuracy.

We have evaluated the SGD, RMSprop, Adam, Adamax

and Nadam optimizers using the grid search technique.

Grid search is a tuning technique that computes the optimal

values for the hyperparameters. Figure 6d shows the box

and whisker plot of the accuracies of each optimizer. The

SGD optimizer achieves an accuracy of 99.55%, the Adam

99.62%, RMSprop 99.61%, Adamax 53.70% and Nadam

52.23%. In all cases, the learning rate is 0.001. The

Adaptative Moment Estimation (Adam) optimizer has been

selected to train the deep neural network because it obtains

the best results. It minimizes the loss function and speeds

up the training process.

Table 2 Recommended tourist attractions based on the total visit

duration

Number of days to stay Number of tourist attractions

1–3 days Eight sites

1 week Twelve sites

2 weeks Sixteen sites

More than 3 weeks Twenty-four sites
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5.6 Training model

The deep neural network consists of 4 hidden layers, each

with 750 neurons according to the above paragraph find-

ings. The deep learning algorithm implementation was

performed using keras library with the results provided by

grid search technique implementation. Table 3 summarizes

the parameter values that should be adjusted for the optimal

performance of the proposed algorithm. The Adaptive

Moment Estimation (Adam) optimizer has been selected to

minimize the loss function and speed up the training

process.

Adam optimizer is one of the most popular gradient

descent optimization algorithms because it is computa-

tionally efficient and has very little memory requirements.

This method calculates the individual adaptive learning

rate for each parameter from estimates of first and second

moments of the gradients.

bFig. 6 DNN’s performance. a The box-and-whisker plot of accuracy

versus number of hidden layers. b The box-and-whisker plot of

accuracy versus number of neurons per hidden layer. c The box-and-

whisker plot of accuracy versus dropout values. d The box-and-

whisker plot of accuracy versus most popular optimizers

Table 3 Best hyperparameter values found after the grid search

process

Number

of Hidden

Layers

Number of

Neurons/

Hidden layer

Dropout Learning

rate

Optimizer

DNN 4 750 0.4 0.001 Adam

Fig. 7 DNN model training and validation accuracies versus training

epochs (first case)
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Adam algorithm first updates the exponential moving

averages of the gradient (mt) and the squared gradient (vt)

which is the estimates of the first and second moment. The

hyperparameters b1, b2 [ [0, 1) control the exponential

decay rates of these moving averages as shown in the

following equations:

mt ¼ b1mt�1 þ 1 � b1ð Þgt ð8Þ

vt ¼ b2vt�1 þ 1 � b2ð Þg2
t ð9Þ

where g is the current gradient value of the error function

for the neural network training.

Moving averages are initialized as 0. The moment

estimates are biased around 0 especially during the initial

timesteps. This initialization bias can easily be counter-

acted resulting in bias-corrected estimate.

m̂t ¼
mt

1 � bt1
ð10Þ

v̂t ¼
vt

1 � bt2
ð11Þ

Finally, we update the parameter as shown below

ht ¼ ht�1 �
am̂tffiffiffiffî
vt

p
þ e

ð12Þ

We have used in our experiments for the Adam opti-

mizer a learning rate a ¼ 10�3 and two decay parameters

b1 = 0.9 and b2 = 0.999 [63].

5.7 Experimental results

The recommendation of different tourist attractions is a

very complex task because it must link the input attributes

with the possible recommendations generated by the DNN

algorithm. The two already mentioned stages or cases

related to the smart city trip were tested, that is,

(a) searching and planning activities before traveling and

(b) looking for activities within the smart city Barcelona.

To evaluate the effectiveness of this approach, the main

indicators in the field of multi-label classification [64] were

applied. Let D be a multi-label evaluation data set, con-

sisting of Dj j multi-label examples Xi; Yið Þ; i ¼ 1:: Dj j. Let

H be a multi-label classifier and Zi ¼ H Xið Þ be the set of

labels predicted by H for example xi.

Accuracy H;Dð Þ ¼ 1

Dj j
XDj j

i¼1

YXi \ ZXij j
YXi [ ZXij j ð13Þ

Precision H;Dð Þ ¼ 1

Dj j
XDj j

i¼1

YXi \ ZXij j
ZXij j ð14Þ

Recall H;Dð Þ ¼ 1

Dj j
XDj j

i¼1

YXi \ ZXij j
YXij j ð15Þ

F1 � score H;Dð Þ

¼ 2

P
i YXi \ ZXij j

2 �
P

i YXi \ ZXij j þ
P

i YXi � ZXij j þ
P

i ZXi � YXij j
ð16Þ

5.7.1 First case

The first case refers to searching and planning before

travelling. The tourist attraction recommender system

suggests activities in a generic mode according to the data

previously entered by the user based on his/her profile and

particular circumstances of the trip, without taking into

account distances, weather or rain predictions.

For this first case, several tests have been performed to

measure the accuracy of our model. Figures 7 and 8 show

the results for accuracy and loss, respectively, for training

and testing data; our deep neural network on the training

data reaches an accuracy, precision, recall and F1-score of
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99.6%, 99.9%, 99.9% and 99.8%, respectively, with the

loss of 0.4%. For the testing data, it reaches an accuracy,

precision, recall and F1-score of 99.7%, 99.9%, 99.9% and

99.8%, respectively, with the loss of 0.5%. Table 4 shows

the accuracy, recall and precision values during training

and testing. We conclude that these results confirm the

effectiveness of our proposed tourism recommendation

system for this first case.

5.7.2 Second case

In addition to the information previously entered by the

user (user profile and particular circumstances of the trip),

in this case, the tourism recommender system also uses

information collected from various IoT devices: corre-

sponding location, temperature and weather forecasts. With

all this information, the system recommends the tourist

attractions that best suit the requirements of the user based

on the weather forecast and the nearest locations.

For this second case, several tests were performed to

measure the accuracy of our model. Figures 9 and 10 show

the results for accuracy and loss, respectively, for training

and testing data; after the tests were performed, our deep

neural network on the training data reaches an accuracy,

precision, recall and F1-score of 99.7%, 99.7%, 99.8% and

99.8%, respectively, with the loss of 0.1%. For the testing

data reaches an accuracy, precision, recall and F1-score of

99.5%, 99.8%, 99.7% and 99.8%, respectively, with the

loss of 3.7%. From Table 5, we conclude that these results

confirm the effectiveness of our proposed tourism recom-

mender system for our second case.

5.8 Comparison to other models

Python libraries such as scikit-learn enable the deployment

of many traditional models such as Support Vector

Machines (SVM), k-nearest neighbors algorithm, random

Fig. 8 DNN model training and validation losses versus training

epochs (first case)

Table 4 Testing versus training accuracies, losses, F1 scores, recalls

and precisions for our DNN first case

Data Accuracy Loss F1 score Recall Precision

Training 0.996 0.004 0.998 0.999 0.999

Testing 0.997 0.005 0.998 0.999 0.999

Fig. 9 DNN model training and validation accuracies versus training

epochs (second case)

Fig. 10 DNN model training and validation losses versus training

epochs (second case)

Table 5 Testing versus training accuracies, losses, F1 scores, recalls

and precisions for our DNN second case

Data Accuracy Loss F1-score Recall Precision

Training 0.997 0.001 0.998 0.998 0.997

Testing 0.995 0.037 0.998 0.997 0.998
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forest classifier and so on. Figures 11 and 12 show the

classification algorithms and models available for imple-

mentation in different use cases [65].

For our analysis, we compared our proposal with the

models provided by the scikit-learn library that support

multi-label classification. These classifiers are decision

tree, extra tree, k-nearest neighbor (kNN) and random

forest. We have compared our proposal with all of these

classifiers. Tests were also performed for the two proposed

cases.

We also employ cross-validation as a statistical method

for evaluation and comparison of learning algorithms.

Table 6 shows the results achieved by our deep neural

Fig. 11 Classification scheme of

multiclass and multioutput

modules supported by scikit-

learn

Fig. 12 Overview of scikit-learn estimators that integrate multi-learning, organized by strategy
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network model and the traditional models implemented for

the first case.

The analysis shows that our proposed DNN model

achieves the highest accuracy, precision, recall and F1-

score of 99.7%, 99.9%, 99.9% and 99.8%, respectively,

compared to traditional machine learning models. We can

also observe that from the traditional models, k-nearest

neighbor achieves the highest accuracy, precision, recall

and F1-score of 90.5%, 89%, 89% and 92%, respectively,

followed by decision tree with accuracy, precision, recall

and F1-score of 89.2%, 98%, 90% and 92%, respectively.

Table 7 shows a summary of the scores achieved by our

deep neural network model and each of the traditional

models implemented for the second case.

The analysis shows that our proposed DNN model in

this second case achieves the highest accuracy, precision,

recall and F1-score of 99.5%, 99.8%, 99.7% and 99,8%,

respectively, compared to traditional machine learning

models. We can also observe that from the traditional

models, decision tree achieves the highest accuracy, pre-

cision, recall and F1-score of 90.9%, 87%, 88% and 91%,

respectively, followed by extra tree with accuracy, preci-

sion, recall and F1-score of 88.6%, 85%, 87% and 89%,

respectively.

In both cases, our algorithm has a better performance, so

with these values, we can appreciate that our algorithm is

able to perform future predictions adequately.

5.8.1 Discussion

The proposal has been carried out in the Barcelona city,

taking into account the most emblematic places of the city.

All the information collected for the realization of this

proposal is based on real data (location, temperature,

weather forecasts and profile of each user). The imple-

mentation of our model using the Keras library allows

incorporating and adjusting more parameters (batch nor-

malization, dropout, etc.). We have obtained better results

in comparison with other traditional models provided by

the scikit-learn library. In addition, due to the implemen-

tation of the grid search technique, we can get the most

suitable configuration of these parameters for the optimal

performance of the system. The results show that our

algorithm is able to make future predictions to obtain

optimal recommendations according to the information

provided by the tourist profile as well as the information

provided by the IoT devices.

6 Conclusions

In this paper, a tourist attraction recommendation system

based on IoT, and deep learning is proposed.

This proposal investigates the impact of a deep neural

network (DNN) topology for tourist attraction recommen-

dations with multi-label classification under two use cases

(a) searching and planning activities before traveling and

(b) looking for activities within the smart city. The results

show that the deeper the neural network, the better the

performance of the algorithm is. Grid search technique has

led to the selection of four hidden layers with seven hun-

dred and fifty neurons in each layer as the DNN topology

of choice with a dropout value of 0.4 to avoid overfitting

during training.

In addition, a comparison of our DNN classifier is made

with traditional models; obtaining the best results in two

significant cases. The results are the highest for the first

case with an accuracy, precision, recall and F1-score of

99.7%, 99.9%, 99.9% and 99.8%, respectively. For the

second case, our DNN classifier achieves the highest

accuracy, precision, recall and F1-score of 99.5%, 99.8%,

99.7% and 99.8%, respectively.
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Table 6 Comparison of accuracy, F1-score, recall and precision for

our proposed DNN and other traditional machine learning algorithms

(first case)

Accuracy F1-score Recall Precision

Our Neural Network 0.997 0.998 0.999 0.999
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Extra tree 0.891 0.91 0.91 0.90

K-nearest neighbor 0.905 0.92 0.89 0.89

Random forest 0.384 0.52 0.40 0.62

Table 7 Comparison of accuracy, F1-score, recall and precision for

our proposed DNN and other traditional machine learning algorithms
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Accuracy F1-score Recall Precision

Our Neural Network 0.995 0.998 0.997 0.998

Decision tree 0.909 0.91 0.88 0.87
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