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Abstract— This paper addresses the problem of replay attack
detection in autonomous vehicles. Due to the strong presence of
nonlinearities, traditional approaches based on linear approx-
imations of the dynamics would not work effectively. For this
reason, the proposed approach is based on a bank of quadratic
parameter varying (QPV) observers, designed in such a way
that each observer is insensitive to a replay attack that affects
one specific sensor channel. This feature allows the development
of a decision algorithm, whose effectiveness is validated by
means of simulation results.

I. INTRODUCTION

The profound integration between computation, network-
ing and physical processes has led to the development of a
new generation of systems, that are commonly referred to as
cyber-physical systems (CPSs) [14]. CPSs have revolution-
ized many fields, such as energy systems [11] and aviation
[3], since the aforementioned integration has increased the
overall efficiency. However, at the same time, CPSs are af-
fected by cyber attacks, i.e., actions that exploit the system’s
vulnerabilities to cause some kind of damage [21].

The security of CPSs has been studied by several re-
searchers during the last few years, among which [24], who
proposed to classify attacks by placing them on a three
dimensions space, characterizing the prior knowledge of the
attacker about the system, the degree of disruption and the
degree of disclosure, respectively. Replay attacks are among
the most dangerous cyber attacks, due to the fact that state-
of-the-art fault detection methods fail in diagnosing them
correctly. When a replay attack is carried out, at first the at-
tacker records a set of sensor measurements. Then, in another
phase of the attack, the real measurements are replaced with
the previously recorded ones. As a consequence, the control
system shows a deterioration of the performance, and other
malicious actions can be performed without being detected.
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The first technique to detect replay attacks was proposed
by [17], who suggested to add a time-varying noisy au-
thentication signal (signature) to the control input in order
to enable replay attack detection. This kind of approach,
known as watermarking, was later extended by [26], where
a more advanced adversary, that could access only a subset
of the inputs/outputs but had knowledge about the system,
was considered. [13] proposed to destabilize the difference
between the estimated and measured output of the systems,
while preserving the main system’s stability. [22] proposed to
use a sinusoidal signal with a time-varying frequency as au-
thentication signal, which was later enhanced by [25] by in-
troducing an observer-based compensation which decreased
the performance loss usually found in other watermarking-
based methods. Notably, a few recent works have addressed
also the problem of making a control system resilient against
replay attacks, see e.g. [7] and [9].

Vehicle automation is one of the sectors in which CPSs
are introducing fast innovations, with the goal of creating
intelligent transportation systems. For example, the possibil-
ity of sharing data such as position and speed of movement
has led to the development of connected and autonomous
vehicles (CAVs) [16], which are potentially vulnerable to
cyber attacks [18]. For this reason, the identification of cyber
vulnerabilities and their mitigation has been addressed by
several researchers, see e.g. [27] and [8].

The goal of this paper is to contribute to the state-of-the-art
of cyber security in autonomous vehicles by addressing the
problem of replay attack detection in these systems. Due to
the high nonlinearity of these systems, traditional approaches
based on the system’s linearity would not work. For this
reason, we investigate the application of quadratic parameter
varying (QPV) observers [20]. The QPV framework was
introduced by [19] to characterize a class of time-varying
nonlinear systems with quadratic terms depending on state
variables, and has found some applications in automotive,
such as [12], where it was shown that the suspension shock
performance of a vehicle could be improved by employing
a QPV suspension system. This paper shows that under
some mild approximations, the dynamics of the tracking
error between some desired trajectory and the real vehicle
trajectory can be brought to a QPV form. In this way,
a bank of QPV observers can be designed so that each
observer is insensitive to a replay attack affecting one specific
sensor channel, so that an attack diagnosis algorithm can be
implemented.

The paper is structured as follows. Section II introduces
the vehicle’s model and the mathematical description of



replay attacks. Section III shows how the closed-loop error
system can be reshaped in a QPV form, recalls the structure
of a QPV observer and the design conditions that ensure
the asymptotical convergence to zero of the estimation error.
Section IV analyzes the effect of the replay attacks on the
QPV observers, and describes the decision algorithm used
to infer about the occurrence and localization of the attacks.
The proposed approach is validated by means of simulation
results in Section V. Finally, the main conclusions are drawn
in Section VI.

II. PROBLEM FORMULATION

Let us consider the kinematic model for a vehicle that,
assuming null skidding and small lateral forces, is described
by [1]: 

ẋ(t) = v(t) cos θ(t)
ẏ(t) = v(t) sin θ(t)

θ̇(t) = ω(t)
(1)

where x, y and θ represent the current position and orienta-
tion of the vehicle in meters and radians with respect to the
global frame, respectively, v is the linear velocity, and ω is
the angular velocity. The vehicle tracks a trajectory described
by some desired values xd, yd, θd, obtained by fixing the
desired linear and angular velocities vd and ωd, respectively.
By means of a rotation, it is possible to express the tracking
errors in the body vehicle frame, as follows [6]: xe(t)

ye(t)
θe(t)

 =

 cos θ(t) sin θ(t) 0
− sin θ(t) cos θ(t) 0

0 0 1

 xd(t)− x(t)
yd(t)− y(t)
θd(t)− θ(t)


(2)

Then, taking into account the non-holonomic constraint:

ẋ(t) sin θ(t) = ẏ(t) cos θ(t) (3)

after some trigonometric manipulations, the following open-
loop error system is obtained:

ẋe(t) = ω(t)ye(t) + vd(t) cos θe(t)− v(t)
ẏe(t) = −ω(t)xe(t) + vd(t) sin θe(t)

θ̇e(t) = ωd(t)− ω(t)
(4)

Given the kinematic error of the vehicle (4), it can be shown
that the control law:{

v(t) = k1xe(t) + vd(t) cos θe(t)

ω(t) = ωd(t) + k2vd(t)
sin θe(t)
θe(t)

ye(t) + k3θe(t)
(5)

stabilizes the closed-loop dynamics in the Lyapunov sense
if the controller parameters k1, k2 and k3 are chosen to be
positive [2].

In this paper, we consider the case in which the au-
tonomous vehicle sends some information about its position
to a remote supervision station. This information, denoted in
the following as Ψ(t), can be affected by a replay attack,
which is carried out in two stages1:

• the attacker gathers the data without disturbing the
system, starting from time t0 until t0 + w, where w
is the size of the attack window;

1Note that the replay attack does not affect the control algorithm running
on the vehicle.
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Fig. 1. Conceptual representation of the attack scenario.

• at time t1, the attacker begins to replay the collected
data, such that the real data in the intervals [t1 +(Nf −
1)w, t1 +Nfw], Nf ∈ N, Nf ≥ 1, is replaced with the
data recorded in the previous stage.

Since control systems are not resilient to replay attacks,
there is a need to develop methods to detect them. In this
paper, we show that if the autonomous vehicle sends to the
remote supervision station its relative position with respect
to the reference trajectory, i.e. the states xe, ye, θe, then
it is possible to design an observer-based detection scheme
which, by means of a signature signal introduced in the input
channel, is able to detect a replay attack and identify which
channel is being attacked.

III. QPV OBSERVER FOR THE AUTONOMOUS VEHICLE

Let us consider a slightly modified control law, similar to
(5) as follows:{

v(t) = k1xe(t) + vd(t) cos θe(t) + v?(t)

ω(t) = ωd(t) + k2vd(t)
sin θe(t)
θe(t)

ye(t) + k3θe(t) + ω?(t)

(6)
where the signature signals v?, ω? have been added. These
signals are assumed to be known by the defender (the remote
supervision station), but unknown to the attacker.

By merging (4) and (6), after some manipulations, one
obtains the following closed-loop error system:

ẋe(t) = ωd(t)ye(t) + k2vd(t)
sin θe(t)
θe(t)

ye(t)
2 + k3θe(t)ye(t)

+ω?(t)ye(t)− k1xe(t)− v?(t)
ẏe(t) = −ωd(t)xe(t)− k2vd(t) sin θe(t)

θe(t)
xe(t)ye(t)

−k3θe(t)xe(t)− ω?(t)xe(t) + vd(t) sin θe(t)

θ̇e(t) = −k2vd(t) sin θe(t)
θe(t)

ye(t)− k3θe(t)− ω?(t)
(7)

which, under small angle assumption:

sin θe(t) ≈ θe(t)

and defining the state vector ξ = [xe, ye, θe]
T , the input

vector u = [v?, ω?]T , and the scheduling vector ρ =
[vd, ωd + ω?]T , can be brought to a quasi-QPV form [19]
(the term quasi refers to the fact that the scheduling vector
depends on the endogenous signal ω?):

ξ̇(t) = A (ρ(t)) ξ(t) +N (ρ(t), ξ(t)) ξ(t) +Bu(t) (8)



where the matrix functions A (ρ(t)), N (ρ(t), ξ(t)) and the
matrix B are defined as follows:

A (ρ(t)) =

 −k1 ρ2(t) 0
−ρ2(t) 0 ρ1(t)

0 −k2ρ1(t) −k3


N (ρ(t), ξ(t)) =

 ξ(t)TN1 (ρ(t))
ξ(t)TN2 (ρ(t))

0

 B =

 −1 0
0 0
0 −1


with:

N1 (ρ(t)) =

 0 0 0
0 k2ρ1(t) k3/2
0 k3/2 0


N2 (ρ(t)) =

 0 −k2ρ1(t)/2 −k3/2
−k2ρ1(t)/2 0 0
−k3/2 0 0


Under the assumption that the remote supervision station

has access to the states xe, ye, θe, the state-space model is
completed by the output matrix C = I .

Following [5], a possible approach to identify which
outputs are not behaving as expected is to employ a bank
of observers, each one sensitive to malfunctions in all but
one of the outputs. To do so, each observer should generate
the state estimate using a set of measurements that excludes
the specific measurement against whose malfunctions the
observer is to be made insensitive.

Hence, let us consider three state observers O1, O2, O3

which use output matrices C1, C2 and C3, respectively,
where each output matrix Ch is obtained from C by replacing
its h-th row with a zero row.

Given the QPV system (8), a polytope P =
Co{ξ(1), ξ(2), . . . , ξ(p)} ⊂ R3, with 0 ∈ P , and a scalar
α > 0, the results described in [20] can be used for designing
a QPV state observer that achieves convergence to zero of the
estimation error e(t) , ξ(t)−ξ̂(t) with rate of convergence α
in P , where ξ̂ denotes the observed state, under the following
two assumptions.

Assumption 1: The scheduling vector ρ(t) is assumed to
be known, and varies (arbitrarily fast) within some known
set Π. Note that this assumption makes sense in the case of
the QPV system (8), since ρ contains desired state values
and signature signals, which are known by the defender.

Assumption 2: The trajectory of ξ(t) is contained in:

F = {ξ ∈ R3 : ξTQ−1ξ ≤ 1} (9)

with Q � 0 and P ⊂ F . Note that if a bound on the initial
error ξ(0) is available, this assumption can be guaranteed by
means of an appropriate design of the control law, e.g., using
quadratic boundedness [4].

More specifically, each QPV state observer Oh is given
by:

˙̂
ξh(t) = A (ρ(t)) ξ̂h(t) +N

(
ρ(t), ξ̂h(t)

)
ξ̂h(t) (10)

+Bu(t) + Lh (ρ(t))
(

Ψh(t)− Chξ̂h(t)
)

where Ψh(t) is obtained from Ψ(t) by replacing the h-th
element with a 0. Then, the following lemma provides the
conditions for designing the observer gains Lh (ρ(t)), h =
1, 2, 3, such that eh(t) , ξ(t)− ξ̂h(t) converges to zero with
rate of convergence α in P .

Lemma 1: Let P � 0, 0 < γ < 1, and the matrix
function Γh(ρ) ∈ R3×2 be such that ∀i ∈ {1, . . . , p},
∀j ∈ {1, . . . , p}, ∀k ∈ {1, . . . , q} and ∀ρ ∈ Π:(

1 ξT(i)
ξ(i) P

)
� 0 (11)

(
1 γaTk P

γPak P

)
� 0 (12)

(
1 γaTkQ

γQak Q

)
� 0 (13)

He {γ [PA(ρ)− Γh(ρ)Ch] (14)

−P

 ξT(j)He {N1(ρ)} − ξT(i)N1(ρ)

ξT(j)He {N2(ρ)} − ξT(i)N2(ρ)

0

+ γαP ≺ 0

where the vectors ak are given by an equivalent representa-
tion of P in terms of half-spaces:

P = {ξ ∈ R3 : aTk ξ ≤ 1, k = 1, . . . , q} (15)

with q appropriate number.
Then, the observer (10) with Lh (ρ(t)) = P−1Γh (ρ(t)) is

such that the estimation error eh(t) converges to zero with
rate of convergence α in P .

Proof: See [20]. �
Note that Lemma 1 corresponds to an infinite number of

conditions due to the dependence of (14) on the scheduling
vector ρ. One way to reduce the conditions to a finite number
is by means of a polytopic characterization, as discussed in
[20], which is the approach used to obtain the results in
Section V.

IV. OBSERVER-BASED ATTACK DIAGNOSIS

First of all, let us consider the attackless case, for which
the estimation error dynamics is given by:

ėh(t) = ξ̇(t)− ˙̂
ξh(t) = [A (ρ(t))− Lh (ρ(t))Ch] eh(t)

−N (ρ(t), eh(t)) eh(t) + Ñ (ρ(t), eh(t)) ξ(t) (16)

with:

Ñ (ρ(t), eh(t)) =

 eh(t)THe{N1 (ρ(t))}
eh(t)THe{N2 (ρ(t))}

0


which converges to zero according to Lemma 1.

When the information sent by the sensors to the re-
mote supervision station is affected by a replay attack,
the observer uses the current known values of ρ(t) and
u(t) to compute the updated state estimate, using corrupted
measurements Ψ(t) = ΞmCξ(t) + (I − Ξm)Cξ(t̃) where
ξ(t̃) = [xe(t̃), ye(t̃), θe(t̃)]

T , with t̃ denoting a previous
time instant corresponding to replayed data, and the matrix



Ξm is a matrix that characterizes a replay attack in the
m-th channel (it is obtained from the identity matrix by
replacing its m-th diagonal element with a 0). In this case,
the observed estimation error using the observer Oh can be
defined as the difference between the received measurements
and the current state estimate, i.e., εh(t) = ΞmChξ(t)+(I−
Ξm)Chξ(t̃) − Chξ̂h(t). In order to analyze whether εh(t)
would converge to zero or not, let us recall that the dynamics
of ξ(t̃) are described by (8), but shifted to time t̃ instead of
t:

ξ̇(t̃) = A
(
ρ(t̃)

)
ξ(t̃) +N

(
ρ(t̃), ξ(t̃)

)
ξ(t̃) +Bu(t̃) (17)

In general, the dynamics of εh(t) follows:

ε̇h(t) = ΞmChξ̇(t) + (I − Ξm)Chξ̇(t̃)− Ch ˙̂
ξh(t) (18)

= ΞmChA (ρ(t)) ξ(t) + ΞmChN (ρ(t), ξ(t)) ξ(t)

+ ΞmChBu(t) + (I − Ξm)ChA
(
ρ(t̃)

)
ξ(t̃)

+ (I − Ξm)ChN
(
ρ(t̃), ξ(t̃)

)
ξ(t̃) + (I − Ξm)ChBu(t̃)

− ChA (ρ(t)) ξ̂(t)− ChN
(
ρ(t), ξ̂(t)

)
ξ̂(t)− ChBu(t)

− ChLh (ρ(t))
(

ΞmChξ(t) + (I − Ξm)Chξ(t̃)− Chξ̂(t)
)

which is affected by the mismatch ξ(t) 6= ξ(t̃), v∗(t) 6= v∗(t̃)
and ω∗(t) 6= ω∗(t̃), such that εh(t) would not converge
to zero. However, let us consider the case h = m (i.e.,
the observer does not take into account the measurement
corrupted by the replay attack). In this case, since ΞhCh =
Ch and (I − Ξh)Ch = 0, (18) reduces to:

ε̇h(t) = Ch

(
ξ̇(t)− ˙̂

ξh(t)
)

(19)

where ξ̇(t) − ˙̂
ξh(t) is as in (16), which shows convergence

to zero of the estimation error.
Based on the above discussion, the following observer-

based attack diagnosis algorithm is proposed (eh,j(t) denotes
the j-th component of eh(t)).

Decision Algorithm.

if O1: e1,1(t) 6= 0, e1,2(t) = 0, e1,3(t) = 0

then ‘‘replay attack affecting sensor 1’’

if O2: e2,1(t) = 0, e2,2(t) 6= 0, e2,3(t) = 0

then ‘‘replay attack affecting sensor 2’’

if O3: e3,1(t) = 0, e3,2(t) = 0, e3,3(t) 6= 0

then ‘‘replay attack affecting sensor 3’’

else ‘‘no replay attack’’

Note that in a setting where unknown exogenous distur-
bances and measurement noise affect the system, the above
conditions eh(t) 6= 0 and eh(t) = 0 should be replaced
by |eh(t)| ≥ ethh and |eh(t)| ≤ ethh , respectively, where ethh
denotes appropriate thresholds that are not exceeded in the
attackless scenario.

V. SIMULATION RESULTS

Let us consider an autonomous vehicle which follows the
trajectory shown in Fig. 3 (blue line), which starts from
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xd(0) = yd(0) = θd(0) = 0 and is obtained by considering
the following values for vd(t) and ωd(t):

(vd(t), ωd(t)) =



(7.6, 0) if mod(t, 60) < 10
(π/2, π/10) if mod(t, 60) < 15

(7π/10,−π/10) if mod(t, 60) < 20
(5π/14, π/14) if mod(t, 60) < 34

(44/5, 0) if mod(t, 60) < 44
(11π/16, π/16) else

As stated in Section II, the controller parameters k1, k2, k3
must be chosen positive to stabilize the closed-loop system.
In the remaining of this section, k1 = 1, k2 = 2, k3 = 3 will
be used. Moreover, the signature signals shown in Fig. 2 are
added. The real system trajectory is shown in Fig. 3, where
the mismatch between the desired and the real values (see
zoomed portion of the plot) is due to the introduction of v∗(t)
and ω∗(t). Using the CVX software [10], an outer bounding
ellipsoid F that contains the tracking error trajectory ξ(t), as
in (9), has been computed, as shown in Fig. 4. Then, the gain-
scheduling observer gains Lh (ρ(t)) have been calculated



Fig. 4. Tracking error ξ(t) and computed outer bounding ellipsoid F .

using Lemma 1, whose LMIs have been solved using the
YALMIP toolbox [15] with SeDuMi solver [23].

Three attack scenarios are considered, each one lasting
120 s and exhibiting a replay attack affecting one of the
output channels in the time interval from 60 s to 120 s. In
scenario 1, the first output channel is attacked, whereas in
scenarios 2 and 3, the second and third output channels are
attacked, respectively.

Figs. 5-7 show the observed estimation errors obtained in
attack scenario 1 for each of the designed observers (the
red horizontal lines represent thresholds computed such that
they are not exceeded in attackless simulations). It can be
clearly seen that observers O2 and O3 are affected in all
the components of the estimation error by the replay attack,
whereas for observer O1, starting from 60 s only e1,1(t)
exceeds the corresponding threshold which, according to the
Decision Algorithm provided in Section IV, allows a correct
diagnosis of replay attack affecting sensor 1.

Similar results are obtained in attack scenarios 2 and 3,
such that correct diagnosis of replay attack affecting sensor
2 and sensor 3 are achieved. For instance, Fig. 8 shows
the observed estimation error obtained in attack scenario 2
using the observer O2, that shows the insensitivity of the
first and third component to the replay attack. Similarly, Fig.
9 shows that the first and second component of the observer
O3 are insensitive to a replay attack affecting the third output
channel.

VI. CONCLUSIONS

In this paper, the problem of replay attack detection in
autonomous vehicles has been addressed by means of a bank
of observers, each one designed to be insensitive to a replay
attack affecting one specific sensor channel. It has been
shown that under some mild approximations, the dynamics of
the vehicle tracking error can be reshaped into a quadratic
parameter varying (QPV) form, in such a way that QPV
observers can be used to enforce the convergence of the
estimation error to zero in the attackless scenario. On the
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Fig. 5. Estimation error - Attack scenario 1 - Observer O1.
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Fig. 6. Estimation error - Attack scenario 1 - Observer O2.

other hand, when the system is attacked, one of the observers
will exhibit the relevant feature that only one of the compo-
nents of its observed estimation error will be affected by the
replay attack. This feature has allowed the development of
an algorithm to decide about the occurrence and localization
of replay attacks, whose effectiveness has been validated by
means of simulation results. Future research will be devoted
to increase the robustness of the proposed approach, as well
as to perform its experimental validation in a real application.
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