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Abstract: To enable long-term, large-scale, dense underwater sensor networks or Internet of Under-

water Things (IoUT) this research investigates new novel waveforms and experimental prototypes for

robust communications on ultra-low-cost and ultra-low-power, miniature acoustic modems. Spread-

spectrum M-ary orthogonal signalling (MOS) is used with symbols constructed from subsequences

of long pseudorandom codes. This decorrelates multipath signals, even when the time-spread spans

many symbols, so they present as random noise. A highly cost-engineered and miniaturised pro-

totype acoustic modem implementation was created, for the 24 kHz–32 kHz band, with low receive

power consumption (12.5 mW) and transmit power of <1 W. Simulations show that the modulation

scheme achieves 640 bit/s at −4.5 dB with AWGN or the equivalent level of multipath energy. Ex-

perimental validation of the hardware shows successful point-to-point communication at ranges of

>3 km in lakes and >2 km in the sea including severe multipath. In lake testing of a 7-node, multi-hop,

sensor network with TDA-MAC protocol, packet delivery was near 100% for all nodes. Trials of

acoustic sensor nodes in the North Sea achieved 99.5% data delivery over a 3-month period and

a wide range of sea conditions. Modulation and hardware have proven reliable in a variety of

underwater environments. Competitive range and throughput with low cost and power are attractive

for large-scale and long-term battery-operated networks. This research has delivered a viable and

affordable communication technology for future IoUT applications.

Keywords: acoustic modem; low power; low cost; spread spectrum; internet of underwater things;

M-ary orthogonal signalling

1. Introduction

There is great demand for fixed and distributed subsea sensors deployed in large
numbers to measure the marine environment with high spatial and temporal resolution.
Underwater acoustic modems are a key enabling technology for these large-scale wireless
sensor networks in the field of Internet of Underwater Things (IoUT).

Several research and commercial organisations are exploring the use of miniature
autonomous platforms for cost effective oceanographic sensing. For example, ecoSUB
Robotics are a spin out from the National Oceanography Centre and Planet Ocean with
the mission of “advanced, small, low-cost AUV technology” [1]. The EU H2020 subCUL-
Tron project developed heterogeneous robots, including underwater platforms carried by
the current, for investigating environments such as the Venice Lagoon [2]. The Univer-
sity of Washington and PMEC developed microFloat “an underwater float–a trackable,
drifting sensor package–that is inexpensive enough to be deployed in swarms to perform
simultaneous, distributed measurements in energetic tidal currents.” [3,4].

These projects had a need for miniature, low-cost, and low-power, underwater acoustic
modems for data communication as well as positioning/tracking of AUVs. Finding nothing
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available that met their requirements, they approached the team at Newcastle University.
This collaboration led to the development of initial academic experimental prototypes of a
first generation of miniature acoustic modems with size, weight, power, and cost (SWaP-C)
as the driving requirements for design.

These first experimental modems utilised robust and well known waveforms as
described below. The research outlined in this paper looks at new novel waveforms to
increase the datarate and robustness in multipath channels and the hardware optimisations
for the next generation device.

1.1. First Generation Experimental Prototypes

The first generations of miniature acoustic modems, the NMv1 and NMv2, were
developed to support these projects [5,6], providing low-data-rate communications for
telemetry/command-and-control and localisation/positioning of the robots. The NMv2
modem performance specifications are shown in Table 1. The NMv2 modem uses spread-
spectrum binary orthogonal keying using LFM chirps for data modulation. It has achieved
ranges of 2 km and has a low-power receiver listening state of 10 mW.

Table 1. NMv2 Characteristics and performance.

Parameter Value

Operating Frequency Band 24 kHz to 28 kHz
Data Rate 40 bit/s
Payload Fixed 7 bytes
Transmit Power SL (W) 168 dB re 1 µPa @ 1 m (0.5 W)
Receiver Power Consumption 10 mW
Operating Range Up to 2 km
Range Resolution 10 cm
Interface RS232 at 9600 baud

Climent et al., as part of an overview paper on underwater acoustic communications
in 2014, listed commercially available modems [7], and research group developed modems
[7]. Sendra et al. conducted a review of underwater acoustic modems, published in 2015,
with key parameters listed [8]. The review covered commercially available modems as
well as modems developed by research groups to support specific projects. Sendra et al.
also show the relationship between all of the reviewed modems’ operating frequency and
the maximum range achieved. It is notable that the research group developed modems
fall well short of the benchmark with respect to the operating range [8]. The lowest stated
receiver listening power consumption was 24 mW by Sánchez et al. [9,10].

Results from field testing the NMv2 modems in the above projects, and further sea
trials [11], were positive and so led to research into novel waveforms and a next generation
device in the NMv3, with the goal of greatly improved data throughput whilst maintaining
the key desirable features of the NMv2 i.e., ultra-low cost and power, small dimensions
and robust communication over a range of at least 2 km.

Both the NMv2 and NMv3 modems have been in active use on heterogeneous robot
swarms and AUVs [3–6,12,13], and used as part of network research experiments [14].

1.2. Paper Outline

This paper describes the novel acoustic signal and modulation design, the hardware
design, and optimised software receiver structures used, all of which are incorporated into
the academic experimental prototypes of the NMv3. The simulations are compared with
experimental validation for the PHY layer. A TDA-MAC network protocol is then added
with experimental validation of a seven node network with dynamic multi-hop routing in
Loch Earn.
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Point-to-point communications from battery-operated sensor nodes deployed in the
North Sea over an extended period of time are analysed using audio recordings of the
acoustic transmissions to determine channel conditions and packet delivery success rates.

Performance characteristics of the prototype NMv3 modem incorporating the new
waveforms and hardware are then compared against those of the precursor prototype
NMv2 modem to validate the aim of increased throughput and robustness in multipath
channels whilst maintaining key SWaP-C characteristics.

This paper explores the research, design, and simulation of novel waveforms, and
the subsequent experimental validation of a low cost/complexity prototype modem, with
performance that is competitive with much more complex and costly commercial modems
when operating frequency, power, and range are taken into account.

2. Aim

The aim of this paper is to capture the research, development, and experimental valida-
tion of new novel waveforms incorporated into academic experimental prototype hardware,
resulting in an underwater acoustic modem capable of meeting the following criteria:

• Operating Range: up to 2 km in typical sea conditions, including shallow-water,
reverberation limited channels;

• Data rate: >100 bit/s;
• Battery Life in IoUT application: >12 months;

• Volume: <100 cm3 (including transducer) for use on micro AUV platforms;
• Production cost: <£100.

For the long term operation of large scale sensor networks, there is also a driver to
minimise the potential impact of acoustic emissions on marine mammals [15–21]. The
NMv2 modem already limits the transmit power levels, however repetitive, frequency
modulated waveforms are potentially disruptive to marine mammals, e.g., they are known
to cause behavioural effects on Harbour Porpoises [20]. Previous research into bio-friendly
spread-spectrum techniques has informed the design of the waveforms used in this de-
sign [22–24].

The paper is organised into the following structure. The signal design is investigated in
Section 3. The hardware platform design of an acoustic modem, including packet structure
definition, is covered in Section 4. Experimental validation of the modem hardware and
physical layer performance is covered in Section 5. The use of modems as part of the
network experiments is investigated in Section 6. Finally, the results are discussed in depth
in Section 7 followed by the conclusions in Section 8.

3. Signal Design

One of the key criteria of the design is for the modem to be low-power, which as
well as the receiver consumption translates to a greatly reduced transmit power, <1 W,
which is significantly lower than typical commercially available modems. In order to target
usable communication ranges of up-to 2 km this requires a receiver with the ability to
process signals at low SNR, typically approaching 0 dB. Processing gain through the use of
spread-spectrum techniques is hence a key part of the design shown here.

The PHY layer is based on M-ary orthogonal signalling (MOS) principles, referred
to here as M-ary orthogonal code keying (M-OCK) [22–24], with BPSK modulation. In
this case, a carrier is BPSK-modulated with 1 of 16 pseudorandom sequences, of length N
chips, to represent a 4 bits data symbol. The BT product, and hence processing gain, for
each symbol, is therefore equal to N. The received baseband signal is correlated against
each of the 16 sequences to extract the transmitted data. The performance of this form
of modulation in multipath interference and additive noise is strongly dependent on the
auto and cross correlation properties of the transmitted sequences and many options exist
for the design of these sequences. For instance, maximal length sequences (m-sequences)
have ideal cross correlation functions when repeated with period N but this cannot be
harnessed in M-OCK as different sequences must be concatenated. Likewise orthogonal
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sequence sets such as Hadamard matrices have zero cross correlation but very poor auto-
correlation functions which makes them very susceptible to multipath interference. Gold
and Kasami sequences have well bounded auto and cross correlation functions but, again,
these are only achieved with periodicity of N chips. In this scheme, N-chip sub-sequences
are extracted from 16 longer m-sequences, each of duration as long as the transmitted
packet, and used to form the M-OCK symbols. The block diagram for signal generation is
shown in Figure 1. The effectiveness of such long m-sequences as a spreading waveform for
DSSS-QPSK is demonstrated in [25] and similar properties are exploited here. For relatively
large values of N (of the order of 50), the statistical properties of auto and cross correlation
for these subsequences across the whole packet are very favourable and represent a good
compromise between the competing metrics. Furthermore, since there is no periodicity
in the transmitted waveform, decorrelation of multipath interference (ISI rejection) is
independent of the channel time-spread, which can span any number of symbols and may
include paths delayed by exact multiples of the symbol period. Another useful feature of
this form of M-OCK, is that any value of N may be chosen rather than being limited to
powers of 2, as with discrete pseudorandom sequences. Hence the BT product/processing
gain and data rate are completely scalable. Figure 2 shows histograms of normalised
correlation coefficients for all permutations of 50 chip subsequences drawn from 16 × 8191
chip m-sequences. This demonstrates that correlation sidelobes have low mean values and
are well bounded for all values of lag, including multiples of the symbol period.

The resultant noise-like signal packets, with low peak power, means that potential
discomfort to marine mammals should be minimised [18,20,26]. The lack of any periodicity
(repetition) in the packet also maintains a white spectrum and is a desirable property for
low probability of detection/exploitation (LPD/LPE) in some applications.

Figure 1. Block Diagram for Signal Generation.
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Figure 2. Cross-correlation statistics for 50 chip subsequences of 16 × 8191 chip binary m-sequence

set with (a) zero lag, (b) 1 chip lag, (c) 25 chip lag, (d) 50 chip (1 symbol) lag.

An idealised receiver structure for this modulation scheme is shown in Figure 3. Here
the received signal with a carrier frequency of 28 kHz and chip rate of 8 kHz is bandpass
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filtered, then converted to complex baseband before cross-correlating with the set of M PN
subsequences and the maximum value taken to demap the symbol.

Figure 3. Block Diagram for Ideal Receiver Design.

The AWGN performance of the M-OCK BPSK signals can be compared to the analytic
upper performance bound for M-ary Orthogonal Signalling (MOS) in an AWGN channel,
as shown in Figure 4 from [22] and [27].
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Figure 4. Upper Bound BER vs. ǫb/N0 for M-ary Orthogonal Signaling (MOS) generated using the

formula by Proakis [27], as shown by Sherlock et al. [22]. With various values of M ranging from 2 to

256. For M→ ∞ the value used is M= 21000.

The simulated performance of the M-OCK BPSK with M = 16 and BT = 50, correspond-
ing to a data rate of 640 bit/s, is shown in Figure 5 for BER vs. ǫb/N0, and in Figure 6 for
BER vs. SNR. The figures show performance in an AWGN channel with a single arrival, as
well as with one, two and three multipath arrivals.

The conversion between SNR in Figure 6 and SNR per bit (ǫb/N0) in Figure 5 takes
into account the spectral efficiency based on the bit rate, Rb, and the bandwidth, B, as
shown in (1) [28].

ǫb

N0
= SNR − 10 log10

(

Rb

B

)

dB (1)

For 16-OCK BPSK with a bit rate, Rb, of 640 bit/s, and bandwidth, B, of 8 kHz, the
formula in (1) becomes:

ǫb

N0
= SNR − 10 log10

(

640

8000

)

dB (2)

ǫb

N0
= SNR + 10.97 dB. (3)
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Figure 5. Simulated BER vs. ǫb/N0 for 16-OCK BPSK in AWGN + multipath channels. Multipath

configurations: (A,B,C), where position A = 2, B = 34, C = 67 chips delay. The value indicates relative

amplitude compared to the direct path.
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Figure 6. Simulated BER vs. SNR for 16-OCK BPSK in AWGN + multipath channels. Multipath

configurations: (A,B,C), where position A = 2, B = 34, C = 67 chips delay. The value indicates relative

amplitude compared to the direct path.

From the above simulations we see that the chosen modulation scheme, with M = 16
and BT = 50, is within approximately 2.5 dB of the theoretical bound for ideal orthogonal
signalling with the same parameters. Alternative spreading sequences are possible, using
QPSK modulation and/or combining an outer spreading code with inner orthogonal codes,
and these can perform within 1 dB of the theoretical bound. However, this comes at the
expense of increased implementation complexity and receiver power. The effect of the mul-
tipath is also shown, resulting in an error floor that is very close to the AWGN performance
at SNR equal to the signal to multipath ratio. For example, the error floor for two multipath
arrivals is equivalent to AWGN at 10 log10(1/2) = −3 dB and for three multipath arrivals
it is equivalent to AWGN at 10 log10(1/3) = −4.77 dB. This correspondence confirms that
the spreading code is very effective in transforming multipath signals into uncorrelated
noise and, as shown earlier, this property is practically independent of the multipath delays.
This error floor is effectively dealt with by error correction coding described in the later
sections.
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4. Implementation: Modem Hardware, Packet Structure, and Receiver Design

Section 3 considered the detection of data symbols with ideal frame, symbol, and
carrier synchronisation assumed. This section now explores the hardware platform design,
the transmitter and receiver structures and the data packet structure with frame synchro-
nisation. The simulated performance of the hardware receiver structure is also shown.
Power consumption case studies are also considered for potential applications using the
NMv3 modem.

4.1. Hardware Assembly and Electronics

The NMv3 modem hardware broadly consists of: a single electronics PCB; a tubular
piezoceramic transducer element; underwater rated cable, all encapsulated in a potting
compound. The final PCB in Figure 7 measures 45.0 mm by 27.0 mm and fits within the
internal diameter of the crystal transducer. The assembly pre- and post-potting is shown in
Figure 8a and Figure 8b respectively.

The authors’ component costs for production of 200 NMv3 devices, at the time of
writing, are: Board production: £30; Transducer: £10; Encapsulation: £5; Cable (0.5 m): £5;
Total per Unit: £50.

Figure 7. Photo of NMv3 PCB. Dimensions: 45.0 mm by 27.0 mm.

(a) NMv3 Assembly (b) Potted NMv3

Figure 8. Photo of (a) NMv3 Assembly, and (b) Potted NMv3. Crystal outer diameter: 34 mm. Potted

NMv3 length: 60 mm, diameter: 42 mm.
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Figure 9 shows a block diagram of the electronic subsystems in the modem circuit,
which is built around the low-power ARM Cortex M0+ microcontroller. The RS232 serial
command/data interface enables a connected device to send and receive acoustic messages
and to update the modem firmware via a serial bootloader. An extremely compact class
D amplifier is driven directly by the pulse width modulation (PWM) output of the ARM
microcontroller to synthesise the transmitted waveforms and a tuned L-C circuit boosts
the transmit voltage to 200 V peak-peak. The received signals are routed via the Trans-
mit/Receive switch to a preamp and bandpass filter. The conditioned signal is then fed
into the 16-bit ADC, sampling at 96 kHz for linear signal processing operations. This signal
is also fed into a comparator along with a DC average of the signal to enable hard-limited
signal processing operations.

Figure 9. Block diagram for the NMv3 hardware design.

4.2. Packet Structure

There are two general packet types, command and data, as shown in Figure 10. Both
contain a frame synch waveform and a message header, but a data packet appends to
this as payload and parity bytes. The frame synchronisation waveform is a single LFM
chirp between 24 kHz and 32 kHz over a duration of 30 ms. The LFM chirp provides
timing synchronisation of the order of 125 µs, processing gain of 24 dB, and a large range of
Doppler tolerance with a single matched filter detector.

Data 
Packet

Frame
Synch

Message
Header

2 – 64 Bytes
Payload

16 Parity
Bytes

Command
Packet

Frame
Synch

Message
Header

30 ms 75 ms 25 – 800 ms 200 ms

Figure 10. NMv3 packet structure.

The message header consists of two bytes carrying a command code, address, and
payload length (with zero to define no payload). A simple Hamming (3,1) code is applied
to these two bytes to provide a degree of error detection and correction for the header with
very low decoding complexity. Since command codes in themselves only define what type
of payload is to follow or internal modem commands that initiate a response such as a
positioning ’ping’, a relatively high undetected error rate is tolerable. For messages with
payload, this header information is also encoded in the much more robust payload FEC to
prevent erroneous messages from being delivered to the user.
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The variable length payload bytes are followed by a fixed length block of 16 parity
bytes. This forms a Reed Solomon [29] error correction code based on a block of (RS

[255, 239, 16]256), which is shortened to between 18 and 80 bytes (2–64 bytes of payload
data). This code is capable of correcting up to 8 bytes within a message or otherwise
detecting erroneous packets with an undetected error rate of <10−5. With a constant
number of parity symbols, the code rate changes with payload length (between 0.11 and
0.8) and hence the coding gain increases for shorter payload lengths. The header address
field can be either the link source or destination address depending on the packet type.
There are two LFM chirps used for frame synchronisation, an up-sweep (UP) from 24 kHz
to 32 kHz, and a down-sweep (DN) from 32 kHz to 24 kHz. The down-sweep is used for the
Ack or Ping Response packets so that the requesting node receiver avoids synchronising on
to an echo of the original request, potentially masking the incoming Ack/Ping Response.
Packet types are shown in Table 2.

Table 2. Packet message header structure.

LFM
(UP/DN)

Payload
Length

CMD
Address
(Src/Dest)

Packet Type

UP 0 0 Dest Ping Request
DN 0 1 Src Ack / Ping Response
UP 0 2 Dest Test Message Request
UP 0 3 Dest VBatt Request

UP 1-63 0 Dest Unicast Message
UP 1-63 1 Src Broadcast Message
UP 1-63 2 Dest Unicast Message With Ack Request
UP 1-63 3 Dest Echo Message Request

4.3. Hardware Receiver Structure

The NMv3 hardware receiver implementation differs from the ideal receiver structure
described previously in Section 3. A number of optimisations are introduced to reduce
the computational power required to both synchronise and demodulate the signals. The
block diagram for the receiver structure is shown in Figure 11. The analog bandpass filter
is a 4th order Butterworth that limits the signal bandwidth to 8 kHz. Using sub-sampling
techniques, the sample rate can then be reduced to 16 kHz, which results in the signal being
aliased to between 0 kHz to 8 kHz. This reduces the ADC processing load and eliminates
the need for down-conversion, resulting in a substantial reduction in processor operations,
clock frequency and hence power.

Rx
Analog

BP Filter
24 – 32 kHz

Subsample
@ 16 kHz

( Quadrature
  Sampling )

Synch
Correlator

Code 0

Code 1

Code 2

...

Code M-1

Xcorr

Maximum

Demapping

Figure 11. Block diagram for the hardware receiver design.
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4.4. Frame Synchronisation

The frame synchronisation (FS) process is critical to successful communication and,
since the modem spends most of its time in this mode (listening), this dominates the power
consumption of the device. The FS waveform is ideally detected by a normalised cross-
correlation process as expressed in (4) where h is the code, y is the input signal, L is the
length of the code, and µ is the mean of the input signal, y. This enables a fixed threshold
to be chosen, which balances the probability of true detection and false detection in the
presence of noise.

c(t) =
∑

L−1
n=0 h[n]y[n + t]

√

1
L ∑

L−1
n=0(y[n]− µ)2

(4)

To achieve a dramatic reduction in power consumption, FS detection in the NMv3
is implemented as a binary cross-correlation on a hard-limited signal, which also serves
to implicitly normalise the correlation result. The bandpass filtered analog signal is hard-
limited by the on-chip comparator and sampled at a frequency of 16 kHz, exploiting the
subsampling technique. The resulting binary sequence is fed into a delay line and the
correlation process is then reduced to the XOR of this sequence with a binary version of the
reference FS waveform and a count of ones and zeros in the result.

Highly optimised ARM assembler routines were written for the above process, ex-
ploiting the processor cache, to reduce the instructions per processed sample. Hence this
enables the processor clock speed to be reduced to 12 MHz and so reducing the total power
consumption of the circuit during the active listening state to 12.5 mW.

4.5. Data Demodulation

Figure 11 shows the overall block diagram for the hardware receiver implementation.
On detection of the FS, the micro-controller instantaneously steps up the system clock
speed to 48 MHz. The signal is now sampled using the 16-bit ADC at 16 kHz for the
I component, with a short delay of 8.93 µs (90◦ at the 28 kHz carrier frequency) before
immediately sampling the Q component. This achieves quadrature subsampling, which
preserves the carrier phase information in a PSK modulated signal. For each symbol, the
samples are multiplied by the chips of each of the M spreading sequences and integrated
over one symbol period. At the end of each symbol period, the maximum correlation
magnitude indicates which M-ary sequence was detected and hence the data bits received.
A simple delay locked loop (DLL) is implemented, by comparing early and late correlation
values, to maintain symbol and chip synchronisation throughout the packet in the presence
of Doppler. Other data level operations such as header decoding are able to be carried out
in real time due to their trivial complexity and decoding of the RS encoded data payload is
completed within a period of approximately 2 ms at the end of packet reception, which has
negligible impact on latency.

4.6. Simulated NMv3 Receiver Structure

The sub-optimal hardware receiver implementation described above has been de-
veloped with a strong emphasis on minimising complexity, cost, and power. However,
this comes at a very modest cost in terms of communication performance compared to a
theoretically optimal receiver. To quantify this, the full hardware receiver algorithm was
simulated, including bandpass filter, subsampling and hardlimited FS detection. Packet
Error Rates for a number of simulated channels are shown in Figure 12. Three payload
lengths, with randomised data per simulation run, were transmitted through a number of
multipath channels along with additive noise (AWGN). Failure to detect the FS waveform
or errors in the header information are included as packet failures in these statistics.

In a pure AWGN channel the packet delivery performance for all payload lengths of
16, 32, and 64 bytes is near identical. This suggests that all errors are correctable and it is in
fact the FS detection that is dominating packet delivery. It is also broadly consistent with the
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performance bounds of the idealised simulations shown in Figure 6 with packet error rate
(PER) approaching zero at an SNR of −3 dB. When a single multipath arrival of equivalent
magnitude is added, all three payload lengths are again comparable with a PER of 10−3 at
0 dB. The addition of a second and third multipath arrival of equal magnitude begins to
show a differentiation in performance between payload lengths. The 16 byte packets show
a 3 dB improvement over 64 byte packets at a PER of 10−2 for two multipath arrivals and
4.5 dB difference for three multipath arrivals. This indicates that in more typical channel
conditions with multipath, it is the error rate in the data payload that dominates packet
delivery and the increased coding gain from shorter packets can improve packet delivery
in harsher channel conditions.
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Figure 12. Simulated packet error rate vs. SNR for 16-OCK BPSK in AWGN + multipath channels.

Multipath configurations: (A,B,C), where position A = 2, B = 34, C = 67 chips delay. The value

indicates relative amplitude compared to the direct path.

4.7. Software NMv3 Receiver Structure

In order to enable opportunistic reception of NMv3 transmissions via any available
hydrophone signal, a real-time capable software receiver has also been created mwhich
can be cross compiled to run on any Windows/Linux platform and a suitable standard
digital audio interface (96 kHz sample rate and at least 32 kHz analog bandwidth). The
software receiver is based on Figure 3 in Section 3 and benefits from Nyquist sampling, IQ
demodulation, and complex baseband correlation of the chirp and PN sequences.

4.8. Power Usage Case Studies

The modem is intended to be used in long-term deployments of battery-powered
sensor networks and so, assuming that low energy sensors are deployed, the modem’s
power consumption is a critical factor in network life. The modem can be viewed to have
a number of discrete modes, each of which have a defined power consumption and for a
given application an expected duration spent in each of the modes. These modes are as
follows: Receive Listening, Receive Demodulate, Transmit, and Sleep. Where:

• Receive Listening mode is primarily where the device is listening for the FS signal;
• Receive Demodulate mode starts as soon as the FS is detected and continues until the

packet demodulation is complete, whereupon the modem returns to listening mode;
• Transmit mode occurs when the device is sending an acoustic signal and is the highest

power consumption mode but only for a relatively low duty cycle;
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• Sleep mode is where the device is not listening for signals or transmitting, and instead
as much of the circuitry as possible has been put into either an off-state or else a very
low power run state. Usually only the real-time clock is operational in order to wake
up the device based on a set time schedule.

Two example use cases are now described, with the operating states and power
consumption taken from Table 3.

1. Transponder for locating subsea assets. Spends 100% of its time in Receive Listening
mode. Assuming a compact design running from four AA alkaline cells with a total
energy capacity of 15 W h and a power consumption of 12.5 mW, this equates to a
lifespan of 1200 h or 50 days;

2. Sensor node transmitting and relaying data once an hour. Spends 59 minutes of the
hour in Sleep mode, during the 1 minute awake it transmits and receives 5 packets,
where each packet is of 0.5 s duration. The remaining 55 s is spent in Receive Listening
mode. This equates to a total energy usage in a given hour of 8.7 W s, equating to an
average power consumption of 2.4 mW. Assuming a slightly larger device than the
transponder containing four C alkaline cells with a total energy capacity of 40 W h
this equates to a lifespan of 16,666 h or 694 days.

Table 3. Power consumption.

Operating Mode
Measured Current
@ 5 V

Power Consumption

Receive: Listening 2.5 mA 12.5 mW
Receive: Demodulate 5 mA 25 mW
Transmit 300 mA 1.5 W
Sleep 240 µA 1.2 mW

5. Experimental Validation of NMv3

This section describes point-to-point transmission experiments in both marine and
freshwater environments to assess maximum transmission range and reliability. Results are
included for bi-directional data exchange between pairs of NMv3 modems and transmission
from a NMv3 modem to the software defined receiver processing a hydrophone signal.

5.1. Range Testing in Loch Ness

Initial range testing of NMv3 modems was carried out in January 2019 in Loch Ness
over a number of distances between 100 m and 3000 m. One near modem, deployed from
a shallow jetty, was used to send a command to a far modem, suspended 10 m below a
drifting RHIB, which would reply with a broadcast message packet with a known 64-byte
payload. A hydrophone at the near modem was used to record the signals arriving from the
far modem to enable channel impulse response and SNR to be measured. As a result, 100%
packet reception was achieved at all ranges during this test. Channel impulse responses
are shown for ranges between 1500 m and 3000 m in Figure 13 with 4 examples overlaid for
each range. Given the favourable impulse response and estimated SNR of 10 dB at 3000 m,
it is likely that ranges of at least 4 km could also have been achieved in this test. However,
it is clear that this a near perfect environment for acoustic communication with very low
multipath, low attenuation (fresh water), and low background noise. Nevertheless, this
served as a useful validation of the dynamic range of the modem electronics and processing.
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Figure 13. Loch Ness channel impulse responses for range trials.

5.2. Range Testing in the North Sea

Range testing of NMv3 modems in a more challenging environment was carried
out in September 2019 in the North Sea off the Northumberland coast. A modem and
hydrophone suspended from Newcastle University’s anchored wireless databuoy acted
as the near end as in the Loch Ness trials. A far NMv3 modem was suspended 5 m to 10 m
below a RHIB drifting at distances of 100 m, 500 m, 1000 m, 1500 m, and 2300 m from the
databuoy. The channel impulse responses for these ranges are shown in Figure 14 with
four examples overlaid for each range. As expected, the North Sea channels showed more
severe multipath, greater time variability and lower SNR than in the Loch Ness. The NMv3
modems were able to reliably receive commands and 64-byte test packet transmissions
(>90%) over ranges up to 2300 m. Beyond this range, packet reception tailed off, with
receiver performance being SNR limited rather than multipath limited. Detailed analysis
of NMv3 packet delivery statistics for long term experiments in the North Sea and other
environments, as well as multi-hop sensor networks, is provided in the following sections.
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Figure 14. North Sea channel impulse responses for range trials.

5.3. Long-Term Sensor Node Deployments in the North Sea

Two types of subsea passive acoustic sensors, using NMv3 acoustic modems for data
transmission, were deployed in the North Sea. Vessel cavitation noise detectors [30–32]
(with a message identifier of BDV1) were in operation from November 2011. NanoPAM
cetacean click detectors were deployed along with the V2 vessel detectors (with message
identifiers of BDV2 and BAV2) from February and March 2020, respectively. Locations of
the nodes and databuoy are shown in Figure 15. Two NMv3 modems, NM1 and NM2,
were originally installed on the buoy. Until the end of February 2020 all acoustic packets
were received by the NMv3 modem installed on the buoy (NM2). After heavy storms
damaged cabling on the buoy, acoustic messages were then received via the hydrophone on
the buoy with the audio streamed in real-time to a software defined receiver (NMHydro).
Figure 16 shows the daily packet count over the period between late November and early
February received by the NMv3 modem, a total of 11,046 packets. Operation of the gateway
buoy was unfortunately intermittent over this period due to low solar energy availability,
resulting in many days over this period where the receiver was powered down. The vast
majority of packet transmissions over this period are from the vessel detector node, which
has event-driven transmissions whenever a vessel detection occurs. Conversely NanoPAM
data transmissions are periodic with an accurately controlled 1 hour interval. Figure 17



Electronics 2022, 11, 1446 15 of 25

shows those received by the hydrophone and real-time software defined receiver, with a
total of more than 26,000 packets between early March and early May.

NanoPAM 68

Databuoy

NanoPAM 67

BDV1 &

BDV2 250

North Sea

1 km

Blyth

N

Figure 15. Map of Nodes in North Sea. Two NanoPAM nodes of address 67 and 68. One BDV1 node

present from November 2019 to February 2020. One BDV2 node of address 250 present from February

2020 onwards.
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Figure 16. NM packets received per day. Mid-winter solar levels being low meant that there were

periods where the buoy was powered down.

Each sensor node utilises “unicast with ack” messages and multiple retries should it
fail to receive the ack from the modem at the gateway buoy. When the receiver was switched
to the software defined receiver using the hydrophone, this was not able to respond with the
ack. Therefore, each message was sent four times from all sensors. In addition to this, each
message had a unique sequence number that was repeated in the retries and incremented
on the next message. The NanoPAM packets also include a retry count, allowing us to
uniquely identify each of the four packets transmitted for a given message. It is possible
to use this information to determine communications reliability by analysing how many
packets were received with the same sequence number, and identifying missing sequence
numbers for an entirely lost message.



Electronics 2022, 11, 1446 16 of 25

2020-03-08

2020-03-15

2020-03-22

2020-03-29

2020-04-05

2020-04-12

2020-04-19

2020-04-26

2020-05-03

2020-05-10

Date

0

200

400

600

800

1000

1200

1400

1600

Pa
ck

et
s 

R
ec

ei
ve

d 
Pe

r 
D

ay

NMHydro Packets Received Per Day
Total Packets of 26011

NanoPAM
BDV2
BAV2

Figure 17. NM software defined receiver packets received per day. A power outage disabled the

network from 6th April to 7th April.

Investigating transmissions for the NanoPAM nodes over the course of a month and
using the above characteristics of the packet structure it is possible to determine various
success rates of packets and messages. Figure 18 shows this duration, where the shaded
area indicates confirmed receiver uptime. For each sensor node, 67 and 68, one message is
expected per hour. Each message is transmitted in a packet four times. For a given 24 h
period, 24 messages × 4 packets are expected. The received packet success rate per day is
therefore shown for both sensor nodes, as well as the packet success rate per hour. Looking
at the message success rate per hour, whereby a minimum of one successfully demodulated
packet is required, it is possible to see that of a total of 1296 messages were expected and a
total of 7 messages were lost, giving a message success rate of 99.5%.
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Figure 18. NM SDR NanoPAM packet and message success per day and per hour. Analysis is over

the duration of 13 March 2020 to 14 April 2020. The receiver infrastructure suffered downtime due to

building power failure 6 April 2020 to 9 April 2020. Accounting for receiver downtime, a total of 648

messages were expected from each sensor. Of 1296 expected messages, a total of 7 were lost, giving a

message success rate of 99.5%.
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Given that the ack packet is considerably shorter in duration, and hence more robust
than a full data packet, we could assume that any transmitted ack would have been suc-
cessfully received at the sensor node. It is possible therefore to determine the performance
based on the packet retry count of the first packet received per message from the sensor
node. These are shown in Figure 18 where a retry count of zero indicates a successful
receipt of the first packet sent.

A number of the failed messages, for which the packets synchronised but subsequently
failed to decode, showed particularly severe multipath channels as shown in Figure 19.
It is also possible in these cases that the first arrival path locked onto by the receiver
then subsequently faded in magnitude. It was observed that these instances generally
occurred in peak tidal currents where the modem moorings were pulled over and hence
the transducer (with toroidal beam-pattern) was oriented away from the gateway.

0.0

0.2

0.4

0.6
2020-03-25 14:20

Packet A
Packet B
Packet C

0.0

0.2

0.4

0.6
2020-03-26 22:20

Packet A
Packet B
Packet C

1 0 1 2 3 4 5
0.0

0.2

0.4

0.6
2020-03-26 23:20

Packet A
Packet B
Packet C

0.0 0.2 0.4 0.6 0.8 1.0
Delay (ms)

0.0

0.2

0.4

0.6

0.8

1.0

N
or

m
al

is
ed

 C
or

re
la

to
r 

M
ag

ni
tu

de

Figure 19. Channel impulse responses for failed messages showing particularly severe

multipath channels.

6. Network Experiments

Experiments with NMv3 based sensor network nodes, using a TDA-MAC protocol
with multi-hop routing, were carried out in Loch Earn during March 2019. This section
describes the TDA-MAC protocol and the experiment setup before presenting the results
and discussions.

6.1. Centralised Networking Using Dual-Hop TDA-MAC

TDA-MAC [33] is a protocol for centralised scheduling of data transmissions from
multiple underwater sensor nodes connected to a single gateway node. It was designed to
achieve high network throughput, efficiently utilizing the limited UWA channel capacity,
without clock synchronisation at the sensor nodes. Instead, the transmission times are
determined locally at the nodes, based on the node-specific delays between receiving a
request packet and transmitting their data packets. A practical application of TDA-MAC
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was successfully demonstrated in sea trials with a small underwater sensor network in July
2018 in Fort William, UK [11].

Figure 20 shows an illustrative example of the packet flow in TDA-MAC. The gateway
node broadcasts a data request (REQ) packet, which is received by every sensor node at
a different time (due to the differences in propagation delays of the acoustic links). Each
sensor node then waits for a specific (individually assigned) transmit delay before sending
their data packet back to the gateway node. TDA-MAC was also shown to work as a
general centralised MAC protocol, regardless of whether a sensor node has a packet to
transmit at any particular time [33]. The “DATA” blocks in Figure 20 can be viewed as
the time window in which a sensor node is allowed to transmit a packet, if it decides to
transmit anything. The gateway node computes the transmit delay values assigned to each
node based on the measured propagation delays, which are obtained via a series of ping
packet exchanges between the gateway and every sensor node during the network setup
stage (see [33] for more detail). Afterwards, during the normal operation of the network,
the gateway node can continuously monitor the accuracy of the estimated propagation
delays by measuring the error in the timing of the received data packets. This approach is
suitable for maintaining a TDA-MAC schedule in quasi-stationary sensor networks, such
as that used in the experiments discussed in this section.

N1Gateway/relay node N2 N3

REQ

REQ
Data

1

REQ

REQ

Data
1

Data
2

Data
3

...

...

Data
2

Data
3

Tim
e

Transmit 
delay

Guard 
interval

Figure 20. TDA-MAC packet flow example, where a single gateway or relay node gathers data from

three directly connected sensor nodes [34].

Crucially, the allocation of transmit delay values to the sensor nodes is designed
to include a guard interval separating consecutive data packets received at the gateway
node, as depicted in Figure 20. It should be long enough to avoid packet collisions due
to inaccuracies in propagation delay estimates, slow variations in node positions and the
multipath channel delay spread. However, extending the guard interval also increases the
amount of idle time on the channel and, thus, reduces the throughput and increases the
latency. Therefore, the length of the guard interval should be chosen to achieve a trade-off
between link reliability and network throughput, taking into account the network size, the
link lengths, the expected node drift, the reflectivity of the sea surface and bottom, etc.

The TDA-MAC protocol can be extended to dual-hop networks, as proposed in [35],
where nodes that do not have a direct link with the gateway node are connected via another
sensor node that acts as a relay. Figure 21 shows the flowchart of the Sequential Dual-Hop
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TDA-MAC protocol [35]. There, the single-hop TDA-MAC packet flow from Figure 20 is
used at two levels of network hierarchy:

• The gateway node gathering data from directly connected sensor nodes;
• Every relay node gathering data packets within their respective network branch.

Start

Broadcast data request (REQ) to direct non-relay nodes

Receive data from the direct non-relay nodes (TDA-MAC)

Are there any relay 
nodes in the network?

No

Yes

Are there more relay 
nodes to query?

Request data from a relay node

Receive data packets from this node’s branch

Yes

No

Keep gathering data?

End
No

Yes

Wait for relay node to gather data in its branch via TDA-MAC

Figure 21. Sequential Dual-Hop TDA-MAC protocol [34]. The gateway node first gathers data packets

from directly connected non-relay nodes using single-hop TDA-MAC, as depicted in Figure 20. It

then instructs every relay node (sequentially) to gather data within its network branch (also using

single-hop TDA-MAC) and relay it back to the gateway.

This approach was shown to achieve high network throughput by leveraging the
many-to-one connections in centralised dual-hop UASNs. The experiments discussed
in this section involve an underwater sensor network that coordinates the transmissions
between the sensor nodes and an on-shore gateway node using the Sequential Dual-Hop
TDA-MAC protocol described above.

6.2. Experimental Setup

Six sensor nodes, each with a NMv3 modem, were deployed in Loch Earn as shown in
Figure 22. Another node with a NMv3 modem was located at the water’s edge (node 192
in Figure 22), and was used as the gateway node: initiating network discovery, setting up
the TDA-MAC schedule, and gathering data packets from the six sensor nodes.

Each sensor node has an embedded Raspberry Pi 3B+/Zero running a Python imple-
mentation of the network protocol, with external connections to a temperature and pressure
sensor and a NMv3 modem, as shown in Figure 23. The gateway node protocol runs on a
laptop on shore, connected to a NMv3 modem via serial port. This hardware was also used
in later sea trials in [14].

At the start of an experiment, the network discovery process established a network
topology for data gathering. This process was based on a series of ping packet exchanges
between the gateway node and all sensor nodes, and between the relay nodes and those
sensor nodes that are out of range of the gateway. Afterwards, the gateway node computed
the transmit delay values for each node and distributed the “transmit delay instruction”
packets to each node until all of them were acknowledged, as described in [11]. Afterwards,
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during the data gathering stage, each sensor node would transmit its sensor data after their
allocated transmit delay, either directly to the gateway or to their assigned relay.

61m

30m

15m

100m

192

195
171

173

172

196

194

Loch Earn

N

Figure 22. Map of nodes with addresses in Loch Earn. One gateway node (192) positioned at the

wharf. Six sensor nodes distributed in the loch.

NMv3 
modem

Raspberry Pi 
3B+ / Zero

BlueRobotics 
3’’ enclosure

T&P 
sensor

Figure 23. Underwater acoustic sensor nodes used in the Loch Earn experiments: Raspberry

Pi 3B+/Zero encapsulated in a 3′′ BlueRobotics enclosure, with external connections to a temperature

and pressure (T&P) sensor and the NMv3 acoustic modem.

Four runs produced two network topologies, A and B, shown in Figure 24. The guard
interval between scheduled packet receptions, depicted in Figure 20, was initially set to
200 ms for the first three experiments (Topology A–Run 1 and 2; Topology B–Run 1), but
was increased to 500 ms for the final experiment (Topology B–Run 2), to assess its effect on
network reliability.

The weather over the period of the experiments was highly variable, with the wind
changing intensity and the water surface varying between almost flat calm and wave
heights of up to 0.5 m.

The network established a topology using 171 as a relay node to 173 and 194. The chan-
nel from 194 to the hydrophone on shore near the gateway 192 was especially challenging;
therefore, the packets from 194 had to be routed via a dual-hop connection.
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(b) Topology B

Figure 24. Loch Earn network topologies, A and B.

A number of the channel impulse responses of packets transmitted from the sensor
nodes, observed on a reference hydrophone close to node 192, are shown in Figure 25.
Nodes 171–173 and 195 show a strong first arrival and relatively little multipath energy.
Between runs these channels appear stable. Nodes 194 and 196 however show very
weak multiple arrivals arriving at 192. Again, these channels are quite consistent across
multiple runs.
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Figure 25. Loch Earn channel impulse response of packets as observed at the shore near 192. A packet

for each run is shown.
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In every TDA-MAC frame a data response was expected from each node, either
transmitted directly or routed via a relay node. The frame counts for each run and the
end-to-end delivered data packet counts are shown in Table 4. For both topologies, A and
B, the node 171 acted as a relay. Table 5 shows the packet statistics at the relay node 171.

Table 4. End-to-end packet delivery statistics at the gateway node.

Node Addresses

Topology Frames 171 172 173 194 195 196

A–Run 1 173
171
99%

169
98%

169
98%

173
100%

169
98%

103
60%

A–Run 2 14
14
100%

14
100%

14
100%

7
50%

14
100%

6
43%

B–Run 1 28
28
100%

27
96%

27
96%

26
93%

28
100%

6
21%

B–Run 2 96
94
98%

96
100%

96
100%

78
81%

96
100%

95
99%

Table 5. Packet statistics at the relay node 171.

REQ Packets Received Data Packets Received

Topology Frames Broadcast Unicast N173 N194 N196

A–Run 1 173
173
100%

173
100%

171
99%

173
100%

-

A–Run 2 14
14
100%

14
100%

14
100%

7
50%

-

B–Run 1 28
28
100%

28
100%

27
96%

26
93%

6
21%

B–Run 2 96
94
98%

96
100%

96
100%

78
81%

95
99%

Node 194 shows a decrease in performance in Topology A between Run 1 and 2 despite
no change in guard interval. Node 196 results showed improvement when the topology
changed to relay its packets via 171 rather than communicating directly with the gateway.
The difference in results in Table 4 between Topology A and Topology B Run 2 shows a
dramatic improvement in the packet delivery ratio for node 196, from 43–60% to 99%.

The high reliability of the dual-hop link with Node 196 was achieved with the increase
in the guard interval from 200 ms to 500 ms. Between Topology B Run 1 and Run 2 as seen in
the stats at the relay, Table 5, and henceforth at the gateway, in Table 4. Based on the order
of node transmissions, it is likely that the Node 196 receiver was processing the header of
the packet transmission from node 173 at the exact time that it was scheduled to transmit
its own data packet. The NMv3 modem will not have responded to the request to transmit
as it prioritises reception of an incoming packet. This provided us with a new insight into
potential vulnerabilities of the TDA-MAC protocol, prompting another update to the future
versions of this protocol, making it more robust in practical deployments. By increasing the
guard interval it meant that the header of the incoming packet had completed processing,
with the NMv3 modem discarding the remainder of the irrelevant packet and was now free
to transmit on schedule.

7. Discussion

This paper has covered the development of the NMv3 acoustic modem from signal
design to hardware receiver structures and a wide variety of real-world experiments.

The performance characteristics for the NMv3 modem are drawn from the various
results throughout the paper and compared with the original NMv2 modem in Table 6.
From the aims set out in Section 2 it is clear to see these have been achieved, with ranges
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of >2 km in sea and lake underwater channels and greatly increased data throughput of
470 bit/s for 64 byte packets. The power consumption in receiver listening mode was still
kept to a low value of 12.5 mW and the same small dimensions were maintained. Ranging
resolution for use in positioning and tracking applications was also improved from 10 cm
to 5 cm due to the increased signal bandwidth.

Estimated unit manufacturing costs of £50 for the NMv3 make this acoustic modem
a very attractive option for large-scale underwater distributed sensor networks with a
long deployment life of >1 year possible from small alkaline battery packs. Modems have
operated successfully for periods of up to 6 months in trials to date, validating the resilience
of the low cost encapsulated construction.

Table 6. NMv2 and NMv3 characteristics and performance.

NMv2 NMv3

Operating Frequency Band 24 kHz to 28 kHz 24 kHz to 32 kHz
Data Rate 40 bit/s raw, 30 bit/s net 640 bit/s raw, 470 bit/s net
Payload Fixed 7 bytes Variable 2 bytes to 64 bytes
Payload FEC None (CRC only) RS 16 paritybytes
Transmit Power SL (W) 168 dB re 1 µPa @ 1 m (0.5 W) 168 dB re 1 µPa @ 1 m (0.5 W)
Receiver Listening Power
Consumption

10 mW 12.5 mW

Operating Range Up to 2 km Up to 2.3 km
Range Resolution 10 cm 5 cm
Interface RS232 at 9600 baud RS232 at 9600 baud

Comparing the performance of the NMv3 experimental prototype acoustic modem
with other commercial and research group developed modems, the NMv3 shows competi-
tive performance of operating range for the acoustic frequency band used, even with the
limited transmit power of 0.5 W and especially considering the very low receive power
consumption [8]. When the communications performance and low power consumption is
combined with the low manufacture cost, this is key for enabling dense underwater sensor
networks and the internet of underwater things (IoUT) in scientific research fields.

8. Conclusions

The objective of greatly improving on the specification of the NMv2 modem without
sacrificing any of its desirable properties has been achieved. The key criteria outlined in
Section 2 of range, data rate, battery life, size, and cost have been met with the NMv3 mo-
dem. The signal design has produced waveforms that are noise-like and along with the low
peak transmit power, this should mitigate the potential impact of large scale subsea sensor
networks on marine mammals. Numerous field trials in a variety of locations, network
configurations, and underwater environments have proven the reliability, flexibility, and
capabilities of these modems.

9. Further Work

Long term testing (>6 months) of a large scale subsea sensor network (25 nodes) based
on NMv3 modems was planned for spring/summer 2020 but had to be postponed due to
the Covid 19 lockdown imposed in the UK from March 2020. This deployment took place
over winter 2021/22 and aims to deliver a comprehensive analysis of modem and network
performance in the demanding North Sea environment. Work continues to further enhance
the performance of the modulation schemes, including alternative spreading sequence
design to improve correlation properties, higher order modulation, and improved channel
coding. Further optimisation of the receiver correlation engines, including programmable
logic implementations, are being explored to reduce receiver power consumption towards
a target of 1 mW.
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The following abbreviations are used in this manuscript:

AUV Automated Underwater Vehicle

AWGN Additive White Gaussian Noise

BER Bit Error Rate

BPSK Binary Phase-shift Keying

BT Bandwidth-Time Product

IoUT Internet of Underwater Things

M-OCK M-ary Orthogonal Code Keying

MOS M-ary Orthogonal Signalling

PWM Pulse Width Modulation

QPSK Quadrature Phase-shift Keying

SWaP-C Size Weight and Power and Cost

TDA-MAC Transmit Delay Allocation Media Access Control

XDCR Transducer
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Long-Term Monitoring of Marine Environments. Appl. Sci. 2019, 9, 1388.

7. Climent, S.; Sanchez, A.; Capella, J.V.; Meratnia, N.; Serrano, J.J. Underwater acoustic wireless sensor networks: Advances and

future trends in physical, MAC and routing layers. Sensors 2014, 14, 795–833.

8. Sendra, S.; Lloret, J.; Jimenez, J.M.; Parra, L. Underwater acoustic modems. IEEE Sens. J. 2015, 16, 4063–4071.

9. Sánchez, A.; Blanc, S.; Yuste, P.; Serrano, J. A low cost and high efficient acoustic modem for underwater sensor networks. In

Proceedings of the OCEANS 2011 IEEE, Santander, Spain, 6–9 June 2011; pp. 1–10.



Electronics 2022, 11, 1446 25 of 25

10. Sánchez, A.; Blanc, S.; Yuste, P.; Perles, A.; Serrano, J.J. An ultra-low power and flexible acoustic modem design to develop

energy-efficient underwater sensor networks. Sensors 2012, 12, 6837–6856.

11. Morozs, N.; Mitchell, P.D.; Zakharov, Y.; Mourya, R.; Petillot, Y.R.; Gibney, T.; Dragone, M.; Sherlock, B.; Neasham, J.A.;

Tsimenidis, C.C.; et al. Robust TDA-MAC for practical underwater sensor network deployment: Lessons from USMART sea

trials. In Proceedings of the Thirteenth ACM International Conference on Underwater Networks & Systems, Shenzhen, China,

3–5 December 2018, p. 11.
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