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IN THIS PRESENTATION



BACKGROUND
360 video and subtitling



360 VIDEO



There are two popular formats: 
•Equirectangular 
•Cubemap

360 VIDEO



•Equirectangular

360 VIDEO



•The Equi-Angular Cubemap (EAC) 

360 VIDEO



Comfort & Readability 
•Especially for VR glasses 
•Where can subtitles be rendered on the screen (safe 

area)? 
•What fonts and text sizes are reasonable? 

Speaker identification 
•How does the viewer know who is speaking? 
•How can the user keep orientation in the scene?

SUBTITLING (CAPTIONING)



Image quality falls off 
towards the edges

Photo through lens of the Oculus Go

(Only exemplary, does not represent real image quality)

COMFORT & READABILITY



Speaker to the left

He‘s not speaking

SPEAKER IDENTIFICATION



FRAMEWORK
Prototyping for user testing



• Position caption anywhere in the scene via polar coordinates 
• Radial distance (r) 
• Polar angle (θ - theta) and azimuthal angle (φ - phi)  
• Values are stored in the caption file

POLAR COORDINATES



SCENE GRAPH



PERFECT SOLUTION?



Particle Systems 
• Position 
•  Velocity 
•  Color 
•  Lifetime 
•  Age  
•  Shape 
•  Size 
•  Transparency

MULTIPLE CAPTIONS



CAPTIONS OBJECT BASED

Particle Objects 
• Emitter 
• Manager



CAPTIONS FIXED TO SPEAKER

https://www.chxr.org/360/



STACKING (COLLISIONS)

https://www.chxr.org/360/



RESPONSIVE (CUSTOMIZATION)

https://www.chxr.org/360/



GUIDING MECHANISMS



OTHER EDITORS: FADER

https://app.getfader.com/



EYE-TRACKING TECHNOLOGY
Built-in and now available to the consumer



• Conventional eye trackers need a clear view of the users eyes 
• Traditional eye tracking is done in a fixed position in 2D 
• After market eye tracking for HMDs is clunky!

HOW TO DO TRACKING IN 360



HTC VIVE PRO EYE



120Hz Eye tracking

HTC VIVE PRO EYE



• SDK from Vive 
• Track eye and lip movements, mainly for avatar animation 
• SDK icon in notification shows current eye tracking status 
• Plugins for Unreal and Unity are included

SRANIPAL SDK & API



• Gaze origin mm 
• Gaze direction normalized 
• Pupil diameter mm 
• Eye openness 
• Pupil position in sensor area 

• … for both eyes

KEY DATA





ARCHITECTURE

Data Manager
90Hz Unity Test 

Recorder Unity Playback / 
Analyser

120Hz Thread 
Capture Eye 

Tracking Data

Head Orientation

Video Position

Eye Data

Caption State

Head Orientation

Video Position

Eye Data

Caption State

File 
Management

Caption 
Manager



APPLICATIONS
Testing with users



•Define and obtain the material (360º videos) 
•Design the questionnaires 
•Elaborate subtitles (2 different visualisation modes) 
•Chris Hughes web-based editor and player 
•Test the experiment set-up in Unity

EXPERIMENTAL DESIGN



• 2 different videos 
• Arab video 
• Multi-language video 

• 2 subtitle position 
• Head-locked 
• Fixed 

• 2 colour 
• B&W for all speakers 
• Unique color for each 

speaker

2 X 2 X 2  DESIGN



1. Inform user and sign consent form 
2. Answer demographic questionnaire 
3. Watch the first video 
4. Answer brief after-movie questionnaire 

(task-load and comprehension) 
5. Watch the second video 
6. Answer brief after-movie questionnaire 

(task-load and comprehension) 
7. Answer brief preference questionnaire 

comparing both videos

DATA COLLECTION METHOD



Arab video - head-locked - Colour

THE MATERIAL



THE MATERIAL
Arab video - fixed - b&w



EXAMPLE (PRELIMINARY) DATA ANALYSIS
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F(1,14)= 13.24, p<0.01

Scene vs. Subtitles

• Participants spent 
more time exploring 
the scene than reading 
the subtitles



EXAMPLE (PRELIMINARY) DATA ANALYSIS
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F(1,14)= 35.54, p<0.01

• Head-Locked subtitles 
draw about as much 
visual attention as 
scene 

• Fixed subtitles afford 
greater scene 
exploration



CONCLUSIONS
What’s next?



User tests yield limited results 

Unless you can put a working product in front of them 
•Paper prototypes may cause confusion 
•Often lead to users saying they prefer what they already have 

In this area many technologies pose a learning challenge 
•Difficult to ask a user to evaluate prototype when learning 

Need to combine questionnaires and/or focus groups with new 
techniques like eye tracking to measure user behavior

WHAT HAVE WE LEARNED?
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QUESTIONS? 
COMMENTS? 
THOUGHTS? 


