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Abstract
1. Spatial (conservation) prioritization integrates data on the distributions of bio-

diversity, costs and threats. It produces spatial priority maps that can support 
ecologically well- informed land use planning in general, including applications 
in environmental impact avoidance outside protected areas. Here we describe 
novel methods that significantly increase the utility of spatial priority ranking in 
large analyses and with interactive planning.

2. Methodologically, we describe a novel algorithm for implementing spatial prior-
ity ranking, novel alternatives for balancing between biodiversity features, fast 
tiled FFT transforms for connectivity calculations based on dispersal kernels, 
and a novel analysis output, the flexibility map.

3. Marking by N the number of landscape elements with data, the new prioriti-
zation algorithm has time scaling of less than Nlog2N instead of the N2 of its 
predecessor. We illustrate feasible computation times with data up to billions of 
elements in size, implying capacity for global analysis at a resolution higher than 
0.25 km2, or close to 1- ha resolution for a continent.

4. The algorithmic improvements described here bring about improved capacity to 
implement decision support for real- world spatial conservation planning prob-
lems. The methods described here will be at the technical core of forthcoming 
software releases.

K E Y W O R D S
algorithm, ecological impact avoidance, land use planning, site selection, spatial conservation 
prioritization, spatial priority ranking, systematic conservation planning, zonation 5 release 
candidate

1  |  INTRODUC TION

Spatial (conservation) prioritization is a tool used to identify prior-
ity areas for biodiversity conservation, included as a technical step 

within the framework of systematic conservation planning (Kukkala 
& Moilanen, 2013; Margules & Sarkar, 2007; McIntosh et al., 2017). 
Spatial prioritization integrates spatial data about the distributions 
of biodiversity features (species, habitat types, etc.), ecosystem 
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services, land cost, human- induced pressures on biodiversity 
(threats), effects and costs of conservation interventions, and admin-
istrative restrictions such as land availability and ownership and the 
present protected area network. Kujala, Lahoz- Monfort, et al. (2018) 
and Kujala, Moilanen, and Gordon (2018) summarize how these dif-
ferent data types impact priorities. Specific uses of spatial prioriti-
zation include but are not limited to the following: (a) protected area 
network design, (b) planning for protected area network expansion, 
(c) protected area network evaluation, (d) the evaluation of impacts 
from development, (e) planning for ecological impact avoidance,  
(f) spatial planning for habitat restoration and/or maintenance, 
which can also inform biodiversity offsetting, (g) decision support 
for land use zoning, and (h) support for ecologically based land use 
planning in general.

With the increased availability of large high- resolution data and 
demand for their use in spatial planning (Wyborn & Evans, 2021), 
there is a need for conservation planning tools that can operate 
with very large biodiversity datasets with short processing times. 
It should be possible to use high- resolution data at native resolu-
tion, updates of large analysis sets should not be overly cumbersome 
computationally and interactive planning with stakeholders should 
be enabled. Here we present a new efficient optimization algo-
rithm, which finds priority area solutions in large biodiversity data-
sets much faster than its predecessors. We describe this algorithm 
through the existing conservation planning software and concept 
Zonation.

Beginning from Moilanen et al. (2005), the Zonation family of 
software implements a set of methods for spatial prioritization, or 
spatial priority ranking on high- dimensional landscapes. Since then, 
these methods have been applied across the terrestrial, marine and 
freshwater realms, from local to global extents, for a broad variety 
of purposes, and on data ranging up to tens of thousands of biodi-
versity features and low hundreds of millions of grid cells with in-
formation. The approach converts general principles from ecology 
and conservation biology into computational form, including such 
as (a) more conservation coverage is better than less, (b) high local 
occurrence levels for features are preferable to low levels, (c) hab-
itat quality and connectivity are both desirable, (d) there needs to 
be a sensible balance between features, implied by concepts such 
as complementarity, comprehensiveness, representativeness and 
adequacy (see Kukkala & Moilanen, 2013 for review), (e) solutions 
need to be cost/area- efficient (effective), and (f) minimizing loss 
maximizes what will remain (Lehtomäki & Moilanen, 2013; Moilanen 
et al., 2005, 2011). Maybe the single defining characteristic of a pri-
ority ranking is that the spatial solution is an emergent property of 
data and the generic rules implemented in the prioritization process. 
This is very different from the so- called target- based planning, in 
which a requirement (target) is a priori assigned for each biodiversity 
feature after which a minimum cost solution is sought for the opti-
mization problem (Watts et al., 2009).

Methodologically, the present study includes the description of a 
new spatial priority ranking algorithm and new methods for balanc-
ing conservation resource- allocation between biodiversity features, 

and a new useful output, the flexibility map. A significantly improved 
capacity to analyse high- dimensional problems is demonstrated, 
which brings the ability to do on- the- fly analyses in co- creation 
workshops with stakeholders.

2  |  MATERIAL S AND METHODS

The following material can be understood with some familiarity 
about the two main Zonation outputs, the priority rank map and per-
formance curves associated with it; please see Figures S1– S4.

To briefly introduce terminology, the priority rank map is a map 
in which all grid cells of the landscape are ranked in order of (con-
servation) priority as it emerges based on data and analysis settings 
(Figure S1). The directly linked feature- specific performance curves 
describe conservation coverage achievable for each feature for any 
selected top ranked fraction of the landscape (Figure S2), as deter-
mined by the rank map. The average performance curve summa-
rizes information about mean (conservation) coverage achievable  
(Figure S3). The distribution of coverage across features can also be 
shown as a histogram at a selected fraction of the priority ranking 
(Figure S4). Detailed information can be extracted for specific areas 
of interest. For recent applications and additional references, please 
see, for example, Lehtomäki et al. (2019), Jalkanen, Toivonen, and 
Moilanen (2020) and Virtanen et al. (2018), which also describes the 
Finnish marine data used here. Notably, Zonation analysis serves 
both targeting of conservation (high priority areas) and targeting 
of ecological impact avoidance (low- priority areas, see Kareksela 
et al., 2013). Table 1 summarizes notation and simple relationships 
used throughout the methods.

2.1  |  Novel priority ranking algorithm

The traditional Zonation meta- algorithm has operated so that rank-
ing (a) starts from the full landscape, that is, all grid cells with data. 
Then, iteratively, (b) marginal loss of biodiversity caused by the loss 
of each site is evaluated for all remaining grid cells, (c) those cells 
leading to lowest losses are removed from the remaining landscape, 
giving them their rank, (d) what is remaining for features is updated 
(Moilanen et al., 2005, 2011). Steps (b)– (d) are iterated until nothing 
remains and the priority ranking is complete. In the resulting prior-
ity rank map, priority is defined by the removal order, with the most 
important grid cells for the (conservation) objective being removed 
and ranked last.

While easy to understand, this meta- algorithm has the disad-
vantage of N2 time scaling, which in our experience starts to be-
come an issue when the effective dimension (i.e. number of spatial 
elements with data), N, of the landscape goes into the high tens of 
millions of grid cells or above. Here we introduce a novel ranking 
algorithm that produces effectively the same result in terms of 
utility for conservation planning, but has advantageous compu-
tational properties that allow orders of magnitude larger analysis 
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and fast interactive use. We call the new algorithm ‘iterative con-
ditional sort’.

Heuristically put, the iterative conditional sort is about finding a 
rank order of grid cells, in which the marginal loss for cells increases (or 
does not decrease) through the ranking. The complication is that the 
order of cells itself influences marginal losses via changes in feature 
coverages. Put in a simplified manner, (a) an order is proposed, (b) this 
ranking is evaluated conditional on the given order, which produces 
the so- called conditional marginal loss values for cells, and (c) cells are 
reordered according to this conditional marginal loss measure. (d) The 
cycle of conditional evaluation and reordering (re- ranking) is iterated 
until the ordering achieves convergence according to an error measure 
derived from the ranking. This development in the meta- algorithm is 
purely technical and aims at computational efficiency rather than at a 
solution that has different ecological characteristics.

The ranking algorithm below is a meta- algorithm, because an in-
tegral component— the marginal loss calculation— has multiple alter-
natives (sub- algorithms) that can be inserted into the meta- algorithm 
(Section 2.3).

New Zonation prioritization meta- algorithm: Iterative conditional 
sort

PART I: Initialization

1. Set iteration index t = 0. Calculate aggregate marginal loss 
Mi for all sites i. As a starting point, we set Mi

(0) to the 
weighted range- size rarity of the grid cell (Section 2.3; Veach 
et al., 2017).

2. Sort sites i into ascending order based on their Mi
(0)- values that 

were just calculated: this produces the first sorted vector of site 
indexes, marked here by S(0). Set t = t + 1.

Technically, it is key that the sort can be implemented using a very 
fast sort algorithm with time complexity of Nlog2N or less, included in 
the C++ standard library. The next step is a conditional sort operation 
that is iterated until sufficient convergence. Here, conditional means 
that marginal values for cells are recalculated conditional on the spe-
cific order proposed by vector S(t).

PART II: Iteration
We mark by i(s, t) the index of the site at position s in vector S(t), 

with s = 1, 2, …, Nc. (Nc = number of cells with data.) For convenience, 
mark by s(i, t) position of site i in S(t).

3. Generate a new vector of Mi- values that are now conditional 
on the present ordering, M(t)[S(t−1)]. First, set feature- specific 
fraction of occurrences remaining, rj, to that in the full land-
scape for each feature j. Then, go through the full vector S(t−1) 
in increasing order of rank:

FOR s = 1, 2, 3, …, Nc, DO

3.1 For each rank position s, take the index of the site k = i(s, t − 1), 
evaluate conditional marginal loss for grid cell k (Section 2.3) and 
mark this quantity mk.

3.2 Set Mk
(t)[S(t−1)] = mk.

3.3 Link in the occurrence levels of features in grid cells. Reduce 
feature- specific occurrences following hypothetical loss of site k, 
set rj = rj − pjk, for all features j occurring in cell k. Values in vector 
M(t) thus become dependent on the order of sites in the order pro-
posed by the previous iteration, S(t−1).
PART III: Check for convergence

4. We check for convergence by investigating the mean error, 
Err(t), of the conditional marginal loss vector, M(t). The condi-
tion for no error is that marginal losses have been ordered 
into a non- decreasing manner. Hence, we accumulate the mean 
error of the ranking through all cells s, comparing marginal 
losses for pairs of cells, marked k and n, in sequential posi-
tions s and s + 1 in the ranking:

Error is only accumulated for pairs of grid cells that are not ordered 
correctly according to the non- decreasing criterion. The sum of mar-
ginal loss components for positively and negatively weighted layers 
is used to scale the magnitude of cell- specific error observed.

5. We used a default requirement that Err(t) should be less than 
0.01%. If the sort has converged to this degree, end the itera-
tive sort and move to outputting prioritization results. If the 
sort has not converged, then produce the new sorted rank 
vector S(t) by sorting sites into ascending order of the vector 
M(t), set t = t + 1, and return to step (3).

Err (t) =
1

Nc−1

NC−1�
s=1

⎧⎪⎨⎪⎩

0, ifM(t)
n
≥M

(t)

k

M
(t)

k
−M

(t)
n

M
(t)

kP
+M

(t)

kN

, ifM(t)
n
<M

(t)

k

.

TA B L E  1  Symbols

Symbol Explanation

i Index for grid cell

j Index for feature (species, habitat type, etc.)

wj Weight of feature j

oij Original occurrence level of feature j in grid cell i in 
the input matrix (raster layer for the feature)

pij Is pij, the fraction of occurrences of feature j in cell i, 
pij = oij/∑i oij

rij Fraction of remaining occurrences of feature j in cell 
i, rij = pij/rj

rj Fraction of occurrences remaining for feature j at a 
specific stage of the ranking

p- norm Generalized expression for length of vector in 
multidimensional space. The p- norm of a 
vector x = (x1, x2, ..., xn) of length n is defined as 
‖x‖p =

�∑n

i=1
��xi��p

�1∕p

Mi, MiP, MiN Aggregate marginal loss from the removal of grid 
cell i from under ‘conservation’. Mi = MiP − MiN, in 
which MiP is aggregate marginal loss for positively 
weighted features (species) and MiN is aggregate 
marginal loss for negatively weighted features 
(opposing factors, opportunity costs, etc.)
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Heuristically put, each iteration cells with marginal losses that are 
high (low) given the position of the cell in the ranking move up 
(down) in the ranking. Over several iterations, the priority ranking 
reorganizes so that discrepancies become reduced, cells start to 
move less in the ranking, and the order stabilizes according to the 
convergence criterion.

2.2  |  Novel options for balancing between 
(biodiversity) features

The method used to aggregate the marginal loss of conservation 
value across features is an integral part of spatial prioritization (in 
Section 3 of the meta- algorithm above). It is this mechanism that 
maintains the balance between features through ranking, or in the 
terminology of systematic conservation planning, complementarity 
(Kukkala & Moilanen, 2013; Williams, 2001).

There is no single unique way that a priority ranking should nec-
essarily be developed in terms of the balance between features. The 
two main methods for maintaining balance in Zonation- style spatial 
prioritization have been core- area analysis (Moilanen et al., 2005) 
and the additive benefit function, which utilizes feature- specific 
species– area curves (Moilanen, 2007; Moilanen et al., 2011). Of 
these, the latter may find rankings with higher mean coverage across 
features, but with the cost of lowered coverage for the worst- off 
features. Here we introduce three new and useful methods for the 
aggregation of marginal loss.

Novel p- norm variants: CAZ1, CAZ2, and CAZP.
We introduce a family of novel alternatives for the marginal loss 

rule based on a p- norm of the weighted fraction of feature distri-
bution remaining in the cell being evaluated. The p- norm is a basic 
mathematical expression for a generalized length measure of a vec-
tor (see e.g. Horn & Johnson, 1990). Here, it is used to aggregate 
the marginal loss of biodiversity across features when a grid cell is 
hypothetically lost. Technically, the p- norm of a vector x = (x1, x2, ..., 
xn) of length n is defined as ‖x‖p =

�∑n

i=1
��xi��p

�1∕p.
Here, the elements of vector x of the generic norm expression 

need to be replaced with application- specific elements, feature- 
specific fraction remaining in the cell, rij, with the index running 
across features j. With feature weights included, the expression 
we used for marginal loss of cell i becomes Mi =

�∑n

j=1

���wjrij
���
p � 1

p. 
Absolute values of weights are used due to how positively weighted 
and negatively weighted features are combined in analysis, de-
scribed in the next section.

Certain variants of the p- norm are well- known quantities (see 
Horn & Johnson, 1990). The so- called L1 norm, with p = 1, is simply 
the sum of the elements of the vector, also called the ‘city block’ 
distance. Here, the L1 norm is tagged CAZ1, Mi = ∑ j(wjrij), which is 
the weighted range- size rarity calculation common in spatial ecology 
(Veach et al., 2017).

Having p = ∞ produces the so- called infinity norm, which is 
technically the same as picking the maximum element of the vector 
containing elements wjrij. This is the same as previous core- area 

analysis (Moilanen et al., 2005), here called by CAZMAX. The 
L2 norm (here CAZ2), with p = 2, is the straight- line distance or 
Euclidean distance, technically the square root of the sum of 
squares of the elements.

For completeness, there is the option CAZP, in which the param-
eter p can be chosen (p ≥ 1). The higher the value of parameter p, the 
more emphasis is given to the individual feature(s) with the highest 
weighted fractions of their remaining distributions in the grid cell 
(wjrij). As they are special cases, optimized implementations were 
used for the L1, L2 and infinity norms.

2.3  |  Treatment of negatively versus positively 
weighted features

We also introduce modified equations for the treatment of posi-
tively and negatively weighted features: clarified mathematical 
symmetry is introduced for features that oppose conservation (op-
portunity costs, invasive species, etc.) and ecologically desirable 
features (species, habitats, ecosystem services, etc.). The following 
formulations apply irrespective of the marginal loss method used.

For positively weighted features the aim is to maintain them to 
the top ranks of the prioritization efficiently and in a balanced man-
ner. Hence, the basic quantity of interest is fraction remaining in the 
focal cell (Table 1), rij = pij/rj. For negatively weighted features, the 
aim is to remove them in the low ranks, likewise efficiently and in a 
balanced manner. Hence, to introduce this symmetry, comparison 
is not to remaining rj but to that removed already, pij/(1 − rj + pij). In 
the context of reducing opportunity costs, the interpretation would 
be fractional addition to opportunity. The total marginal loss for cell 
i is then calculated as Mi = MiP − MiN, in which MiP and MiN are the 
marginal loss aggregates for positively and negatively weighted fea-
tures, respectively. When calculating MiN for negatively weighted 
features, absolute values of weights |wj| are used so that roots need 
not be taken of negative quantities; the negative is simply moved out 
in front, as −MiN.

A final complication with positively and negatively weighted fea-
tures is when direct costs (of conservation) are used in prioritiza-
tion, aiming at cost- efficiency. Best areas for conservation have high 
biodiversity, low opposing factors and low direct cost of conser-
vation. Best areas for other uses are the opposite. This is achieved 
by using direct cost to modify aggregate marginal loss as follows: 
Mi = MiP/ci − ci MiN, in which ci is the normalized conservation cost of 
cell i, that is, original cost divided by mean cost across the landscape. 
Normalization is used to avoid implicit change in the relative weights 
of positively and negatively weighted features.

2.4  |  Flexibility map

The Zonation priority ranking orders the grid cells of the land-
scape linearly in a rank from 0 to 1. Here we describe an additional 
result, the flexibility map, which helps with the interpretation of 
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the ranking. Heuristically expressed, the flexibility map investi-
gates how much could each grid cell’s rank value move up or down 
the ranking without meaningful loss in the quality of the ranking. 
The relevance of this map is easy to understand in the context of 
data that has large areas of equal values for features. If, for ex-
ample, 30% of the grid cells are identical in feature occurrences, 
then (barring other factors such as connectivity) these cells can 
be ordered in any order without loss of performance of the rank-
ing. On the other hand, some highly ranked areas may be unique 
in the sense that their ranking could not be decreased without 
loss of quality of the ranking at large. Overall, the motivation for 
calculating the flexibility map is to identify areas for which alter-
natives most likely exist and areas that cannot really be replaced 
without loss. Conceptually, this calculation is related to the con-
cept irreplaceability, but we do not use that term here, because 
technically the present calculation is nothing like the irreplaceabil-
ity calculations found in spatial prioritization literature (Kukkala & 
Moilanen, 2013).

We calculate flexibility based on the converged priority 
ranking and the MiP and MiN components of the conditional mar-
ginal loss vector. Table 2 illustrates flexibility together with the 
ranking.

1. First, we set a threshold to how much suboptimality is allowed 
for the position of a grid cell: we used maximum error of 
ε = 2% for illustration.

2. Then each grid cell i is moved iteratively both up and down the 
priority ranking while investigating how much out of place the cell 
would be in the new hypothetical position.

2.1. The feasibility of the move is verified by comparison between (a) 
the conditional marginal loss of the focal cell i in the hypothetical 
position of the ranking and (b) the marginal loss of the cell that 
was originally ranked to that position. If these numbers differ by 
less than ε%, then the move is allowed and a position further out 
is tested. This operation results in two quantities: rank_up(ε, i) 
and rank_down(ε, i).

TA B L E  2  Illustration of priority ranking and flexibility with an extremely simplified case of a landscape of five areas, two features 
(both equally weighted) and the CAZ1 measure. Input occurrence levels for features are normalized and an unconditional marginal loss is 
calculated for each area (grid cell), which produces the initial ranking. After convergence, areas have been ranked in the order of increasing 
conditional marginal loss, the calculation of which utilizes feature- specific information about the fraction of distribution remaining through 
the ranking. Flexibility calculation is shown for one area only, #2. It turns out to have high error if moved to ranks 1, 2 or 5 in the ranking, but 
at position 3 it would have zero error, which is trivially observed as areas #2 and #4 have identical occurrence levels for features. Assuming 
an allowable error level of 2%, only areas #2 and #4 have flexibility, they could each be moved 1/5 (20%) in the ranking. None of the other 
areas could be moved without the hypothetical marginal loss being over 2% out of place

1. Initial state

Area number (ID)

Occurrence levels for 
features

Normalized occurrence 
levels Unconditional ranking (low 1 to high 5)

#1 #2 #1 #2 Marginal loss Rank

1 3 5 0.3 0.5 0.8 5

2 2 2 0.2 0.2 0.4 3– 4 (tied)

3 0 1 0 0.1 0.1 1

4 2 2 0.2 0.2 0.4 3– 4 (tied)

5 3 0 0.3 0.0 0.3 2

2. State following converged iteration

Rank order

Converged 
rank order 
(area IDs)

Remaining for 
feature (curves)

Converged conditional 
marginal loss (CAZ1)

Flexibility for area #2 (4th in the ranking)

Move acceptable#1 #2
Hypothetical marginal 
loss Error fraction; %

1 (low) 3 1.0 1.0 0.1/1.0 = 0.1 0.4 (0.4– 0.1)/0.1; 
300%

No

2 5 1.0 0.9 0.3/1.0 = 0.3 0.422 (0.422– 0.3)/0.3; 
41%

No

3 4 0.7 0.9 0.2/0.7 + 0.2/0.9 = 0.51 0.51 (0.51– 0.51)/0.51; 
0%

Yes; 20% down

4 2 0.5 0.7 0.2/0.5 + 0.2/0.7 = 0.69 Focal cell, no error 0% NA

5 (high) 1 0.3 0.5 0.3/0.3 + 0.5/0.5 = 2 0.2/0.3 + 0.2/0.5 = 1.07 (2– 1.07)/2; 47% No

Final 0.0 0.0
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2.2. We say the flexibility, Fi, of grid cell i is the length of the interval 
inside the cell could be moved without breaking the error level 
allowed Fi = rank_up(ε, i) − rank_down(ε, i).

The flexibility measure scales between zero, for a cell that cannot 
move at all without breaking the error level ε, and 1.0, for a cell that 
could travel up and down the entire length of the ranking. Returning 
to the hypothetical example above, all cells in the 30% area with equal 
feature occurrence levels could freely travel inside that 30% block 
without loss of quality, meaning that those cells would be identified 
with a flexibility of at least 30%. Flexibility can of course be trivially 
investigated in one direction only, up or down, if that is preferable for 
the analysis need.

A key in the evaluation of each hypothetical move is that dif-
ferent grid cells have different features in them. Hence, the mar-
ginal loss for a cell in a hypothetical position is evaluated using 
the feature occurrence levels of the cell itself and coverage levels 
at the hypothetical position. The calculation is a time- efficient 
one pass calculation when positions for rank_up(ε, i) and rank_
down(ε, i) are identified using some computationally efficient 
search method.

2.5  |  Tiled FFT computations for fast connectivity 
calculations

Several connectivity methods of Zonation have been based on ra-
dially symmetric, declining by distance dispersal kernels, commonly 
used in metapopulation biology (see Lehtomäki & Moilanen, 2013 
for references). Here we tested the performance of connectivity cal-
culation via tiled Fast Fourier Transforms (FFT) for large landscapes. 
The use of tiling is based on the following observations. (a) Species 
typically have limited dispersal distances, which are very short com-
pared to the length of a continent or even a country. (b) The far tail 
of the dispersal kernel becomes so thin it can be truncated, to, for 
example, five standard deviations for a two- dimensional normal 
distribution, without effectively any loss of ecological relevance. 
Consequently, connectivity can be calculated on small overlapping 
tiles. Doing so is computationally advantageous compared to always 
doing full- landscape connectivity calculations in which all grid cells 
are connected to all other grid cells irrespective of landscape size 
and the truncated width of the dispersal kernel. As a further time 
saving device allowed by tiling, if the feature does not occur in the 
tile at all, computation can be skipped completely, as connectivity 
is zero.

2.6  |  Memory- saving devices, quantization of input 
feature distributions and run length coding

It is well known that ecological observations have inaccura-
cies and that predictions of statistical species distribution mod-
els have significant errors. On the other hand, statistical models 

output predictions with high precision, commonly with 16 decimal 
places. Consequently, we have implemented and tested a memory 
saving device based on quantization of data to lower numerical 
resolution.

Typically, computers store numbers as single- precision floating 
point values (6– 9 significant digits) or double- precision numbers 
(15– 17 significant digits). These data types require 4 and 8 bytes of 
data for storage, respectively. If numerical resolution is lowered to 2 
or 1 bytes (16 or 8 bits), 50% or 75% of memory is saved compared 
to single- precision floats. Effectively, 8- bit quantization takes the 
range of occurrence levels of an input layer and divides that range 
into 28 = 256 bins into which inputs are assigned. The use of 256 
bins corresponds to a maximum quantization error per pixel of 0.
5 × 1/256 = 0.5 × 0.004 = 0.195%. This is order(s) of magnitude 
less than a typical expected modelling error. For comparison, thresh-
olding corresponds to 1- bit quantization with a maximum error of 
50% per pixel, and thresholded data have been commonly used in 
spatial analysis during the past decades. We tested the hypothesis 
that 8- bit quantization should not influence a priority ranking to any 
significant degree.

We paired quantization with a standard lossless data compres-
sion technique from computer science, run length coding, which 
codes sequences of identical numbers as data value and count in-
stead of repeating the original value, which massively compresses 
sparse data. Memory usages reported below include the effects of 
both quantization and run length coding.

2.7  |  Data for illustrative examples

We tested the computational properties of the new algorithm using 
two empirical datasets. The first data are for the Finnish marine areas 
(Virtanen et al., 2018), for which species and habitat distributions 
were available at 20 m native resolution as well as aggregated to 40 
and 100 m grid cell resolution. These datasets have 204,501,900, 
51,447,742 and 8,179,875 grid cells with data, respectively. The ma-
trix size of the native resolution data is 24,100 × 38,076, which is 
large enough that Zonation 4 cannot perform connectivity trans-
forms on it. The marine data were also resampled to 10 and 5 m 
resolutions to test operations on extremely high- dimensional data; 
the effective numbers of spatial elements for these data are approxi-
mately 818 million and 3.27 billion.

The second data are for Greater Hunter, New South Wales, 
Australia. These include distribution maps for 504 species (am-
phibians, birds, mammals, plants and reptiles) and 20 threatened 
ecological communities at 100 m resolution (Kujala et al., 2015). 
The data were further resampled to 200 and 50 m resolutions, 
with the three sets having 603,370, 2,413,196 and 9,652,784 
grid cells with data, when going from the lowest to highest 
resolution.

We illustrate the new flexibility map feature using a dataset 
well suited for the purpose: suitability of urban areas for 10 taxa 
in the Helsinki metropolitan area, Finland (Jalkanen, Vierikko, & 
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Moilanen, 2020). A notable feature of the dataset is that ecologically 
low- value impermeable surfaces (asphalt; about 30% of the urban 
area) were included in suitability maps, to maintain full coverage of 
the metropolitan area.

The identities of these datasets make little difference for test-
ing. From the perspective of computation, what matters is the ma-
trix size, the effective number of elements and the number of data 
layers.

3  |  RESULTS

We investigate the convergence of the new meta- algorithm and the 
speed and memory usage of the new computational methods ver-
sus Zonation 4. Speed and memory usage are important, because 
computational load limits the size of analysis that is feasible to im-
plement, with relevance to high- resolution national, continental and 
global analyses.

3.1  |  Meta- algorithm convergence

We tested the convergence of the new meta- algorithm by applying 
Zonation 4 (old meta- algorithm) and the proposed methods on the 
same datasets (low- resolution versions of the Finnish marine and 
Greater Hunter datasets), using those marginal loss rules that are 
available in both, ABF and CAZMAX. It was verified that both the 
old and new meta- algorithms find effectively the same result: the 
rank correlation between solutions from alternative algorithms var-
ied from 98.18% to 99.97% for the 8- bit quantized occurrence data 
and from 99.99% to 99.9998% with 16- bit quantized data. Given the 
typical use of a full priority ranking, this is close enough given that (a) 
the meta- algorithms are completely different, (b) ties in data are re-
solved differently, (c) Zonation 4 was using an acceleration factor of 
approximately 0.06% of pixel count (that many pixels were removed 
and ranked in one iteration), (d) present analyses were run on quan-
tized (compressed) pixel- level data, (e) Zonation 4 uses a derivative- 
based approximation in ABF, whereas the present implementation 
does not (see Moilanen 2007).

3.2  |  Performance, speed and memory 
usage of the novel meta- algorithm

Figure 1 shows the performance of the new prioritization meta- 
algorithm and tiled FFT computations as a function of problem size. 
As expected, computation time increases close to linearly as a func-
tion of feature count (Figure 1a). The scaling of computation time 
as a function of effective number of grid cells is lower than Nlog2N 
(Figure 1b), which is a major improvement from the N2 for the old 
version of the meta- algorithm. FFT- based kernel connectivity cal-
culations run in seconds or minutes per layer (Figure 1c), which is at 
least an order of magnitude faster than before. Also, the transforms 

can work on landscapes in the order of billions of elements where 
Zonation 4 was capped at 1 billion elements for the input matrix size.

It was found that the speed difference between the present and 
past implementation of the prioritization algorithm increased with 
problem size, as expected. For example, the ratio of total compu-
tation times was 23.0 for the 100 m marine data and 136.6 for the 
20 m marine data, which was the largest data that could be com-
puted using Zonation 4. Overall, depending on data and using the 
current convergence settings, the total computation time used by 
the proposed methods ranged from 0.5% to 4.5% of that used by 
Zonation 4.

In addition to computational speed, memory usage may limit 
the size of a problem that can be analysed. Memory usage is case 
specific, depending on the average coverage of features across the 
landscape. Of the present data, the Greater Hunter data have statis-
tical distribution models for species with relatively widespread oc-
currences predicted. With the 100- m Greater Hunter data, memory 
usage of proposed methods was 37% of that used by Zonation 4. 
With the 40- m marine data, in which species are less widespread, 
the memory demand of proposed methods was approximately 8.2% 
of Zonation 4.

3.3  |  New marginal loss rules

Testing the new marginal loss rules, we confirmed that average 
performance is negatively correlated with the performance of the 
worst- off features: marginal loss rules that perform best on aver-
age (ABF & CAZ1) do less well in the tails than CAZ2 and CAZMAX 
(Figure 2). The new methods, CAZ1 and CAZ2, do well with this data, 
with relatively minor reduction in mean performance for significant 
gains in the lower tail of performance.

3.4  |  Flexibility map

Figure 3 illustrates the flexibility map. Figure 3a shows the priority 
rank, in which a North– South gradient can be seen through areas 
with largely impermeable surfaces. These areas are equal in terms 
of biodiversity. Hence, the gradient emerges only because areas 
must by definition be ordered in a ranking. Figure 3b, the flexibility 
map calculated at 2% maximum error level, shows that the ranking in 
these areas is indeed very flexible, that is, cell ranks could be altered 
with hardly any impact on the quality of the ranking. Figure 3c,d 
shows flexibility up (3c) or down (3d) in ranks.

4  |  DISCUSSION

This study describes major algorithmic developments in the subfield 
of conservation biology, spatial prioritization. These include a new 
priority ranking algorithm, novel ways of balancing trade- off be-
tween many features, more sophisticated kernel- based connectivity 
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calculations, memory saving techniques and the flexibility map. 
The motivation for this work arose from the observation that high- 
resolution (e.g. 1 ha) national scale analyses started to become im-
possible, when the effective data size went up to 50– 100 million grid 
cells with data (e.g. Virtanen et al., 2018). Large data imply lots of 
data to add to and to find errors from, inevitably leading to many 
repeats of potentially complicated analysis sets including, for exam-
ple, variants with and without costs, with and without connectivity, 
for major taxa together and separately, etc. Clearly, being able to do 
analyses with much smaller computational resources would provide 
real operational advantages.

The proposed methods provide several advantages compared 
to methods previously available (Lehtomäki & Moilanen, 2013; 
Moilanen et al., 2005, 2011). (a) Analysis will be possible at a much 
higher spatial resolution than before, which links more directly to 
on the ground planning and reduces need to lose information via 
spatial aggregation, (b) development of analysis sets on very large 
problems becomes much more feasible than before, (c) the computa-
tional speed of the new algorithm may support interactive planning 

in working groups even for moderately large problems (Figure 1), and 
(d) the novel marginal loss rules described here. (e) Also, the new 
flexibility map facilitates interpretation of the strength of the pri-
ority pattern, allowing identification where the ranking is relatively 
flexible and where it is not. Effectively, these advances translate into 
major improvements in real- world planning capacity.

With respect to the flexibility map (Figure 3), the following inter-
pretations would be useful commonly. If the area has high rank and 
little flexibility down, the area is certain to be good for conservation. 
If the area has low rank and little flexibility up, the area is a good 
candidate for impact avoidance— but with the assumption that un-
derlying data are good.

With respect to the new marginal loss rules, differences be-
tween their results would depend on the dataset, namely the 
nestedness hierarchy of the features (species): are there many en-
vironments in analysis and do richness and rarity correlate strongly 
or not? Nevertheless, based on present results, CAZ1 and CAZ2 
show good performance compared to the previously available 
ABF and CAZMAX, when looking at the trade- off between mean 

F I G U R E  1  Algorithm performance using subsets or versions of the Finnish marine (a– c) and greater hunter (d– f) datasets. (a) and (d), 
scaling of computation time for full analysis as a function of feature layers, mean of five randomly selected sets of layers from the full data. 
(B) and (E), scaling of computation time used in the priority ranking, as a function of the effective number of grid cells with data in the 
landscape, N. A Nlog2N function is plotted for comparison, scaled to start from the same starting point. (c) and (f), scaling of computation 
time used for the tiled FFT transform of one layer. As a consequence of the tiled transform structure, computation time increases with the 
truncated width of the dispersal kernel
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F I G U R E  2  Illustrating differences 
between marginal loss rules by histograms 
of feature coverage. The histograms show 
counts of species at different levels of 
coverage inside the highest ranked 25% 
of the greater hunter study area. (a) ABF, 
(b) CAZ1, (c) CAZ2 and (d) CAZMAX. The 
mean, median and minimum coverage 
levels have been marked into each panel

F I G U R E  3  Illustrating flexibility with 
an analysis from the Helsinki capital 
district in Finland (Jalkanen, Vierikko, & 
Moilanen, 2020). This area has a large, 
mostly built, low value area, which shows 
high flexibility. (a) Priority rank map, (b) 
total flexibility map, (c) flexibility up, (d) 
flexibility down
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coverage and performance in the lower tail of the coverage distri-
bution (Figure 2).

We showed that the time used in analysis scales approximately 
linearly as a function of feature count. The time used by the new 
ranking algorithm scales as faster than Nlog2N, as function of 
effective number of elements with data (N), compared to N2 in 
Zonation 4. This makes a major difference when data size rises to 
tens of millions, hundreds of millions or billions of grid cells with 
data. For example, our tests show a run time of 333 min for an 
analysis with 177 feature layers, an effective landscape size of 
818 million grid cells inside a matrix of dimension 48,200 × 76,152 
(3.7 billion elements), and with connectivity calculations up to a 
2 km distance applied on all layers. Dimensionally, this analysis 
corresponds to high- resolution continental- scale analysis and 
would have been impossible using previous implementations of 
spatial prioritization (in Zonation 4). The new algorithm together 
with technical solutions enables analyses of 10– 50× the size that 
has been conveniently possible before (Virtanen et al., 2018). 
Analysis limitations have recently been observed by Wyborn and 
Evans (2021), who observe that many global analyses are not fully 
useful in local decision- making because of heavy data aggregation 
during analysis.

Because of a compressed main data structure and tiled FFT 
transforms, the memory usage of the proposed methods is with 
large problems in the order of 10% of that of Zonation 4, which 
indicates that the same computer will run a significantly larger 
analysis than would have been possible before. The difference in 
memory usage is explained by the computational techniques used, 
namely, data compression using run length coding and quantization 
of occurrence data. These savings in memory usage suggest that 
continental or global analyses, in which species typically occur in 
small parts of the area, would compress massively compared to past 
implementations.

To conclude, the present developments improve significantly the 
capacity of conservation science to address high- dimensional spatial 
(conservation) planning problems using balanced priority ranking. 
Methods described here are to be released in a forthcoming soft-
ware release, which will also include many further developments of 
less methodological nature.
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