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Obligatory integration of face features in expression discrimination
I. Muukkonen, M. Kilpeläinen, R. Turkkila, T. Saarela and V. Salmela

Department of Psychology and Logopedics, University of Helsinki, Helsinki, Finland

ABSTRACT
Previous composite face studies have shown that an unattended face half that differs in identity or
in expression from the attended face half distracts face perception. These studies have typically not
controlled for the amount of information in different face halves. We investigated feature
integration while participants discriminated angry and happy expressions. The stimuli were
scaled using individual thresholds to control the expression strength in face halves. In the first
experiment, we varied the relative amount of information in upper and lower parts. In the
second experiment, participants tried to ignore one half of the face, which was either
congruent or incongruent with the attended half. We found both beneficial and obligatory
integration of face halves. A robust face composite effect was found both when attending eyes
or mouth, and both for congruent and incongruent expressions, suggesting similar processing
of face halves when the amount of information is controlled for.
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Introduction

Faces contain several features or cues that can be
used to recognize identities and expressions. Hence,
one of the key questions in face perception has
been how the upper and lower parts of faces are inte-
grated. Studies using the composite-face task have
shown that one face half affects the perception of
the other half even when it is task-irrelevant
(Murphy et al., 2017; Young et al., 1987). On the
other hand, the presence of a whole-face template
enhances recognition of a face part, although the
whole-face template provides no additional infor-
mation (Tanaka & Farah, 1993; Tanaka & Simonyi,
2016; but see also: Leder & Carbon, 2005; Logan
et al., 2017). Thus, a face is perceived as a whole
and the different face parts are integrated even
when it is detrimental to task performance. This is
often termed as holistic processing, although there
is no widely-accepted definition for holisticity
(Burton et al., 2015; Maurer et al., 2002; Richler et al.,
2012). While the first studies using composite faces
used identity combinations, similar effects have
been found with expression combinations (Calvo &
Fernández-Martín, 2013; Calvo et al., 2013; Tanaka
et al., 2012). Since facial expressions are dynamic, fea-
tures can change rapidly and the expressions can be

subtle, efficient perceptual mechanisms are needed
for identifying them. Indeed, composite face effect
has been found to be very fast, happening in a
single fixation and supporting emotional gist percep-
tion (Gregory et al., 2021). Some emotions, for
example happiness, are more efficiently decoded
from the bottom half, while the decoding of other
emotions, for example anger, relies more on the top
half (Calder et al., 2000; Calvo & Fernández-Martín,
2013; Calvo & Nummenmaa, 2008; Smith et al.,
2005). However, the top and bottom halves of faces
interact in many complex ways in the emotion recog-
nition process, and these interactions may dynami-
cally change (Chen & Cheung, 2021; Jack et al.,
2014; Kilpeläinen & Salmela, 2020; Luo et al., 2010).
It has been suggested that the early processing
stages of expressions are more susceptible for con-
fusions while later stages provide the diagnostic infor-
mation (Jack et al., 2014). Many previous composite
face studies have only analysed conditions where
diagnostic features (e.g., happy mouth, angry eyes)
are present, and left out conditions involving non-
diagnostic features (e.g., happy eyes, angry mouth).
While the role of diagnostic features is well estab-
lished in face perception, it is not known whether
information carried by the non-diagnostic features is
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also used. Several possibilities exist. For example, it
could be that information from the non-diagnostic
features is completely ignored, or that it is used, but
given much less weight than the diagnostic infor-
mation. To investigate this question, the face stimuli
must be constructed in a way that both diagnostic
and non-diagnostic features are equally informative.

Notably, most earlier composite face studies have
used expressions with full intensity and have not sys-
tematically varied or controlled the information
content (i.e., expression strength) of the facial fea-
tures. However, even subtle expressions present in
supposedly neutral faces have been shown to
enhance the face composite effect in an identity
task (Gray et al., 2017). Furthermore, one study
using sophisticated methods to investigate the
dynamic progress of expressions (Jack et al., 2014)
showed that the basic emotions are not coded in a
simple, categorical way; rather, the information
content in face expressions varies in time in a
complex manner depending on the emotion. These
studies thus stress the importance of varying the
face stimuli more meticulously. One possible
method to investigate the integration of features is
the cue integration paradigm, which has been used
in many other sensory/perceptual tasks. The cue inte-
gration paradigm has been established as a frame-
work for testing human performance in integration
tasks. Studies using these methods have provided
quantitative estimates of integration strength, as
well as strong hypotheses about the underlying
mechanisms (e.g., Ernst & Banks, 2002; Helbig &
Ernst, 2007; Knill & Saunders, 2003; Landy et al.,
1995; Young et al., 1993).

In this study, we apply the cue integration para-
digm to study how humans integrate emotional
expression information from the cues provided by
the upper and lower face halves. Previously, a few
studies have used cue integration methods to study
perception of faces. Gold et al. (2012, 2014; see also
Dal Martello & Maloney, 2006) tested whether the
whole face is more than the sum of its parts in identity
recognition (Gold et al., 2012; Richler et al., 2012), and
concluded that the performance for a whole face can
be explained as a sum of the performance for the face
parts (but see Shen and Palmeri, 2015). Two other
studies have found beneficial integration in combin-
ing identity information of face shape and idiosyn-
cratic movement (Dobs et al., 2017) and sub-optimal

integration of top and bottom halves of a face in iden-
tity recognition (Hotaling et al., 2015). Using reverse
correlation and Bayesian classifiers, Jack et al. (2014)
were able to separate the time courses of confusing
and diagnostic face features for emotion
discrimination.

Although some beneficial integration of face
expressions has been reported (e.g., Gregory et al.,
2021; Tanaka et al., 2012), it has not been tested
directly by systematically varying the relative strength
of the two cues (upper/lower part of the face). In
addition, previous studies have not tested whether
the differences between expressions are due to the
differences in the amount of information instead of
the expressions per se. For example, if happiness is
more difficult to recognize from an incongruent com-
posite face containing happy eyes and angry mouth
than from a congruent face, it could be due to a
lower amount of “happiness” information in incon-
gruent (happy eyes only) than in congruent (happy
eyes + happy mouth) face. The amount of overall
information could be controlled for, for example, by
comparing the incongruent (100% happy eyes) face
with a congruent but less happy (50% happy eyes +
50% happy mouth) face.

The upper and lower part of the face could be inte-
grated in different ways. First, optimal integration of
cues (weighted average according to the cue
reliability) predicts no effect for varying the amount
of information in eyes and mouth (if the overall infor-
mation is held constant). Secondly, simple averaging
of the information from eyes and mouth predicts
strong composite effects if the other cue is uninfor-
mative (e.g., neutral). Consistent with the cue-inte-
gration literature (e.g., Saarela & Landy, 2015), we
refer to this sort of holistic processing here as obliga-
tory integration. Thirdly, choosing the best cue pre-
dicts that only one cue affects performance and
thus no composite face effect at all. A traditional
face composite task, which uses full-intensity
expressions, cannot distinguish between the three
alternatives, and in full intensity faces the diagnostic
region and the most informative region always over-
laps. In real life, expressions are often subtle or
some parts of the face can be hidden (e.g., with sun-
glasses or face masks), and the information distri-
bution in different face parts might differ from that
found in full-intensity expressions. We aimed to
answer whether participants always use the
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“diagnostic region” in expression recognition regard-
less of how much it contains information, or whether
face parts are utilized based on their information
content.

We examined how observers integrate expressions
from the top and bottom halves of a face when the
amount of information (intensity of happy/angry
expressions) in the eye and mouth areas is separately
varied. Due to independent variation of the eyes and
mouth regions, it was important to prevent biases in
the placement of fixation (and the superior foveal
spatial resolution). Thus, eye-movements to the eyes
or the mouth were not allowed, and participants
always fixated on the nose, approximately half-way
between eyes and mouth. We used angry and
happy expressions as they contain different diagnos-
tic features and have been often used in face compo-
site studies. In the cue integration experiment, we
tested beneficial integration of the cues and varied
the strength of expression in two face halves, and par-
ticipants were instructed to use information in both
face halves in the best possible way. In the cue selec-
tion experiment, we tested whether participants were
able to selectively and covertly attend to one cue
(upper or lower face half) and ignore the other cue,
while the expressions in the face halves were either
congruent or incongruent.

Cue integration experiment

Participants

Sixteen subjects (10 females, age 20–31 years) partici-
pated in the experiments. All participants had normal
or corrected to normal vision, provided written
informed consent, and received a study credit for par-
ticipating in the experiments. The experiments were
conducted according to the Declaration of Helsinki
and approved by the Ethics Review Board in the
Humanities and Social and Behavioural Sciences of
the University of Helsinki.

We aimed for high accuracy (Lakens, 2021) and
used small n design (Smith & Little, 2018) with exten-
sive sampling (Naselaris et al., 2021), and therefore
recruited relatively few participants (n = 16). Each par-
ticipant practised the tasks and completed four ses-
sions on different days (the gap between the
sessions was 1–3 days). The total duration of measure-
ments was 4–6 h/participant and the experiments

consisted of ca. 3000 trials for each participant
(48,000 trials in total were completed in two
experiments).

Stimuli

The stimuli were face images of 60 different identities
(half female) from the Radboud (Langner et al., 2010)
and FACES (Ebner et al., 2010) databases. The images
were scaled to equal size, aligned spatially, and
morphed with Fantamorph software from neutral to
angry and from neutral to happy expressions with
1% steps, resulting in 12,000 images in total. The
images were then converted to grey scale and the
faces were cropped (i.e., hair and background was
removed). Finally, each facial feature (left and right
eye, nose, and mouth) was smoothly cropped
(Figure 1A). The images used in the experiments
were reconstructed from the cropped features. As
the images were spatially aligned and then smoothly
cropped, a combination of different intensity/morph
levels (e.g., 10% angry mouth with 60% angry eyes)
in the same image did not produce any visible tran-
sitions and the images looked like original photo-
graphs (Figure 1A, 4A). The height/width of the face
was 12.5/8.5 degrees, and the root-mean-square con-
trast of the faces was 0.2.

The Psychtoolbox (Brainard, 1997) extension of
Matlab controlled the stimulus presentation on a
VIEWPixx display (VPixx Technologies Inc., Canada;
1200 × 1920 resolution, size: 22.5-inch, 19.1 × 30.1
degrees). The viewing distance was 90 cm, and it
was held constant with a chin-rest. Participants’ eye
movements were tracked (right eye) with an EyeLink
1000 tracker at 1000 Hz.

Procedure

In each trial, a face was shown in the middle of the
display (with 0.25-degree random spatial jitter) and
the participant’s task was to say whether the
expression of the stimulus was angry or happy. Dis-
crimination thresholds for facial expressions were
measured with a method of constant stimuli. The fol-
lowing 11 different intensity (morph) levels were
used: five angry, one neutral, and five happy
expressions. Each intensity level was repeated at
least 15 times. The intensity levels of the stimuli
were individually set for each participant to scale
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the stimuli according to how much information the
eyes and mouth contained. To this end, we measured
the discrimination thresholds for isolated upper and
lower face halves before the main experiments with
identical experimental setup. The expression strength
of isolated halves was varied from neutral (0%) to
angry/happy with morph steps of 12%, 24%, 36%,
48%, and 72%. The sd of the fitted psychometric func-
tions was used for scaling of the stimuli in the main
experiments, from neutral to 2 sds in steps of 0.4
sds, and thus the morph/intensity levels in the main
experiment were neutral and 0.4, 0.8, 1.2, 1.6, and
2.0 in units of sd (Figure 1B).

Expression discrimination was measured in five
different conditions, in which the relative strength
of the expression in eyes and mouth was systemati-
cally varied (lines in Figure 1B). In the baseline con-
dition, both the mouth and eyes contained an equal
amount of information (M = E; diagonal line in
Figure 1B). In the next two conditions, we decreased
the relative information in eyes and increased the
information in mouth (M > E; 30-degree line in
Figure 1B), and further decreased the strength of
eyes to an uninformative neutral (M + N; 0-degree
line in Figure 1B). In the fourth and fifth conditions,
we decreased the relative information in the mouth
and increased the information in the eyes (E > M;
60-degree line in Figure 1B) and further decreased
the strength of mouth to neutral (E + N; 90-degree

line in Figure 1B). In these five conditions (0, 30, 45,
60, and 90 degrees), the intensity of the eyes was mul-
tiplied with 1.0, 0.866, 0.7071, 0.5, and 0.0, respect-
ively, and the intensity of the mouth was multiplied
with 0.0, 0.5, 0.7071, 0.866, and 1.0, respectively. For
example, if the individual sd was 20% morph for
eyes and 10% for mouth, then the actual stimulus pre-
sented in 30 deg condition 1.2 sd away from neutral
was 21% eyes (1.2*20*0.866) combined with 6%
mouth (1.2*10*0.5).

The stimulus duration was 500 ms, and the next
trial started 250 ms after the response. Feedback
(red exclamation mark) was provided after incorrect
trials. The participants were instructed to fixate on a
cross on the nose at equal distance from the eyes
and mouth. If the fixation during the stimulus presen-
tation was not within 1 degree from the fixation cross,
the trial data was discarded, and the same trial was
repeated at the end of the measurement. If the
fixation failed again, the trials were excluded from
the data analysis.

Additionally, we tested the effect of variability of
identities in the stimulus set. For one half of the sub-
jects, the variability of face identity was high (60
different identities were used). For the other half of
the subjects, the variability of identity was low (16
different identities were used). The identity variability
did not have any significant main effects for the sd (F
(1,14) = 0.020, p = .89) or mean (F(1,14) = 1.498, p

Figure 1. Stimuli. (A) The regions around the eyes and mouth were independently manipulated. (B) Schematic stimulus space. The
strength of expressions (angry/happy) in the eyes and mouth were systematically varied relative to the discrimination threshold
measured with isolated cues (eyes/mouth). Each coloured line represents one combination of mouth and eyes in the cue integration
task, with each dot representing one intensity level used while measuring psychometric functions for expression discrimination of
whole faces.Figure showing examples of stimuli and schematic stimulus space.
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= .241) of the psychometric functions, and thus the
data from both subject groups was combined.

Statistical analysis

In total, only 246 out of 27,830 trials (0.9%) were
excluded from the data analyses due to failed
fixation. The psychometric functions were fitted to
the data as follows. The frequencies of happy and
angry responses were calculated for different inten-
sity levels (five angry, neutral and five happy
expressions). A cumulative Gaussian function was
then fitted to the data using the fit-function in
Matlab by minimizing the sum of squared errors, sep-
arately for happy and angry faces. Each function was
fitted with two free parameters (mean and standard
deviation). The functions were set to vary from
guess rate (0.5) to 1, with means and standard devi-
ations (sd) restricted to vary between 0.1 and 6.4 in
units of sd. The unit of sd refers to the standard devi-
ation of the psychometric function for discrimination
of isolated features, which was used to individually
scale the stimulus intensities. The functions were
fitted separately for eachmeasured block of each con-
dition (each subject measured at least two blocks in
each condition). The differences in the means and
standard deviations of psychometric functions were
tested with repeated-measures ANOVA and Bayesian
repeated-measures ANOVA.

Results

We tested whether the integration of face features is
based on selecting the most informative cue, simply
averaging the cues, or by calculating weighted
average. To this end, we first measured psychometric
functions in five conditions where the relative infor-
mation was varied (Figure 2). Then we compared
the sds/slopes the functions to the predictions of
the different types of integration (Figure 3).

Two psychometric functions were fitted to each
condition, one for the angry faces (Figure 2, purple
lines) and one for the happy faces (Figure 2, green
lines). Figure 2A shows that when there was an
equal amount of information in the eyes and
mouth, the psychometric functions behaved as
expected, ranging from 0.5 (guess rate) to 1 with rela-
tively similar functions for happy and angry faces.
Thus, subjects were able to accurately discriminate

angry and happy expressions. However, when the
information in eyes and mouth was differently
weighted, the functions for happy and angry faces
started to separate (Figure 2B, 2C), although the
same amount of expression information was always
available. Specifically, when information from the
mouth was completely eliminated (Figure 2C), the dis-
crimination performance for happy faces started to
decrease. The same was observed for angry faces in
the opposite condition, where information from
eyes was reduced (Figure 2D) and eliminated
(Figure 2E). The strengths of the cues were individu-
ally set based on discriminability of isolated mouths
and eyes. Therefore, the strong flattening of psycho-
metric functions in conditions containing a neutral
cue was surprising and suggests that the neutral
cue interfered with expression discrimination, i.e.
the participants failed to ignore the uninformative
cue or failed to rely only on the informative cue. Inter-
estingly, the effect was only found for happy eyes and
angry mouth, but not for angry eyes and happy
mouth. In addition, a strong bias towards happy
responses for neutral faces was found in eyes com-
bined with neutral mouth (Figure 2C), further
suggesting that the neutral cue strongly interfered
with participants’ performance.

To quantify the differences in psychometric func-
tions, we compared the fitted standard deviations
and means between the different conditions and
facial expressions (Figure 3). The standard deviations
(Figure 3B) showed opposite effects for angry and
happy faces, with better performance for happy
faces when information in the mouth was increased,
and better performance for angry faces when infor-
mation in the eyes was increased. Specifically for
the sds, ANOVA with within-subject factors of
expression (happy, angry) and information location
(M + N, M > E, M = E, E >M, E + N) showed no main
effect for expression (F(1,15) = 0.210, p = .653), a
main effect for information location (F(1.566,23.492)
= 8.409, p = .003, η2 = .36), and an interaction
between the expression and location (F
(1.776,26.644) = 16.188, p < .001, η2 = .52). Post-hoc
tests showed higher sds for M + N than M > E (p
= .013, all Bonferroni corrected), M = E (p = .036) and
E >M (p = .005), and for E + N than M = E (p = .044)
and E >M (p = .022) and no other significant differ-
ences. For means of the psychometric functions
(Figure 3C), the effects of expression (F(1,15) =
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10.034, p = .006, η2 = .40), condition (F(1.543,23.147) =
5.326, p = .036, η2 = .22), and their interaction (F
(2.659,39.890) = 2.932, p < .001, η2 = .33) were all sig-
nificant. However, none of the pair-wise post-hoc
tests was significant (all p > .05).

The discrimination performance was weakest in
the conditions where all information was in one face
half and the other half was uninformative neutral
(M + N and E + N). While the overall performance did
not differ between expressions, a significant

Figure 2. Psychometric functions for whole faces when the relative amount of information of eyes and mouth cues were varied, but
overall information was kept constant. Separate functions were fitted for angry (purple) and happy (green) faces. An intensity of zero
depicts a neutral face. (A) equal amount of information in mouth and eyes (M = E), (B) more information in eyes than mouth (E > M),
(C) information only in eyes, neural mouth (E + N), (D), more information in mouth than in eyes (M > E), and (E) information only in
mouth, neutral eyes (M + N).Psychometric functions for whole faces when the relative amount of information of eyes and mouth cues
were varied.

Figure 3. (A) Schematic prediction of different types of feature integration. These models assume that overall the cues (eyes & mouth)
are equally informative for both emotions, and predictions are normalized across conditions. (B) Standard deviations and (C)means of
the psychometric functions shown in Figure 2. Purple indicates angry and green happy faces. Conditions: all expression information in
mouth and neutral eyes (M + N) and vice versa (E + N); more information in mouth than eyes (M > E) and vice versa (E > M); equal
information in eyes and mouth (M = E). Both individual data and average data are shown. Error bars depict 95% confidence inter-
vals.Schematic prediction of different types of feature integration, and standard deviations and means of psychometric functions
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interaction showed better performance for happy
than angry faces when information was in the
mouth, and vice versa when information was in the
eyes. In these conditions, an informative cue was
combined (Figure 3A, average model) with an unin-
formative cue, showing disadvantageous integration
of facial cues.

Furthermore, we tested whether the discrimination
in the best single-cue condition (M + N or E + N)
differed from discrimination in the equal information
condition (M = E). If participants used only the best
available cue in each condition and ignored the
other cue, this would result in superior performance
in the single-cue conditions since the cue strength
is highest in the single cue condition (Figure 3A,
best cue). The best single cue was selected separately
for each subject and expression, taking the condition
(M + N or E + N) with better discrimination perform-
ance. We used Bayesian instead of frequentist
repeated-measures ANOVA since we wanted to

obtain evidence on the similarity of conditions in
addition to the difference between the conditions.
The null hypothesis (BF subscript 0) was that min
(M + N, E + N) = (M = E). The alternative hypothesis
(BF subscript 1) was that min (M + N, E + N) ∼ = (M
= E). Bayesian repeated-measures ANOVA with
factors of expression (happy, angry) and cue (best
single cue, M = E) showed moderate evidence in
favour of the null model against the expression
(BF01= 3850) and condition (BF01= 3.712) models,
and strong evidence in favour of the null model
against the expression + condition (BF01 = 14.609)
and expression + condition + interaction (BF01=
34.717) models. The error percentages were < 2.5%
suggesting good stability of obtained BFs. Thus, the
Bayesian analysis supported the null hypothesis, indi-
cating that similar discrimination thresholds were
found in best single cue and equal cue conditions.
This suggests that participants did not use only the
best cue for expression discrimination.

Figure 4. Stimuli and results of cue selection experiments. (A) examples of congruent, baseline, and conflict stimuli. Discriminability of
expression measured when attending to the first cue and the second cue was (B) isolated, congruent, or in conflict with the first cue.
(C) neutral, congruent, or in conflict with the first cue.Stimuli and results of cue selection experiment.
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Discussion

We tested integration of face halves by manipulating
the relative information in the eyes and the mouth of
angry and happy faces. Importantly, we kept the
overall information of the whole face constant and
individually scaled the information in eyes and
mouth. When both eyes and mouth contained a
similar amount of information, all participants were
able to accurately discriminate angry and happy
expressions. However, when the relative information
between face halves was varied, an interaction of
expression and cue location was found. Surprisingly,
most participants almost completely failed in the dis-
crimination task for happy eyes (+neutral mouth) and
angry mouth (+neutral eyes).

There are several possible ways how observers
could integrate (or not integrate) information from
eyes and mouth (Figure 3A). First, if the observers
integrated the cues in an optimal fashion, they
would weigh the cues according to how informative
the cues were. For example, in the eyes/mouth +
neutral condition, they would rely only on eyes/
mouth and discard the information of the neutral
half completely (Figure 3A, optimal). This was clearly
not the case in our data. Secondly, if the observers
did not integrate the cues at all, the optimal strategy
would be to always use the best available cue. This
would result in best performance in the conditions
where all information was in one cue (M + N and E
+ N), and weaker performance in the other conditions
(e.g., M = E) where the information is divided between
the two cues (Figure 3A, best cue). Clearly, this was
not the case either. In contrast, our results showed
that the performance for the better cue (eyes for
angry and mouth for happy for most subjects) was
no better than performance when the information
was divided between two cues, suggesting inte-
gration of the cues.

Overall, our data suggests either advantageous
integration of information from two cues in the con-
ditions where both cues are informative, or disadvan-
tageous integration in the conditions where all
information was in one cue and the other cue was
neutral. Thus, none of the models (optimal, average,
best cue) was able to explain all our results, suggesting
that two different types of integration of features were
used. One possibility is that observers were able to
optimally combine information if the face contained

diagnostic features – when the mouth was happy or
the eyes were angry – but relied on equal weighing
of cues in other conditions, e.g., when the mouth
was angry or the eyes were happy.

Since the strong effect of the neutral cue suggests
disadvantageous integration, we tested this in the
next cue selection experiment. In particular, we inves-
tigated whether integration of cues is obligatory or
whether observers can use attention to select only
the informative cue.

Cue selection experiment

Participants and stimuli

All participants of the cue integration experiment also
conducted the cue selection experiments. Face
stimuli were similarly constructed as in the cue inte-
gration experiment.

Procedure

In the cue selection experiment, participants were
instructed to keep gaze on fixation and covertly
focus attention only on the expression in either the
lower or upper half of a shown face and ignore the
expression in the other half. Their task was to select
whether the expression in the attended half was
angry or happy. This discrimination performance
was measured with composite faces in which the
two face halves were either congruent or in conflict
with each other. For the first half of the participants,
a third condition with a missing unattended half
was used as baseline condition. For the second half
of the participants, baseline with a neutral unat-
tended half was used instead. Thus, there were the
following six different types of stimuli in total: angry
attended half with angry (1), neutral/missing (2), or
happy irrelevant half (3), and happy attended half
with happy (4), neutral/missing (5), or angry irrelevant
half (6), corresponding to congruent, baseline, and
conflict conditions, respectively.

The two attention conditions (attend eyes/mouth)
were measured in separate blocks. The expression
strength of the cues were individually set, separately
for eyes and mouth, and were 0.5 (for the first half
of the participants) or 0.6 (for the second half) times
the discrimination threshold (sd) of isolated cues.
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Each participant measured at least five blocks for both
attend eyes and attend mouth tasks. Each block con-
tained at least 96 trials.

Statistical analyses

In total, 1052 out of 20,286 trials (5.2%) were excluded
from the data analyses due to failed fixations. A cri-
terion-free discrimination index d’ was calculated by
subtracting the z-score of false alarms (happy
response to angry expression) from the z-score of
hits (happy response to happy expression). The
decision criterion c was calculated by taking a nega-
tive of the average of these z-scores. The false
alarms and hits were calculated relative to the
expression on the attended feature (eyes/mouth),
irrespective of the expression in the unattended and
irrelevant feature. The differences in the d’ indices
were tested with repeated-measures ANOVA.

Results

We investigated whether we could use covert atten-
tion to select only relevant/attended facial features
and suppress irrelevant/unattended features.
Especially, we tested whether unattended congruent
features improve and unattended incongruent fea-
tures impair participants’ performance in comparison
to baseline condition.

Attentional selection in feature integration was
tested in a task where participants were instructed
to attend only to one face half, while the unattended,
task-irrelevant face half provided either conflicting,
neutral/missing, or congruent information. Figure 4
shows that performance was best in the congruent
condition, poorest in the incongruent condition, and
in between in the baseline condition. This was true
whether the baseline had a missing (Figure 4B) or a
neutral unattended half (Figure 4C). Specifically, a
3 × 2 ANOVA for the missing half baseline group
showed a significant main effect for condition (con-
gruent, baseline, conflict; F(1.417, 9.920) = 26.134, p
< .001, η2 = .79, all Greenhouse-Geisser corrected), sig-
nificant effect for attention location (eyes, mouth; F
(1,7) = 14.687, p = .006, η2 = .68), and a significant
interaction between the two (F(1.307,9.147) = 6.830,
p = .022, η2 = .49). Post-hoc comparisons showed
that all three conditions differed from each other; d’
values were higher in the congruent than in the

baseline (p = .03, all Bonferroni-corrected) or the
conflict (p = .002) condition, and higher in the base-
line than in the conflict condition (p = .006). When
the baseline had a neutral unattended half instead
of a missing half, condition had a significant main
effect (F(1.064, 7.446) = 20.945, p = .002, η2= .75),
while attention location (F(1,7) = 0.536, p = .45) or
their interaction (F(1.274,8.915) = 1.632, p = .24) had
no effect. Importantly, post-hoc tests showed again
that performance was better in congruent than in
baseline (p = .009) or in conflict (p = .007) conditions,
and better in baseline than in conflict condition (p
= .009). Thus, in every condition, a congruent cue
improved and an incongruent cue decreased the dis-
crimination performance, suggesting obligatory inte-
gration of facial cues in expression discrimination.

In the first experiment, we found quite a strong
response bias in eye + neutral conditions (Figure
2C). The d’ discriminability index is a relatively bias
free measure, but the bias can be estimated from
the decision criterion. When attention was towards
the mouth, the criterion did not differ from zero in
congruent (c = -0.087, t(15) =−1.34, p = .200),
neutral/isolated (c = 0.089, t(15) = 1.64, p = .122), or
incongruent conditions (c =−0.083, t(15) =−1.35, p
= .196). When attention was towards the eyes, the cri-
terion differed from zero, but the bias towards
“happy” response was similar in congruent (c =
−0.21, t(15) =−2.83, p = .013), neutral/isolated (c =
−0.19,t(15) =−2.46, p = .026) and incongruent (c =
−0.26, t(15) =−4.59, p < .001) conditions.

Discussion

We tested obligatory integration of face halves in a
composite face task where participants tried to dis-
criminate the expression in one face half while ignor-
ing the other. We found robust evidence for
obligatory integration, namely, the participants were
unable to ignore the task-irrelevant face half. The con-
gruent task-irrelevant half improved, and the conflict-
ing, incongruent half weakened performance
compared to a baseline with a neutral or missing
task-irrelevant half.

General discussion

We studied how information in facial expressions is
integrated from the top and bottom halves of a
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face. We used novel stimuli where the emotional
expression strength in the top and bottom halves
were separately scaled relative to their discrimination
thresholds. This allowed us to study whether the
dominance of mouth in the perception of happy
expression and the dominance of eyes in the percep-
tion of angry expressions is due to a diagnostic role of
that feature, or whether it occurs simply because the
threshold for identifying a particular expression is
different for the mouth and the eyes in happy and
angry expressions. In traditional face composite
studies, the eyes and mouth are taken from the
same image, and therefore the eyes are more criti-
cal/diagnostic for anger and mouth for happiness.
We varied the strength of expression in the eye and
mouth regions independently in our stimuli, which
allowed us to provide a quantitative estimate of inte-
gration strength. We found that neither feature diag-
nosticity nor information strength alone can explain
cue integration in emotional expression perception
under all conditions, but both play a role. Our
results showed robust obligatory and some beneficial
integration of the face halves and suggest that our
perceptual system combines different parts of a face
when evaluating expressions, and this integration
cannot be ignored even when it is a disadvantage
for the task.

While more recent studies have shown that subtle
expressions affect the composite effect in identities
(Gray et al., 2017) and that the information content
in expressive faces varies in a complex way in time
(Jack et al., 2014), most previous composite face
studies have used expressions with full intensity.
These studies have shown that the task-irrelevant
face half affects the perception of the other half,
both for identities (Murphy et al., 2017; Young et al.,
1987) and for expressions (Calvo & Fernández-
Martín, 2013; Calvo et al., 2013; Tanaka et al., 2012),
and that some expressions are easier to recognize
from the top and some from the bottom half
(Calder et al., 2000; Smith et al., 2005). When the
upper and lower parts contain different expressions,
the results vary. For example, some studies have
revealed a congruency advantage for happy but not
for angry or sad faces when attending eyes (Calvo &
Fernández-Martín, 2013) and others have found no
differences in recognition accuracy between congru-
ent and neutral expressions, but a lower accuracy
for incongruent expressions (Tanaka et al., 2012).

This led Tanaka et al. (2012) to argue that incongruent
expressions are processed holistically, but congruent
expressions are not, since they contain information
mainly in one half. Another explanation for this differ-
ence could be a ceiling effect caused by a full-
strength expression in the diagnostic face half. Our
results show that when the amount of information
in the face halves is controlled for, much of the differ-
ence disappears. We found that recognition was
always weakened for incongruent faces and
enhanced when the halves were congruent, irrespec-
tive of attention location (see Figure 4). This suggests
that when the use of facial cues is limited, for example
due to a face mask or sunglasses, the recognition of
expression is impaired even if the diagnostic features
were clearly visible.

In addition to detrimental obligatory integration,
integration of cues is often beneficial. While beneficial
or optimal integration has been studied rigorously in
various perceptual tasks (Ernst & Banks, 2002; Helbig
& Ernst, 2007; Knill & Saunders, 2003; Landy et al.,
1995; Saarela & Landy, 2015) and in a few studies
for facial identities (Dobs et al., 2017; Gold et al.,
2014, 2012; Hotaling et al., 2015; Logan et al., 2019;
Shen & Palmeri, 2015), no studies have tested
optimal integration for facial expressions (but see
Jack et al., 2014). We found some evidence of ben-
eficial integration. Specifically, the performance was
best when information was divided between the
face halves and better than would be expected if
observers had relied only on the best available cue.
Overall, none of the three models (optimal, best
cue, averaging) of integration could explain all our
results. Instead, our results suggest different type of
integration, partly depending on whether the faces
contain diagnostic features or not.

Since we manipulated the relative information in
eyes and mouth, controlling the eye movements
was critical, and we used tasks involving covert atten-
tion. In previous composite face studies, both overt
(e.g., Calvo & Fernández-Martín, 2013) and covert
(e.g., Tanaka et al., 2012) attention tasks have been
used. The covert attention task – fixation at nose –
might have affected the task performance simply
due to the peripheral stimulus presentation (lower
spatial acuity) or unnatural nature of the task (eyes/
mouth capture attention more efficiently than nose).
Especially in our second experiment, allowing overt
attention might have reduced the effect of
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incongruent unattended features. However, it would
probably have reduced the effect of congruent unat-
tended features also. Thus, as we wanted to study
how composite faces both improve and impair recog-
nition performance, a task involving covert attention
was better suited.

Our study has some limitations. In the data, the
performance for angry faces was better when more
information was in the eyes than in the mouth, and
vice versa for happy faces (Figure 2). However,
although we used stimuli scaled to individual dis-
crimination thresholds, the scaling was done separ-
ately only for eyes and mouth but not separately for
angry and happy faces. Thus, the difference
between the expressions could result from differ-
ences in the stimuli strengths and not differences in
perception. Since the discriminability of expressions
is rapid (Gregory et al., 2021) and can change over
time (Jack et al., 2014), it would be important to
extend the cue integration methods to dynamic
faces in the future studies. We used several identities
(60 or 16 for different subjects) but did not measure
separate discrimination thresholds for each identity.
However, while this adds noise to the measurements,
the amount of identities (60 or 16) did not affect the
results. Furthermore, our scaling was based on linear
morphing steps, which provide an objective scale
for the expression strength. However, subjective per-
ception of expression strengths might not be linear
(Gray et al., 2020).

In conclusion, we showed that the two face halves
are integrated in an obligatory fashion, and this inte-
gration can be beneficial or detrimental depending
on the task. We expanded the results of classic face-
composite studies by using stimuli scaled to the indi-
vidual discrimination thresholds and more precisely
varying the relative information in upper and lower
parts of the face. This allowed us to show that some
of the discrepancies between attention locations
and stimuli congruency, as found in previous
studies, disappear when the information amount in
the different halves is controlled for. We found no evi-
dence for observers always using the most informa-
tive cue. Instead, our results suggest that different
face parts are always integrated, regardless of atten-
tion focus (mouth or eyes) or congruency of
expression (congruent or incongruent). Sometimes
this integration of features is beneficial and some-
times it is detrimental.
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