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Abstract  

Background: Oral cancer can show heterogenous patterns of behavior. For proper and effective management of 

oral cancer, early diagnosis and accurate prediction of prognosis are important. To achieve this, artificial 

intelligence (AI) or its subfield, machine learning, has been touted for its potential to revolutionize cancer 

management through improved diagnostic precision and prediction of outcomes. Yet, to date, it has made only 

few contributions to actual medical practice or patient care. Objectives: This study provides a systematic review 

of diagnostic and prognostic application of machine learning in oral squamous cell carcinoma (OSCC) and also 

highlights some of the limitations and concerns of clinicians towards the implementation of machine learning-

based models for daily clinical practice. Data sources: We searched OvidMedline, PubMed, Scopus, Web of 

Science, and Institute of Electrical and Electronics Engineers (IEEE) databases from inception until February 

2020 for articles that used machine learning for diagnostic or prognostic purposes of OSCC. Eligibility criteria: 

Only original studies that examined the application of machine learning models for prognostic and/or diagnostic 

purposes were considered. Data extraction: Independent extraction of articles was done by two researchers (A.R. 

& O.Y) using predefine study selection criteria. We used the Preferred Reporting Items for Systematic Review 

and Meta-Analysis (PRISMA) in the searching and screening processes. We also used Prediction model Risk of 

Bias Assessment Tool (PROBAST) for assessing the risk of bias (ROB) and quality of included studies. Results: 

A total of 41 studies were published to have used machine learning to aid in the diagnosis/or prognosis of OSCC. 

The majority of these studies used the support vector machine (SVM) and artificial neural network (ANN) 

algorithms as machine learning techniques. Their specificity ranged from 0.57 to 1.00, sensitivity from 0.70 to 

1.00, and accuracy from 63.4% to 100.0% in these studies. The main limitations and concerns can be grouped as 

either the challenges inherent to the science of machine learning or relating to the clinical implementations. 

Conclusion: Machine learning models have been reported to show promising performances for diagnostic and 

prognostic analyses in studies of oral cancer. These models should be developed to further enhance explainability, 

interpretability, and externally validated for generalizability in order to be safely integrated into daily clinical 

practices. Also, regulatory frameworks for the adoption of these models in clinical practices are necessary.  
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1. Introduction  

Oral cancer is an aggressive disease characterized by a low average survival rate [1]. 

Developments in treatment modalities in the domains of both oncology and surgery have only 

contributed to a rather limited improvement in outcome. Therefore, accurate diagnosis and 

prognosis prediction of cancer, especially at an early stage is important in improving survival 

rate [2]. The availability of different treatment options for oral cancer requires a proper 

selection of the treatment on a case-by-case basis.  

However, this individualized patient-specific treatments are mostly lacking. Thus, 

improvements in diagnostic and prognostic accuracy could significantly assist the clinicians in 

making informed decisions on treatment [3]. To this end, technical advances in statistics and 

computer software have led to improved prognostication using multi-factor analysis via 

conventional logistic and Cox regression models. Similarly, the application of machine 

learning techniques, a subfield of artificial intelligence (AI), plays a major role in the improved 

prediction of cancer outcomes. Several studies have reported that a machine learning approach 

is more accurate in prognostication than the traditional statistical analyses [3–7]. 

The machine learning approach was found to be beneficial in the three aspects that are 

essential to early diagnosis and prognosis. These are an improved accuracy of cancer 

susceptibility, recurrence, and survival predictions [2], which improve the survival rates 

through the effective clinical management of patients [8–14]. Over the coming years, the 

application of the machine learning approach to clinical research continues to increase due to 

its feasibility and its many advantages. For instance, our group has used machine learning 

techniques to predict the locoregional recurrence of oral tongue cancer [15]. Similarly, it has 

been used to detect oral cancer [16–22], and to predict oral cancer recurrence [23,24], occult 

node metastasis [25,26], and survival rates of oral cancer [27–30]. Additionally, it has been 

used for the prognostication of other cancers [31–33] and to predict the progression of diseases 
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on the basis of patient records such as from pre-diabetes to type 2 diabetes based on the 

patients’ records [34]. All these applications of machine learning in healthcare are aimed at 

assisting the clinicians in making informed decisions, reducing diagnostics errors, improving, 

and promoting the overall patient health. 

This study, therefore, aims to systematically review the published studies that applied 

machine learning to aid in the diagnosis and prediction of the prognosis of oral squamous cell 

carcinoma (OSCC). This gives an overview of the current status of machine learning-based 

models in OSCC. Additionally, this study examines the concerns towards the actual 

implementation of machine learning-based models in clinical settings of OSCC. These 

concerns were considered from the limitations, shortcomings, and clinicians’ concerns in the 

published studies regarding the application of machine learning for OSCC prognosis. In 

addition, the required approaches needed to translate these potentially transformative models 

into daily clinical practice were explored. OSCC was chosen in this review as it is the most 

common malignancy of the oral cavity. Also, it constitutes a majority of head and neck 

squamous cell carcinoma. 

 

2. Methods 

2.1. Search protocol. In this study, we systematically retrieved all studies that applied 

machine learning techniques to oral cancer diagnosis or prognosis. The systematic search 

included databases of OvidMedline, PubMed, Scopus, Web of Science, and Institute of 

Electrical and Electronics Engineers (IEEE) from their inception until February 2020. The 

search approach was developed by combining search keywords: [(‘oral cancer’) AND 

(‘machine learning’)]. An additional search was conducted using the search terms: [(‘oral 

cancer’) AND (‘artificial neural network’ OR ‘ensemble method’)]. The potentially relevant 

articles were exported to RefWorks reference manager software and duplicate were removed. 
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 To minimize the possibility of omission of any study, the reference lists of all the 

eligible articles were manually searched to ensure that all the relevant studies were duly 

included. Furthermore, the Preferred Reporting Items for Systematic Review and Meta-

Analysis (PRISMA) was followed in the searching and screening processes (Figure 1) [35]. 

We used the corresponding PRISMA checklist (Supplementary 1) to ensure that essential 

aspects of a systematic review were considered.  

2.2. Inclusion and exclusion criteria. The eligible studies must have evaluated the 

diagnostic or prognostic significance of using machine learning algorithms in oral cancer. 

Invited reviews, review articles, case series, case reports, abstracts, studies on animals, 

conference papers, editorials, letters to the editors, commentaries, comparative studies, and 

expert views were all excluded. Similarly, articles in languages other than English were 

excluded. Studies that examined machine learning applications for normal oral mucosa, oral 

lesions (without cancer), or dental caries, oral mucosa, DNA and RNA microarray genes, 

proteomics, fluorescence spectroscopy, and genetic programming were excluded. The details 

of the inclusion and exclusion criteria are described in Figure 1. 

2.3. Screening. To ensure that all eligible studies were included in this study, a data 

extraction sheet was used where the studies selected to meet the required criteria for this review. 

The data extraction process was conducted by two independent reviewers (R.A., & O.Y.). 

Possible discrepancies were resolved by discussion. A consensus was reached on which studies 

should be included or excluded after deliberations considering the objectives, and the inclusion 

and exclusion criteria of the study. 

2.4. Parameters extracted from the included studies. The extracted information from 

each study included author (s) name, year of publication, country, site of mouth cancer, number 

of study participants, machine learning algorithms examined in the study, the definition of 

study objective (prognostic or diagnostic), study aim, results, performance metrics (accuracy 
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and/or specificity, or area under receiving operating characteristics (ROC) curve AUC) 

reported, and conclusion from the study (Table 1). When more than one algorithm was 

considered in the study, the algorithm with the best performance metrics was extracted, and 

included in the corresponding column in Table 1. Similarly, where the results were reported 

separately for training and validation sets, the reported results for the validation were presented 

as shown in Table 1. Overall, the reported accuracy in each of the included studies serves as 

the technical performance (summary measure) of the developed machine learning model 

described in that study. Other important information, such as the limitations of the study and 

the prognostic significance of the application of the machine learning technique, were noted 

and summarized in the Discussion section.  

2.5. Quality assessment of the included studies. We used the Prediction model Risk of 

Bias Assessment Tool (PROBAST) for evaluating and assessing the risk of bias (ROB) and 

quality of included studies (Table 2). To further ensure that the included studies meet the 

required standard, we used the guidelines for developing and reporting machine learning 

predictive models to assess the quality of studies that evaluated the application of machine 

learning in the prognosis of OSCC [36]. We summarized the main guidelines in Table 3. Each 

point from the guidelines carries a single mark. The threshold was set to be half of the 

maximum marks. The details of the studies and the final score from these guidelines are given 

in Table 4. 

 

3. Results 

3.1. Results of the database search. The PRISMA flowchart (Figure 1) describes the study 

selection process. A total of 297 hits were retrieved. After deleting duplicates (N = 150), 

irrelevant papers (N = 91), and exclusions (N = 15), we found 41 studies eligible to be included 

in this systematic review as shown in Figure 1 [15–30, 37–60]. The main findings of these 
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studies (summarized in Table 1) indicated that the application of machine learning techniques 

for oral cancer (diagnosis and/or prognosis) could assist the clinicians in making informed 

decisions regarding diagnostics and prognostic parameters. In addition, some of the published 

studies mentioned significant limitations for the adoption of such models to actual daily 

medical practice. 

3.2. Characteristics of relevant studies. 

All the articles included were published in the English language. Of the 41 included studies, 

35 studies considered oral cavity cancer in general [16–30,37,40–46,48,49,52–61], 4 studies 

focused on oral tongue squamous cell carcinoma [3,15,50,51], while 2 studies considered other 

sites in addition to oral cavity [38,47]. Furthermore, 19 studies examined the use of machine 

learning applications in the prognostic analysis, 21 studies evaluated the diagnostic 

significance of machine learning applications, and one study evaluated both (Table 1). Most 

studies on the application of machine learning techniques in oral cancer were published 

recently in 2018 and 2019 (N = 24). With regards to the origin of relevant articles, 65.8% of 

the studies were carried out entirely in Asia, 9.6% in Europe, 7.3% in America, and 17.3% of 

the studies were collaborative efforts from different regions. Furthermore, a total of 4 (9.8%) 

of the studies used autofluorescence spectral data analysis in addition to the machine learning 

techniques [38,40,41,52]. Additionally, 18 (43.9%) studies used clinicopathologic or imaging 

data [3,15,17–21,24,25,27,28,37,45,48,49,57–59]. Also, 2 (4.9%) studies used either 

clinicopathologic and image [29,56], or clinicopathologic and genomic [43,44], or genomic 

data only [46,47], or Raman spectral data [50,51]. A single study (2.4%) combined clinical, 

imaging and genomic data [23]. Similarly, one study (2.4%) used clinical and genomic data 

[42], while 9 (21.9%) studies used other types of data (e.g. combination of risk habits, or 

histopathologic, demographics, clinicopathologic, and immunohistochemical). 
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Most of the included studies considered artificial neural networks (N =12, 29.3%) or 

support vector machines (N = 14, 34.1%) in their analyses. These two popular algorithms were 

followed closely by deep convolutional neural networks (N = 11, 26.8%) [17,19,20,46,48,50–

52,57–59]. There was also an increase in the application of deep neural network from the year 

2017 onwards. In total, 24 (80%) of the studies had the number of cases less than 500. 

Similarly, most of the cases used for the analysis were extracted from hospital health records 

(N = 27, 65.8%). Several metrics were reported in these studies to report the performance of 

these machine learning algorithms. Of the included studies, 13 (31.7%) reported accuracy as 

their performance metrics [21–23,28,30,37,43,44,48,49,54,59,60]. Also, 13 (31.7%) used 

sensitivity, specificity and accuracy [3,15,17,18,26,39,42,45,46,50,51,57,58] while 8 (19.5%) 

studies employed only sensitivity and specificity [16,20,27,38,40,41,52,55] . Four (7.3%) 

studies reported only specificity and accuracy [24,25,53,56]. A single study (2.4%) considered 

sensitivity, specificity, accuracy and area under receiving operating characteristic curve (AUC) 

[19], while 2 (4.9%) studies used only AUC or its mean (MAUC) [29,47].  

A total of 30 studies (73.2%) used a shallow machine learning approach while 

11(26.8%) employed a deep machine learning approach. Reported specificity in the reported 

studies ranged from 0.57 to 1.00 [25,27,41] and sensitivity varied between 0.70 and 1 [16, 27]. 

Similarly, accuracy ranged from 63.4% to 100%. Notably, only 4 (9.8%) of the included studies 

reported less than 75% performance accuracy of the machine learning model [18,25,30,45]. 

The concerns to the successful deployment of artificial intelligent-based model into daily 

clinical practice can be broadly divided into those that are inherent to the science of machine 

learning (sometimes generalized as the black box concern) and clinician concerns relating to 

the implementations of machine learning models in healthcare.   

The concerns that are intrinsic to the science of machine learning include the black-box 

concern (inability to interpret how the trained machine learning models make the diagnosis or 
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predictions of the patients on a case-by-case basis) [25,62], result and model interpretability 

(what aspect of the data or the input features led to the prediction) [25,63,64], the amount and 

quality of the data used in the training [25,30], unintended fitting of cofounders as input 

variables [25,30], and generalizability of the model (the predictive model can be used outside 

the data on which it was trained initially) [3,15,25].  

The clinical concerns include the explainability of the machine learning models. That 

is, the models should be convenient and easy to use in such a way that the clinicians could 

explain the performance metrics and how the model arrived at the prognostication [25,63,64]. 

Other concerns of the clinicians include how will these potentially transformative technologies 

change the patient-clinicians’ relationships [25]. Additionally, super-human analogy (the 

assumption that the diagnosis or prognosis from the machine learning algorithm is close to 

perfect or better than the performance of the clinicians) [63] and job-competitor (concerns that 

the adoption of machine learning model would replace the pathologists) are also some of the 

challenges.  

 

3.4. Quality assessment of the studies included in the review 

According to the PROBAST assessment, most (90.2%) of the included studies showed an 

overall low risk of bias while 92.7% of the included studies also exhibited low concern 

regarding applicability (Table 2). In another measure of the quality of the studies included in 

this study which was scaled from satisfactory to excellent, most of the studies were generally 

good (Table 4). Although some of the studies did not properly follow the guidelines provided 

by Luo et al. (Table 3).  
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4.0  Discussion 

The number of studies that focus on the application of machine learning in oral cancer has 

increased in recent years. In this systematic review, we examined for the first time the studies 

published on the application of machine learning in oral cancer management. The evaluated 

studies considered the use of machine learning to analyze clinicopathologic data, genomic data, 

combination of clinicopathologic and genomic data, image data, and autofluorescence spectral 

data. These approaches generated models to assist in clinical decision making  [65].  

Interestingly, the performance metrics reported in the included studies suggest high 

performance of machine learning models in oral cancer. Thus, the application of machine 

learning for oral cancer, as well as in other fields of medicine is not merely science fiction, but 

is becoming a reality [66]. This finding was corroborated by another study that examined 

machine learning and its potential applications to genomic studies of the head and neck [67]. 

Of note, sensitivity, specificity, and accuracy have been the widely reported performance 

metrics. This is because accuracy simply considers correct predictions over all the predictions 

made by the algorithm. Similarly, specificity measures the proportion of patients that did not 

have oral cancer and were predicted by the model as non-oral cancer while sensitivity (recall) 

measures what proportion of patients actually had oral cancer and were identified by the 

algorithm as having oral cancer. 

Using machine learning techniques, a web-based tool has been developed to predict 

locoregional recurrence [3]. Similarly, the machine learning technique was used to automate 

the diagnosis of oral cancer [49]. Many prognostic factors have been combined together via 

machine learning techniques for outcome predictions [15,23–30,43,58]. Also, the approach has 

demonstrated significant accuracy in discriminating between patients with or without oral 

cancer [16–19,21,22,38,41,47,52,57,59]. In other contexts, to enhance the effective 
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management of oral cancer, machine learning techniques were used for early-stage detection 

of precancerous and cancerous lesions [20,40,46,55,60].     

 Despite the benefits of ensemble machine learning algorithms, the support vector 

machine (SVM) was the most widely used machine learning algorithm for oral cancer 

diagnosis/prognosis as shown in this systematic review. This was also noted in a study that 

examined machine learning and its application to genomic data of head and neck cancer [67]. 

In another study, the support vector machine was concluded to be the most favorable algorithm 

for predicting the survival rate of oral cancer [45]. The support vector machine is frequently 

used because it is an empirical risk minimizer algorithm [68]. Thus, it is usually not prone to 

overfitting, thereby making it capable of producing a good model that can properly capture the 

complex relationships between the input and output parameters. Of note, the first study that 

examined the use of artificial intelligence to identify patients at high risks of oral cancer used 

an artificial neural network (ANN) [16]. Consequently, the neural network was also one of the 

most widely used algorithms. The success recorded from the use of neural networks led to its’ 

modification to contain multiple hidden layers. Hence, the name deep neural networks. Deep 

neural networks are well-positioned to solve most complex problems such as image analysis 

[69,70]. The application of deep learning technologies to oral cancer diagnosis and prognosis 

has increased in recent years [19,20,46,48,51,52,57–59].  

All the studies included in this systematic review emphasized that machine learning 

techniques offer an increased precision approach to clinicians by making informed decisions. 

This further enhances patient-specific treatments and effective management of hospital 

resources in a timely, efficient and dynamic manner [3,15–17,20,23,25,30,38,71,72]. Despite 

these potential benefits, the application of machine learning for medical diagnosis and 

prognosis has made few contributions to actual medical practice or patient care (Figure 2). 

Several issues are particularly significant from the science of machine learning (sometimes 



 

12 

 

generalized as the black box concern) and clinician concerns relating to the implementations 

of machine learning models in healthcare viewpoints. 

The first and most frequent issue for the clinical implementation is the black-box 

concern [25,62,73] (Figure 3). It comes in from two distinct yet interacting perspectives, 

namely the result and model interpretability concerns [63]. Result interpretability concern 

entails an inability of the clinicians to explain which aspect of the dataset used in the training 

led to the predicted result in a particular case. Similarly, model interpretability reflects the 

clinicians’ ability to understand how the algorithm developed the model [25,63]. As the trend 

in machine learning techniques moves from direct algorithms, such as support vector machine, 

to ensemble algorithms, and to deep learning, the black-box concern becomes more 

pronounced. To address this concern, it is pertinent for the machine learning techniques and 

the corresponding model to be explainable (“explainable model”) and transparent 

[25,30,62,64].  

Clinicians should be able to understand and effectively manage the emerging generation 

of models to be used for clinical decision making. Several terms have been used to describe 

this concept. These include explainable AI, transparent ML, interpretable ML, and trustworthy 

AI [74–76]. Holzinger et al proposed a system causability scale (SCS) to measure the quality 

of explanations offered by the machine learning models [77,78]. Notably, recent research 

emphasized the need for explainability and re-traceability on demands for models that can 

significantly affect users [79]. Similarly, these models should be reported using best practice 

reporting guidelines such as the Transparent Reporting of a Multivariate Prediction Model for 

Individual Prognosis or Diagnosis (TRIPOD) [80,81] or its extension that is peculiar to 

machine learning (TRIPOD-ML) [82].  

Intertwined with the issue of result and model interpretability concerns is the fact that 

most of these models were developed using retrospective data (historically labelled data). 
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However, the true performance of the machine learning models may be achieved with 

prospective data. Therefore, for the future, it is important that machine learning models are 

developed or validated with prospective data. Also, clinicians are expected to be aware of the 

performance of these models in metrics that gives better comprehension to the clinicians. The 

decision curve analysis, which seeks to present the net benefit of these models, may offer the 

clinicians the picture of the actual performance of these models in a relatable manner [83]. 

Furthermore, randomized controlled trials may be used to evaluate the true performance of 

these models as the higher technical accuracy reported for these models does not necessarily 

correspond to better patient prognostication [84]. 

Many of the current challenges in translating machine learning models for use in daily 

clinical practice is the misconceptions of the scope of machine learning in medical diagnosis. 

The notion that machine learning models are super-human or close to perfect is erroneous and 

misleading. However, the experience of the machine learning experts and the quality of the 

data used in machine learning analyses play a central role in producing a good model. 

Therefore, it is necessary that the quality of data used for model training should be the best 

possible and well-structured to produce a high-quality model [25,30,85].  

Furthermore, a fundamental component to achieving safe and effective deployment of 

machine learning models in clinical practices is for the models to achieve reliable 

generalizability. That is, the performance of the model to be applied for external cases outside 

the data for which the model was trained, is a subject to be highlighted [3,15,25,29,38]. Thus, 

for the machine learning model to create sustainable benefits in medical diagnosis, the data 

infrastructure of healthcare organizations needs to be improved so that machine learning 

models are developed using heterogeneous and aggregated data from multiple sources (big 

data) [86]. In addition, the model produced should be externally validated to avoid biases and 

to enhance the generalizability of the model [3,15,25,87,88]. This will ensure that relevant 
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variations of the model in real clinical settings are adequately captured [88]. Of note, the 

practice to externally validate the developed model is rare as few of the included studies in this 

systematic review performed external validation [3,15,25,52].   

Considering the concerns inherent to the science of machine learning, the limited 

amount of data used in the machine learning analyses represents a major concern 

[3,17,19,23,28,38,43,44,46,55]. Of note, data represents an essential backbone for any machine 

learning model. Therefore, the nature of the data in terms of quality and quantity plays a 

significant role in the performance of the model [25,30,85]. The concern of the limited amount 

of data can be addressed by the aggregation of data (data fusion technique). Unfortunately, 

such data is not readily available for machine learning analysis. The data is usually stored in 

different locations and formats ranging from electronic health records (EHR), pathology 

systems, medical imaging archives, insurance data, and electronic prescribing tools [89]. In 

fact, these medical data are characterized as being messy, voluminous, and complex [90]. This 

makes it challenging for data fusion and aggregation [89]. Therefore, it is advisable to pre-

process (carefully labelled and curated) the data prior to the attempt to aggregate the data [90]. 

The Fast Healthcare Interoperability Resources (FHIR) has been suggested to offer an approach 

for better unification of data formats [91].  

The limited amount of data used for the training of machine learning models can also 

give rise to algorithmic bias. This concern is closely related to the generalizability of the 

developed model [89]. Retrospective data that are usually used to train machine learning 

models have been reported to have significant biases towards under-represented groups that 

have been affected by factors such as gender, race, and socioeconomic background [92,93]. 

Examples of biased algorithms have been reported in the mortality prediction model [94] and 

the dermoscopic melanoma recognition model [95,96]. The problem of biases in algorithms 

can be addressed by improving the nature (quality and quantity) of the training data using big 
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data [87,88]. Also, the performance of the models should be evaluated within population 

subgroups such as gender, age, ethnicity, socioeconomic background, location, and other 

under-represented factors in the data. 

One of the most widely used sources of data for machine learning analysis is the 

hospital database such as the electronic health record (EHR). Unfortunately, this hospital 

environment is characterized by changes in clinical and operational practices over time, 

thereby, causing a shift in the patient populations and characteristics [97]. Therefore, earlier 

developed models should be retrained periodically [98]. This can be achieved by simple 

recalibration or full retraining of the model [98]. This approach offers an important step to 

addressing biases and further enhances the generalizability of the model [90]. 

Therefore, it is important to aggregate the available dataset siloed at different locations 

mentioned above. These aggregated data can be preprocessed (cleaned, re-organized, and 

stored) to form big data. In oncology, one of the insightful ways to achieve big data is to ensure 

that the size of the data is big enough (volume) with multiple parameters such as socio-

economic, risk factors, clinical, radiology, pathological, treatment data, and complications 

[99]. Additionally, the data should be preprocessed and accessed at a relatively fast speed 

(velocity). Furthermore, the data should contain varieties (variety) of data types such as 

discrete, continuous, binary, descriptive, structured, and unstructured data. Also, it is important 

that data is highly variable –parameters contained in the data are well defined and include 

minimum parameters that can make the data useful. It is important that the data being collected 

is valuable [99]. All these are coined under a general term of 5 Vs of big data (volume, velocity, 

variety, variability, and value) [99]. 

These big data can be used to develop machine learning models that offer insightful 

prognostication which could assist clinicians in making informed decisions [90]. Also, with 

big data, complex patterns can be derived from population-level rather than from the small 
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number of samples [90]. Thus, poised to address algorithmic bias and generalizability of the 

resulting model [90]. With the increasing number of patient registries and health databases, 

phenotypic and genotypic data are now linked to research data to have robust big data for 

machine learning analysis. Thereby, producing a model that is capable of prognostic analytics 

[90]. If these models are successfully validated and implemented, they could be of significant 

assistance for clinicians in making informed decisions.      

Connected to the concerns relating to the science of machine learning is that cofounders 

may be unintentionally fitted as part of the input variables to training the models. In some cases, 

these inputs may not be reliable in the clinical setting. To address this concern, machine 

learning analyses have been suggested to include principal component analysis, feature 

selection, or feature importance analysis in order to reduce the incidence of fitting confounders 

during model training. As shown in this systematic review, some of included studies performed 

either feature selection or feature importance analysis to reduce the incidence of unintentional 

fitting of confounders [3,15,23,29,44,46]. Although, this process may not be needed in deep 

learning analysis.  

In the quest to successfully translate these potentially transformative models from 

research into daily clinical practices, the privacy of patient information and ethical use of the 

data should also be considered [25,30]. Therefore, to address the concern of privacy and illegal 

exploitation of patients’ data, informed consent of the patients is necessary regarding the usage 

of patients’ data [100–103]. Other ethical (sociocultural) concerns include the balance between 

the benefits to potential harm concern, defining who will be responsible if the model fails 

[25,30], and commercial related interests (integration of machine learning-based model may 

actually reduce the revenue of the health systems and consequently of the clinicians) [25]. 

Other ethical related issues relating to the deployment of the machine learning models in daily 

clinical practices have been recently summarized by Alabi et al. [104]. Most importantly, 
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considering the impressive array of studies that had examined the application of machine 

learning in oral cancer prognostication as presented in this study, proactive ethical, regulatory, 

governance, and legal frameworks are necessary to ensure that machine learning models 

progress safely to daily clinical practices [90,105].  

Our systematic review has several limitations. The main limitation of this systematic 

review is that most of the included studies did not evaluate the challenges of the integration of 

machine learning models into daily clinical practices. Thus, possible solutions could not be 

inferred from the included studies. In addition, the qualities of the included studies varied.  

In conclusion, our systematic review reveals the potential usefulness of machine 

learning models in the management of oral cancer. More importantly, resolving the issues 

related to the concerns highlighted in this systematic review will ensure faster implementation 

of this approach in clinical practice. This would further enhance informed clinical decision-

making and offer a better diagnosis and prognostication of oral cancer. Future work to improve 

explainability and interpretability of the machine learning models and using clinically 

applicable performance metrics would be necessary to translate these models for use in daily 

clinical practice. The developers of machine learning models should be conversant with the 

data to be used in the training process and with unintended algorithmic bias, and they should 

ensure that the developed models are externally validated to enhance generalization. The 

development of insightful regulatory frameworks is essential for the safe integration of these 

models into daily clinical practices.  
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Summary points 

What was already known on the topic: 

o There are several published studies on the application of machine learning techniques 

to analyze oral squamous cell carcinoma (OSCC). 

o The machine model used in actual clinical practice is limited due to certain limitations 

and concerns. 

What knowledge this study adds: 

▪ To the best of our knowledge, this is the first study that systematically review the 

published studies that examined the application of machine learning techniques to 

analyze oral squamous cell carcinoma (OSCC). 

▪ It examines the concerns and limitations to the actual implementation of machine 

learning-based models in clinical settings. This study also discusses possible solutions 

to these concerns. 

▪ Support vector machine and artificial neural network are the most widely used 

algorithms for oral cancer prognostication.  

▪ Addressing the limitations as suggested in this study may ensure that the models are 

useful for effective oral cancer management. 
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Figure Legend 

Figure 1. The flow diagram highlighting the search strategy and the search results.  

Figure 2. Machine learning training scheme showing the concern to actual implementation. 

Figure 3. The black-box concern of the machine learning models in oral cancer management 
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Figure 1. The flow diagram highlighting the search strategy and the search results.  
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Figure 2. Machine learning training scheme showing the concern to actual implementation. 

 

Figure 3. The black-box concern of the machine learning models in oral cancer 

management 
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Table 1. Extracts of the main findings from the included studies 

 

Authors, year 
(country) 

Site No of Cases 
[date type] 

Machine 
Learning 
Methods 

Use of Machine 
Learning in Oral 

cancer 

Study Aim Result
s 

Perfor
mance 
metric

(s) 

Conclusion 

Speight et al., 1995 
(United Kingdom) 

Oral 
cavity 

2027 
 

Neural Network Diagnostic (data of 
risk habits, personal 
details, dental 
attendance). 

To predict the 
likelihood of an 
individual to having 
a malignant or 
potentially malignant 
oral lesion. 

This 
approa
ch 
showe
d 
promis
ing 
results 
compa
red 
with 
the 
perfor
mance 
of the 
dentist 
for the 
screeni
ng 
exercis
e. 

Sensiti
vity: 
0.80 
Specifi
city: 
0.77 

The neural 
network may 
be valuable in 
the 
identification 
of patients 
with a high risk 
of oral cancer. 

         
Wang et al., 2003 
(China) 

Oral 
cavity* 

97 
 

Partial Least 
Squares and 
Artificial Neural 
Network (PLS-
ANN) 

Diagnostic 
(autofluorescence 
spectra data 
analysis). 

To differentiate 
between 
premalignant and 
malignant tissues 
from benign. 

The 
multiv
ariate 
algorit
hm 
differe
ntiated 
human 
premal
ignant 
and 
malign
ant 
lesions 
from 
benign 
lesions 
or 
normal 
oral 
mucos
a. 

Sensiti
vity: 
0.81 
Specifi
city: 
0.96 
 

The hybrid 
technique 
proposed in 
this study 
significantly 
improved the 
identification 
efficiency. 

         
Kawazu et al., 2003 
(Japan) 

Oral 
cavity 

1,116 
 

Neural Network Diagnostic 
(Histopathological) 

To predict lymph 
node metastasis in 
oral cancer 

The 
predict
ion 
perfor
mance 
was 
compa
rable 
to 
clinical 
radiolo
gists 

Sensiti
vity: 
0.80 
Specifi
city: 
0.94 
Accura
cy: 
93.6% 

The algorithm 
showed 
significant 
accuracy for 
the prediction 
of lymph node 
metastasis. 

         
Majumder et al., 
2005 (India) 

Oral 
cavity 

171 
 

Relevance Vector 
Machine (RVM) & 
Support Vector 
Machine (SVM) 

Diagnostic 
(autofluorescence 
spectra data 
analysis) 

To diagnose early 
stage oral cancer 

The 
perfor
mance 
shown 

Sensiti
vity: 
0.91 

The Bayesian 
framework 
addressed 
some of the 
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 by the 
Bayesi
an 
frame
work 
of RVM 
was 
compa
rable 
to the 
traditi
onal 
SVM. 

Specifi
city: 
0.96 

concern other 
traditional 
algorithms 
while 
producing 
comparable 
performance. 

         
Nayak et al., 2006 
(India) 

Oral 
cavity 

143 
 

Principal 
Component 
Analysis (PCA) & 
Artificial Neural 
Network (ANN) 

Diagnostic 
(autoflourescence 
spectra data 
analysis). 

To classify images 
into normal, 
premalignant, and 
malignant. 

The 
perfor
mance 
of ANN 
was 
better 
than 
PCA. 

Sensiti
vity: 
0.96 
Specifi
city: 
1.00 

The examined 
algorithm 
distinguished 
between 
normal, 
premalignant, 
and malignant 
oral tissues. 

         
Kim & Cha, 2011 
(Korea) 

Oral 
cavity 

90 Principal 
Component 
Analysis (PCA) 

Prognostic (Clinical 
and genomic) 

To predict lymph 
node status before 
surgery 

The 
model 
perfor
med 
better 
when 
the 
clinical 
and 
genom
ic 
param
eters 
were 
combi
ned. 

Sensiti
vity: 
0.70 
Specifi
city: 
0.88 
Accura
cy: 
84.0% 

Predicting 
lymph node 
status before 
surgery may 
help to decide 
whether 
additional 
preoperative 
treatment or 
surgical lymph 
node 
dissection is 
needed. 

         
Exarchos et al., 
2012 (Greece) 

Oral 
cavity 

41 Bayesian 
Networks (BN), 
Artificial Neural 
Network (ANN), 
Support Vector 
Machine (SVM), 
Decision Tree 
(DT) & Random 
Forest (RF) 

Prognostic 
(Clinical, image and 
genomic). 

To predict oral 
cancer reoccurrence. 

The 
multip
aramet
ric 
approa
ch 
presen
ted 
succes
sfully 
predict
ed oral 
cancer 
reoccu
rrence. 

Accura
cy: 
100% 

The prediction 
of potential 
relapse may 
offer decision 
support 
avenue for the 
clinicians. 

         
Sharma and Om, 
2013 (India) 

Oral 
cavity 

1024 Single Tree (ST), 
Decision Tree 
Forest (DTF), 
Tree Boost (TB) 
model 

Prognostic 
(clinicopathologic) 

To predict the 
survival rate in 
cancer patients. 

The 
three 
examin
ed 
algorit
hms 
showe
d 
similar 
results 
and 
perfor
mance
s. 

Sensiti
vity: 
1.00 
Specifi
city: 
1.00 

The effective 
prediction of 
survival in oral 
cancer gives an 
overall better 
management of 
oral cancer. 
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Chang et al., 2013 
(Malaysia)  

Oral 
cavity 

31 Adaptive Neuro 
Fuzzy Inference 
System (ANFIS), 
Artificial Neural 
Network (ANN), 
Support Vector 
Machine (SVM), 
Logistic 
Regression (LR) 

Prognostic 
(Clinicopathologic 
and genomic) 

Oral cancer 
prognosis using the 
hybrid of feature 
selection and several 
machine learning 
methods. 
[Continuation of 
previous studies] 

Progno
sis is 
more 
accurat
e with 
the 
combi
nation 
of 
clinico
pathol
ogic 
and 
genom
ic 
marker
s.  

Accura
cy: 
93.8% 

The presented 
hybrid method 
offers superior 
prognosis. 
Also, the 
selected 
features 
suggests the 
potential of 
becoming a 
significant 
milestone in 
oral cancer 
studies. 

         
Chang et al., 2014 
(Malaysia)  

Oral 
cavity 

31 ReliefF-Genetic 
Algorithm, 
Feature 
Selection, 
Adaptive Neuro 
Fuzzy Inference 
System (ANFIS  

Prognostic 
(Clinicopathologic 
and genomic) 

To apply the hybrid 
of feature selection 
(Relief-GA) & 
machine learning 
technique (ANFIS) in 
prognosis of oral 
cancer. 

The 
progno
ses 
was 
more 
accurat
e in 
group 
2 
(clinic
opatho
logic 
and 
genom
ic) 
than 
group 
1 
(clinic
opatho
logic 
marker
s only) 

Accura
cy: 
93.8% 

The study 
identified 
important 
markers and 
produced 
model that can 
support 
effective 
clinical 
decisions.   

         
Sharma and Om, 
2014 (India) 

Oral 
cavity 

1024 Support Vector 
Machine (SVM) & 
Multi-layer 
Perceptron 
(MLP) 

Prognostic 
(Clinicopathologic) 

To predict 
survivability of oral 
cancer patients. 

The 
perfor
mance 
metric
s 
showe
d by 
SVM 
outper
forms 
the 
multi-
layer 
percep
tron. 

Sensiti
vity: 
0.73 
Specifi
city: 
0.73 
Accura
cy: 
73.6% 

The support 
vector machine 
may be the 
most favorable 
model for 
predicting 
survival in oral 
cancer 
patients. 

         
Tseng et al., 2015 
(Taiwan) 

Oral 
cavity 

673 Decision Tree 
(DT), Artificial 
Neural Network 
(ANN), Logistic 
Regression (LR), 
& K-means 

Prognostic 
(Clinicopathologic) 

To predict 5-year 
survival rate and 
recurrence. 
Clustering of patients 
were conducted.  

Decisio
n tree 
and 
neural 
networ
k 
showe
d 
superi
or to 
traditi
onal 
metho
d. 

Accura
cy: 
98.4% 

The survival 
rate is 
influence by 
factors such as 
treatment and 
poor cell 
differentiation. 
Patients with 
stage IV with 
certain 
characteristics 
have low 
survival rate.  
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Sharma and Om, 
2015 (India) 

Oral 
cavity 

1025 Probabilistic and 
General Neural 
Network 
(PNN/GRNN), 
Linear 
Regression (LR), 
Decision Tree 
(DT), Tree Boost 
(TB), Multi-layer 
perceptron 
(MLP), 
Convolutional 
Neural Network 
(CNN) 

Diagnostic 
(Clinicopathologic) 

To detect oral cancer. The 
model 
predict
ed 
cancer 
stages 
and 
surviv
ability 

Sensiti
vity: 
0.92 
Specifi
city: 
0.79 
Accura
cy: 
80.0% 

The developed 
variants of 
neural network 
performed 
better than the 
widely used 
classifiers. 

         
Sharma & Om, 2015 
(India)  

Oral 
cavity 

1025 Group method if 
data handling 
(GMDH) 
polynomial 
neural network & 
Radial basis 
neural network 
(RBNN) 

Diagnostic 
(Clinicopathologic) 

To diagnose new 
cases of oral cancer. 

The 
two 
variant 
of NN 
showe
d 
compe
titive 
results 
in 
differe
ntiatin
g 
patient
s with 
or 
withou
t oral 
cancer. 

Sensiti
vity: 
0.77 
Specifi
city: 
0.61 
Accura
cy: 
67.8% 

Two models of 
neural network 
predicted 
chances of 
survival of oral 
cancer 
patients. 

         
Shams & Htike, 
2017 (Malaysia)  

Oral 
cavity 

86 Support Vector 
Machine (SVM), 
Deep Neural 
Network (DNN), 
Regularized 
Least Squares 
(RLS) & Multi-
layer perceptron 
(MLP) 

Prognostic 
(Gene expression 
data). 

To predict the risks 
of oral cancer in oral 
premalignant lesion 
(OPL) patients. 

The 
DNN 
techni
que 
perfor
med 
better 
than 
others. 

Sensiti
vity:0.
98 
Specifi
city: 
0.94 
Accura
cy: 
96% 
 
 
 

 

ML technique 
with gene 
expression 
profiling 
predicted the 
possibility of 
oral cancer 
development 
in OPL 
patients. 

         
Aubreville et al., 
2017 (Germany)  

Oral 
cavity 

7,894 Deep learning 
technologies on 
Confocal Laser 
Endomicroscopy 
(CLE) images of 
oral squamous 
cell carcinoma 
(OSCC) 

Diagnostic 
(image analysis) 

Detection of oral 
cancer based on 
images. 

A CNN-
based 
image 
recogn
ition 
was 
succes
sfully 
applie
d on 
confoc
al laser 
endom
icrosco
py 
images 
of 
OSCC. 

Sensiti
vity: 
0.86 
Specifi
city: 
0.90 
Accura
cy: 
88.3% 
AUC: 
0.96 

This approach 
provides an 
automatic 
diagnosis using 
deep learning. 

         
Lu et al., 2017 
(China & USA) 

Oral 
cavity 

115 Linear 
Discriminant 
Analysis (LDA), 
Quadratic 
Discriminant 

Prognostic 
(Clinicopathologic + 
image analysis). 

To predict the 
disease-specific 
survival. 

The 
study 
proper
ly 
associa

AUC: 
0.72 

Nuclear 
morphology 
can risk 
stratify 
patients for 
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Analysis (QDA), 
Support Vector 
Machine (SVM), 
Random Forest 
(RF) 

ted 
local 
nuclea
r 
morph
ologic 
hetero
geneity 
with 
long 
term 
outco
mes. 

disease-
specific 
survival. 

         
Uthoff et al., 2018 
(USA & India) 

Oral 
cavity 

170 Convolutional 
Neural Network 
(CNN) 

Diagnostic (image 
analysis) 

Early detection of 
precancerous and 
cancerous lesions  

A low-
cost, 
smartp
hone-
based 
image 
system 
for 
oral 
screeni
ng was 
develo
ped 

Sensiti
vity: 
0.85 
Specifi
city: 
0.88 
 

The approach 
offered early 
detection and 
diagnosis, 
minimize 
disease 
progression 
and reduce 
death rate. 

         
Al-Ma’aitah & 
AlZubi, 2018 (Saudi 
Arabia) 

Oral 
cavity 

- Gravitational 
Search Optimized 
Echo State 
Neural Networks 
(GSOESNN, 
Support Vector 
Machine (SVM), 
Multi-layer 
perceptron 
(MLP), & Neural 
Network 

Diagnostic 
(image analysis) 

Detection of oral 
cancer  

The 
optimi
zed 
neural 
networ
k 
examin
ed in 
this 
study 
identifi
ed oral 
cancer 
than 
other 
machin
e 
learnin
g 
metho
ds. 

Accura
cy: 
99.2%. 

The early-
detection of 
oral cancer 
helps to reduce 
the death rate 
associated 
with oral 
cancer. 

         
Turki & Wei, 2018 
(Saudi Arabia & 
USA)  

Oral 
cavity* 

86 Boosted Support 
Vector Machine 
(BSVM) 

Prognostic (gene 
expression data) 

Identification of oral 
cancer 

The 
boosti
ng 
versio
ns of 
the 
examin
ed 
algorit
hms 
outper
formed 
the 
baselin
e 
algorit
hms.   

MAUC: 
0.849. 

The boosting 
probabilistic 
versions of 
SVM improved 
the 
performance in 
the oral cancer 
discrimination 
tasks. 

         
Cheng et al., 2018 
(Taiwan)  

Oral 
cavity 

1,429 K-Nearest 
Neighbor (KNN), 
K-shortest paths 
(K-STAR), 
Randomizable 

Diagnostic 
(Clinicopathological 
data) 

To predict 
recurrence 

Import
ant 
risk 
factors 
for 

Specifi
city: 
0.75 

The 
application of 
this model is 
poised to 
reduce the 
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Filtered Classifier 
(RFC), & Random 
Tree (RT) 

recurr
ence 
were 
identifi
ed. 
Also,  
KSTAR 
algorit
hm 
showe
d the 
best 
perfor
mance 

Accura
cy: 
77.0% 

incidence of 
recurrence. 

         
Das et al., 2018 
(India)  

Oral 
cavity 

126 Deep 
Convolution 
Neural Network 
(DCNN) 

Diagnostic (image 
analysis) 

Automatic 
identification of 
relevant regions for 
OSCC diagnosis 

Kerati
n 
pearls 
region 
were 
identifi
ed 
with 
signific
ant 
accura
cy. 

Accura
cy: 
96.9% 

Clinically 
relevant 
regions from  
oral mucosa 
image were 
distinguished 

         
Nawandhar et al., 
2019 (India)  

Oral 
cavity 

676 Decision Tree 
(DT), Quadratic 
Support Vector 
Machine (QSVM), 
Cubic SVM (Cu-
SVM), 
Neighborhood 
Component 
Analysis (NCA), 
Random-
Subspaces Linear 
Discriminant 
Analysis (RS-
LDA) & Stratified 
Squamous 
Epithelium – 
Biopsy Image 
Classifier (SSC–
BIC) 

Prognostic (Image 
analysis) 

To develop an 
automatic OSCC 
image classifier 

H&E 
stained 
micros
copic 
images 
were 
classifi
ed as 
either  
normal
, well, 
moder
ately, 
or 
poorly 
differe
ntiated 
 

Accura
cy: 
95.6% 

The approach 
produced 
automatic 
screening of 
biopsy images 

         

Yan et al., 2019 
(China) 

Tongue 
Squamo
us Cell 
Carcino
ma 
(TSCC) 

24 Convolutional 
Neural Networks 
(CNN) 

Diagnostic (Raman 
Spectroscopy) 

To discriminate the 
border of tongue 
squamous cell 
carcinoma from non-
tumorous tissue. 

The 
extract
ed 
feature
s 
combi
ned to 
produc
e 
signific
ant 
accura
cy for 
tongue 
squam
ous 
cell 
carcino
ma 
discri
minati
ons 

Sensiti
vity: 
0.99 
Specifi
city: 
0.95 
Accura
cy: 
97.2% 

Raman 
spectroscopy 
combined with 
deep learning 
has a great 
potential for 
the 
intraoperative 
evaluation of 
the margin 
resection of 
oral tongue 
squamous cell 
carcinoma. 
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Yu et al., 2019 
(China) 

Oral 
Tongue 
Squamo
us Cell 
Carcino
ma 
(OTSCC) 

36 Deep 
Convolutional 
Neural Networks 
(DCNN), 
Principle 
Component 
Analysis (PCA), 
Support Vector 
Machine (SVM), 
& Linear 
Discriminant 
Analysis (LDA) 

Diagnostic (Raman 
spectral data) 

To discriminate 
OTSCC from non-
tumorous tissue 

DCNN 
showe
d 
better 
result 
than 
the 
state-
of-the-
art 
metho
ds 

Sensiti
vity: 
0.99 
Specifi
city: 
0.94 
Accura
cy: 
96.9% 

Raman 
spectral 
characterizatio
n and DCNN 
classification of 
normal and 
tongue tumor 
tissue. 

         
Chan et al., 2019 
(Taiwan) 

Oral 
cavity 

80 Deep 
Convolutional 
Neural Networks 
(DCNN) 

Diagnostic (auto-
fluorescence data 
analysis) 

To detect oral cancer The 
feature 
extract
ed by 
Gabor 
filter 
provid
e more 
useful 
inform
ation 
for 
cancer 
detecti
on 

Sensiti
vity: 
0.93 
Specifi
city: 
0.94 

A model for the 
detection of 
cancer of the 
oral cavity 
developed. 

         
Bur et al., 2019 
(USA)  

Oral 
cavity 

782 Decision Forest 
(DF), Gradient 
Boosting (GB) 

Prognostic 
(clinicopathologic) 

Predict occult nodal 
metastasis 

The DF 
and GB 
perfor
med 
better 
at 
predict
ing 
occult 
nodal 
metast
asis 
than 
DOI 
model. 

Sensiti
vity: 
0.917 
Specifi
city: 
0.576 
AUC: 
0.84 
 

The machine 
learning 
approach 
improves 
prediction of 
pathologic 
nodal 
metastasis 

         
Zlotogorski-Hurvitz 
et al., 2019 (Israel) 

Oral 
cavity 

34 Principal 
Component 
Analysis – Linear 
Discriminant 
Analysis (PCA-
LDA), Support 
Vector Machine 
(SVM) 

Prognostic 
(saliva samples) 

To differentiate 
between the spectra 
of oral cancer and 
healthy individuals. 

The 
mid-
infrare
d (IR) 
spectra 
of oral 
cancer 
patient
s was 
differe
nt from 
health
y 
individ
uals. 
The 
PCA-
LDA 
outper
formed 
other 
examin
ed 
techni
ques. 

Specifi
city: 
89% 
Accura
cy: 
95% 

The ANN was 
used to detect 
subtle changes 
in the 
conformations 
of proteins, 
lipids, and 
nucleic acids. 
Thus, this non-
invasive 
method was 
able to make 
distinction 
between oral 
cancer and 
healthy 
individuals. 
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Alabi et al., 2019 
(Finland &Brazil) 

Oral 
Tongue 
Squamo
us Cell 
Carcino
ma 
(OTSCC) 

254 Support Vector 
Machine (SVM), 
Naive Bayes 
(NB), Boosted 
Decision Tree 
(BDT), Decision 
Forest (DF), & 
Permutation 
Feature 
Importance (PFI) 

Prognostic 
(clinicopathologic) 

To predict 
locoregional 
recurrence 

The 
BDT 
produc
ed the 
highest 
accura
cy. 
Also, 
the 
examin
ed 
algorit
hms 
perfor
med 
better 
than 
the 
depth 
of 
invasio
n 
model. 

Sensiti
vity: 
0.79 
Specifi
city: 
0.83 
Accura
cy: 
81% 

The machine 
learning (ML) 
predicted 
locoregional 
recurrence and 
also performed 
better than 
depth of 
invasion (DOI) 
based model 

         
Lalithamani et al., 
2019 (India)  

Oral 
cavity 

- Deep Neural 
Based Adaptive 
Fuzzy System 
(DNAFS) 

Diagnostic 
(demographics and 
histopathologic) 

To identify oral 
cancer patients 

The 
novel 
classifi
er uses 
fuzzy 
logic 
and 
DNN 
for 
oral 
cancer 
identifi
cation 
and 
detecti
on 

Accura
cy: 
96.3% 

The proposed 
hybrid method 
provided an 
efficient 
method to 
classify oral 
cancer.  

         
Lavanya & Chandra, 
2019 (India)  

Oral 
cavity 

- Decision Tree 
(DT), Random 
Forest (RF), 
Support Vector 
Machine (SVM), 
K-Nearest 
Neighbor (KNN), 
Multi-layer 
perceptron 
(MLP), Logistic 
Regression (LR) 

Prognostic 
(Pathological data) 

To classify oral 
cancer into stages 

The 
ML 
predict
ed 
differe
nt 
stages 
in oral 
cancer 

Accura
cy: 
90.6% 

ML method 
provided 
effective 
technique to 
classify oral 
cancer into 
stages 

         
Wang et al., 2019 
(China) 

Oral 
cavity 

266 Random Forest 
(RF) 

Prognostic 
(personal details, 
smoking & drinking 
status, lesion 
conditions, & 
histological grade) 

Predict cancer risk of 
oral potentially 
malignant disorders. 

The 
person
alized 
model 
perfor
med 
better 
than 
the 
baselin
e & 
clinical 
expert 

Sensiti
vity: 
0.82 
Specifi
city: 
0.91 

The machine 
learning model 
was able to 
classify the 
patients as 
either high-
risks or low-
risks. Thereby 
providing 
precise, cost 
effective and 
personalized 
treatments. 

         
Alabi et al., 2019 
(Finland & Brazil) 

Oral 
tongue 
squamo
us cell 
carcino

311 Artificial Neural 
Network (ANN) 

Prognostic 
(Clinicopathological 
data) 

Prediction of 
locoregional 
recurrences 

The 
accura
cy of 
the 
neural 
networ

Sensiti
vity: 
0.71 
Specifi
city: 
0.98 

 The machine 
learning 
approach 
offers a unique 
decision-
making for 
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ma 
(OTSCC) 

k was 
signific
antly 
higher. 

Accura
cy: 
88.2% 

predicting 
locoregional 
recurrences. 

         
Karadaghy et al., 
2019 (USA)     

Oral 
cavity 

33,065 Decision Forest 
(DF) 

Prognostic 
(Clinicopathological, 
social and 
demographic data) 

Prediction of 5-year 
overall survival of 
OSCC patients 

Combi
ning 
clinico
pathol
ogical, 
social 
and 
demog
raphics 
produc
ed 
better 
model 
than 
TNM-
based 
model. 

Accura
cy: 
71% 

Machine 
learning 
approach 
produced a 
model to 
predict 
survival of 
OSCC patients. 

         
Sunny et al., 2019 
(India, Germany & 
America) 

Oral 
cavity 

100 Artificial Neural 
Network (ANN) 
 

Diagnostic (image) 
& prognostic   
(clinicopathologic) 

To develop a risk 
stratification model 
using ANN. Also to 
enable tele-cytology-
based point of care 
diagnosis (detection 
of OPML). 

The 
ANN 
showe
d 
higher 
accura
cy. 

Specifi
city: 
0.90 
Accura
cy: 
86% 

The tele-
cytology 
approach 
showed to be 
an effective 
method for 
accurate and 
remote 
diagnosis. 

         
Jeyaraj & Samuel 
Nadar, 2019 (India) 

Oral 
cavity 

100 Convolution 
Neural Network 
(CNN) 

Diagnostic 
(image analysis) 

To use CNN for the 
detection of 
cancerous tumor 
with benign and 
cancerous tumor 
with normal tissue. 

The 
regress
ion-
based 
partiti
oned 
CNN 
perfor
ms 
better 
than 
other 
traditi
onal 
medica
l image 
classifi
cation 
techni
que 
examin
ed. 

Sensiti
vity: 
0.94 
Specifi
city: 
0.91 
Accura
cy: 
91.4 % 

The application 
of regression-
based 
partitioned 
CNN improves 
diagnosis. 
Thereby, 
improving 
early detection 
and cancer 
treatments. 

         
Ariji et al., 2019 
(Japan) 

Oral 
cavity 

45 Convolution 
Neural Network 
(CNN) 

Diagnostic 
(image analysis) 

To evaluate the 
performance of CNN 
for the diagnosis of 
lymph node 
metastasis. 

The 
CNN 
yielded 
perfor
mance 
that is 
similar 
to 
pathol
ogists. 

Sensiti
vity: 
0.75 
Specifi
city: 
0.81 
Accura
cy: 
78.2%. 

Although, the 
performance of 
the CNN is no 
different from 
the 
pathologists, it 
can be a useful 
method for 
diagnostic 
support. 

         
Xu et al., 2019 
(China) 

Oral 
cavity 

~ 7000 
 

Three-
Dimensional  
Convolutional 
Neural Networks 
(3DCNN)  

Diagnostic (image 
analysis) 

To differentiate 
between benign and 
malignant oral 
cancers 

The 
3DCNN 
variant 
gave a 
better 
perfor

Accura
cy: 
75.4% 

The examined 
variant showed 
promising 
results in 
stratifying 
between 
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mance 
than 
the 
2DCNN 
in 
differe
ntiatin
g 
betwee
n 
benign 
and 
malign
ant. 

benign and 
malignant oral 
cancer. 

         
Romeo et al., 2020 
(Italy)  

Oral 
cavity 

40 Naïve Bayes 
(NB), Bagging of 
NB, K-Nearest 
Neighbors 
(KNN), J48, 
boosting J48 

Prognostic (Image 
analysis) 

Prediction of tumor 
grade and nodal 
status in patients 
with OCSCC & 
oropharyngeal. 

Most 
accurat
e 
subset 
of 
feature
s to 
predict 
tumor 
grade 
and 
nodal 
status 
were 
identifi
ed. 

Accura
cy: 
92.9% 

A radiomic 
machine 
learning (ML) 
techniques was 
able to predict 
tumor grade 
and nodal 
status in oral 
cancer patients 

         
McRae et al., 2020 
(USA) 

Oral 
cavity 

999 K-Nearest 
Neighbors (KNN) 

Diagnostic 
(histopathologic and 
brush cytologic 
parameters) 

To detect potential 
malignant oral 
lesions (PMOL). 

This 
approa
ch 
repres
ent a 
practic
al 
solutio
n for 
quick 
PMOL 
assess
ment. 

Accura
cy: 
99.3% 

The approach 
facilitates 
effective 
screening of 
PMOL 

         
Mermod et al., 2020 
(Switzerland & 
Australia) 

Oral 
cavity 

56 
(112 external 
validation) 

Random Forest 
(RF), linear 
Support Vector 
Machine (SVM), 
LASSO 
regularized 
logistic 
regression, C5.0 
decision trees 

Prognostic 
(demographic, 
histopathologic, 
immunohistochemic
al) 

To predict occult 
lymph node 
metastases (OLNM) 

The 
examin
ed 
algorit
hm 
offered 
a 
clinical 
manag
ement 
strateg
ies to 
identif
y 
patient
s that 
would 
benefit 
from 
neck 
dissect
ion 

Sensiti
vity: 
0.8 
Specifi
city: 
0.9 
Accura
cy: 
90% 

The developed 
model could 
significantly 
improve the 
management of 
patients with 
early-stage 
OSCC 
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Abbreviations:  OCSCC: Oral Cavity Squamous-Cell Carcinoma, AUC: Area Under Receiving Operating Characteristics 

(ROC) curve, MAUC: Mean Area Under Receiving Operating Characteristics (ROC) curve. * Other sites were considered in 

the study as well. + Where more than one algorithm was considered, the algorithm with the best performance metrics was 

reported in the above table (Table 2). Similarly, when the performance metrics were reported differently for training and 

validation, only the validation performance metrics was considered. 

 

 

Table 2. Tabular presentation of PROBAST results. 

Study ROB  Applicability  Overall 
 Particip

ants 
Predict
ors 

Outco
me 

Analy
sis 

Particip
ants 

Predict
ors 

Outco
me 

RO
B 

Applicab
ility 

Speight 
et al., 
1995 

+ + + ? + + + - + 

Wang et 
., 2003 

+ + + + + + + + + 

Kawazu 
et al., 
203 

+ + + + + + + + + 

Majumd
er et al., 
2005 

+ + + + + + + + + 

Nayak et 
al., 2006 

+ + + + + + + + + 

Kim & 
Cha, 
2011 

+ + + + + + + + + 

Exarcho
s et al., 
2012 

+ + + + + + + + + 

Sharma 
and Om, 
2013 

+ + + + + + + + + 

Chang et 
al., 2013 

+ + + + + + + + + 

Chang et 
al., 2014 

+ + + + + + + + + 

Sharma 
& Om, 
2014 

+ + + + + + + + + 

Tseng et 
al., 2015 

+ + + + + + + + + 

Sharma 
and Om, 
2015 

+ + + + + + + + + 

Sharma 
& Om, 
2015 

+ ? + + + ? + - - 

Shams & 
Htike 
2017 

+ ? + + + ? + - - 
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Aubrevil
le et al., 
2017 

+ + + + + + + + + 

Lu et al., 
2017 

+ + + + + + + + + 

Uthoff et 
al., 2018 

+ + + + + + + + + 

Al-
Ma’aitah 
& 
AlZubi, 
2018 

+ + + + + + + + + 

Turki & 
Wei, 
2018 

+ + + + + + + + + 

Cheng et 
al., 2018 

+ ? + + + ? + - - 

Das et 
al., 2018 

+ + + + + + + + + 

Nawand
har et 
al., 2019 

+ + + + + + + + + 

Yan et 
al., 2019 

+ + + + + + + + + 

Yu et al., 
2019 

+ + + + + + + + + 

Chan et 
al., 2019 

+ + + + + + + + + 

Bur et 
al., 2019 

+ + + + + + + + + 

Zlotogor
ski-
Hurvitz 
et al., 
2019 

+ + + + + + + + + 

Alabi et 
al., 2019 

+ + + + + + + + + 

Lalitham
ani et al., 
2019 

+ + + + + + + + + 

Lavanya 
& 
Chandra, 
2019 

+ + + + + + + + + 

Wang et 
al., 2019 

+ + + + + + + + + 

Alabi et 
al., 2019 

+ + + + + + + + + 

Karadag
hy et al., 
2019 

+ + + + + + + + + 

Sunny et 
al., 2019 

+ + + + + + + + + 
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Jeyaraj 
& 
Samuel 
Nadar, 
2019 

+ + + + + + + + + 

Ariji et 
al., 2019 

+ + + + + + + + + 

Xu et al., 
2019 

+ + + + + + + + + 

Romeo 
et al., 
2020 

+ + + + + + + + + 

McRae 
et al., 
2020  

+ + + + + + + + + 

Mermod 
et al., 
2020 

+ + + + + + + + + 

PROBAST = Prediction model Risk Of Bias Assessment Tool; ROB = Risk of Bias. 

+ Indicates Low ROB/Low concern regarding applicability.   

− Indicates High ROB/high concern regarding applicability. 

? Indicates unclear ROB/unclear concern regarding applicability. 

 

 

 

 

Table 3. Quality measurement guidelines [Adapted from Luo et al., 2016] [36] 
Article sections Parameters Explanation 
Title ▪ Title (Nature of Study)  The study clearly showed that it focused on 

either diagnostic or prognosis model, or both. 
   
Abstract  • Abstract (Structured 

summary of the study) 
It contains the background, objectives, data 
sources, performance metrics and conclusion. 
The data sources and no of data is preferred 
but can also be optional in the abstract. 

   
Introduction ▪ Rationale 

▪ Objectives 
Describes the goals of the study. It properly 
introduced the reader to the study. A brief 
introduction that reviews the current practice 
and prediction performance of existing models. 
Also, identify how the newly proposed model 
may benefit the clinical practices.  

   
Methods ▪ Describe the available 

data/describe the setting 
▪ Define the problem 

(diagnostic/prognostic) 
▪ Data preparation 
▪ Build the model 

Describe the data source, size of data sample, 
year/duration of the available data. The 
nature of the data 
(retrospective/prospective), input and target 
variables definition, cost of prediction errors, 
performance metrics definition, and the 
explanation of the success criteria. Data 
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inclusion and exclusion criteria, data 
processing methods, missing values and how 
it was handled. Finally, explain how the model 
was built. 
 
(Explaining the nature of data and the external 
validation are desirable but not mandatory) 

   
Results • The performance of the 

model using the external 
validation dataset 
 

This reports the final model and its 
performance. It is recommended to compare 
the performance of the model with other 
known models, clinical standards or statistical 
methods. Reporting the confidence intervals is 
optional but desirable. Similarly, it is highly 
recommended to validate the model externally. 
If not possible, internal validation becomes 
important. 

   
Discussion ▪ Discuss the clinical 

implications 
▪ Discuss the limitations 

Discuss the significance of the findings and 
possible limitations (potential pitfalls) of the 
study or the model to be specific. Mentioning 
the financial implications, that is, the amount 
of money that can be saved using this model is 
optional. 

   
Conclusion o Discuss the overall usage 

of the model in the 
clinical arena. 

Report the unexpected signs of the model such 
as collinearity, overfitting, underfitting. Most 
importantly, evaluates if the objective of the 
studies was fulfilled. 
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