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Abstract

When people communicate with visual imagery, they in-
tend the audience to recover specific structures and infer-
ences. We propose that these structures and inferences can
be modeled using representations and algorithms modeled
on approaches to natural language (NL) discourse, partic-
ularly coherence relations. We support our argument by de-
scribing two successful case studies where we use NL meth-
ods to annotate the integrated interpretation of diagrams
and pictures in context and to infer the interpretation of
these presentations.

1. Overview
We propose organizing image–text presentations and di-

agrams in terms of coherence relations, a fundamental con-
struct from the theory of natural language discourse that is
often invoked to explain the integrated interpretation of the
diverse communicative actions in face-to-face conversation
[6, 10]. To exemplify, Figure 1 presents steps from two
recipes in which images are paired with instruction text.
The juxtaposition of the text and the image in each step
suggests specific but diverse inferential connections. Fig-
ure 1a depicts the action that is described in the text, lower
peaches, while suggesting that the action has to be com-
pleted using a large spoon. The image illustrates the action
in progress, and thus shows a moment in the middle of the
process that is described in text. The text, on the other hand,
provides specific information that is not depicted in the im-
age, 30 to 60 seconds. In contrast to Figure 1a, Figure 1b
shows the result of the action that is described in the text.

Our work has explored the hypothesis that the inferen-
tial connections across modalities are fundamentally anal-
ogous to those between successive sentences in discourse.
We therefore argue that discourse theory provides an im-
portant starting point for representing and learning commu-
nicative inferences involving visual content.

At the same time, there are also crucial differences be-
tween text and imagery. In this paper, we also showcase

ways that fine-grained representation for visual communi-
cation must (1) acknowledge the inherent differences be-
tween text and images and (2) preserve information about
how these modalities are combined.

Apart from visual scenes in photographs such as those
in Figure 1, many of the entities collectively understood as
‘images’—such as diagrams and infographics—integrate il-
lustrations, line art, charts and other forms of graphic ex-
pression with natural language. Although both photographs
and diagrams share features such as compositionality (that
is, they consist of distinct elements organized into hierar-
chies), and spatiality (that is, the elements are meaningfully
organized in 2D layout space), the kinds of semantic rela-
tions that hold between elements are fundamentally differ-
ent [5]. Whereas photographs feature objects, attributes and
interactions, limiting computational reasoning to a given vi-
sual context [14], diagrams can involve more diverse struc-
tures and reasoning [2].

For this reason, distinct visual modalities such as pho-
tographs and diagrams require different approaches to com-
putational processing. Beyond individual modalities, an ad-
ditional level of complexity emerges at the level of multi-
modal discourse—such as entire documents—which draw
semantic relations between modalities for communicative
purposes [11]. In what follows, we describe our previous
studies of multimodal discourse to motivate and outline a
trajectory for future research.

2. Coherence in Visual Instructions
Our work of image–text presentations [3] emphasizes

that text and images are linked together using a constrained
set of coherence relations, which can summarize the struc-
tural, logical and purposeful relationships between the con-
tributions of text and the contributions of pictures.

To investigate computational methods for studying such
inferential links, we have introduced a novel crowd-sourced
resource [1]. Authors intend images to communicate spe-
cific messages while supplementing the interpretation in
text. We make these messages precise by asking a series
of questions from subjects for about 2400 image-text pairs.
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TEXT: Lower peaches into boiling water and simmer until
skins loosen, 30 to 60 seconds.

TEXT: Transfer to airtight container and freeze until firm.

Figure 1: Two steps in recipes illustrating diverse inferential relationships between text and accompanying imagery in in-
structions. The left image depicts action in progress while elaborating on how one should carry out the action. The right
image shows the result of the action that is described in the text.

In [1], we show that our question set can elicit reliable an-
swers from non-expert contributors, and that it enables us to
represent and study communicative inferences that involved
in understanding imagery. Our questions are modeled af-
ter the inferences that connect sentences in text, and lead
to many inferences, like the result inference of Figure 1b,
that are familiar from text discourse. At the same time, our
method allows us to discover inferences that are distinctive
to imagery. For example, the image of 1a not only shows
an example of how to lower a peach into boiling water (the
focused peach in the spoon), but shows the result of doing
so (the other peaches already being blanched in the back-
ground). Overlapping relations can be found in text, but
these particular combinations of relationships distinctively
exploit the ability of images to comprehensively depict a
complex scene.

In addition to highlighting cases that involve deep and
complex inferences, our approach also enables machine
learning methods to draw robust inferences about visual
content from the associated textual cues. For instance, we
asked subjects to highlight parts of the text that are most
related to the image.

Table 1 presents the top 5 unigram features of Naive
Bayes classifiers as well as top 5 trigram features of NB-
SVM related to the highlighted text and its complement. In
other two questions, we asked if the text provides quantities
that are not in the image or if the image depicts actions that
are described in the text.

The input of the classifier is the text from the multi-
modal recipe dataset together with binary labels that de-
scribe whether the text describes quantities that are not in

images or whether images depict actions in progress.
The results show that quantities and measurements are

represented in natural language, whereas images visualize
actions and processes that are denoted using action verbs in
the accompanying text. [1] describes the details of annota-
tions and the relevant machine learning experiments. Our
computational analyses suggest that text content plus an
understanding of multimodal coherence can provide strong
guides towards understanding associated imagery or select-
ing imagery to support text content.

Image depicts action in progress
unigrams trigrams

1 add added a beautiful
2 mix put as much
3 place skin off of
4 bread cut side towards
5 make blend and blend

Image does not depict action in progress
unigrams trigrams

1 1 do it clearly
2 cup let cool for
3 minutes recipe with direction
4 2 how slowly then
5 1/2 7 minutes on

Table 1: Top five unigram features of Naive Bayes clas-
sifiers and trigram features of SVM with NB features
(NBSVM)[13].
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(a) Original crowd-sourced layout segmentation from AI2D. The
colours indicate different element types such as text, illustrations
and arrows. The element identifiers are carried over to the graphs.

(b) Compositionality: an acyclic graph representing the visual
grouping of diagram elements based loosely on Gestalt principles
and previous research on diagrammatic representation.

(c) Connectivity: a cyclic graph describing connections signalled
using arrows and other diagrammatic elements.

(d) Discourse structure: relations between diagram elements:
IDENTIFICATION (R1–6), CYCLIC SEQUENCE (R7) and PREPA-
RATION (R8). Edges indicate whether elements act as nuclei or
satellites.

Figure 2: Diagram 2185 from the AI2D dataset [9] described using the annotation schema for diagrams proposed in [7].

3. Coherence in Diagrams

We describe an improved annotation schema for the AI2
Diagrams (AI2D) dataset [9], in which we draw on linguis-
tic theories of discourse coherence to describe relations be-
tween diagram elements [8]. Specifically, we use Rhetori-
cal Structure Theory, a theory of discourse structure that has
been previously used for various tasks in computational lin-
guistics [12]. We argue that the scope of discourse relations
must cover the entire diagram, ranging from local to global
relations, as exemplified by the relations between objects
and their labels and object–label combinations in Figure 2a,
respectively. These relations may be effectively represented

using tree graphs, as shown in Figure 2d.

We apply the proposed discourse-based approach in a an-
notation schema that accounts for multiple diagrammatic
structures, and create expert annotations on top of the
crowd-sourced layout segmentations available in AI2D [7].
The schema, which is illustrated in Figure 2, uses three
graphs with shared identifiers for diagram elements across
layers to provide stand-off annotations for (1) composition-
ality, (2) connectivity and (3) discourse structure.

The annotation for compositionality, shown in Figure 2b,
provides the foundation for describing connectivity in Fig-
ure 2c and discourse structure in Figure 2d. This means that
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the descriptions of connectivity and discourse structure can
build on groups of elements as necessary. By pulling apart
these structures in diagrams, we seek to understand their
individual contributions and how these structures vary de-
pending on diagram type, such as the cycle shown in Figure
2a.

We are working towards building computer systems that
can parse and semantically interpret diagrams, which builds
on enhancements to the AI2D dataset [8, 7] and the previous
work on the interpretation of arrows and sketch recognition
models [2, 4]. We envision a diagram parser that detects
constituents in a diagram, resolves discourse relations that
hold between them and has access to the required encyclo-
pedic knowledge to reason about how these representations
relate to the world.

4. Conclusions
We have argued that studying inference in pictures in

context requires not just understanding the content of pic-
tures and text but also synchronized integration of modes.
We have explored the potential of discourse coherence the-
ory and natural language techniques for annotation and
computational analyses of multimodal presentations. Fu-
ture works involve using such corpora and analyses for
building better models of diagrams and visual instructions.
Our findings have direct implications for a wide range of ap-
plications, such as understanding, generation, summariza-
tion of multimodal documents and information retrieval.
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