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Molecular Dynamics simulations of
non-equilibrium systems

Flyura Djurabekova and Kai Nordlund

Abstract The materials in nuclear reactors are subject to several radiation damage
mechanisms. High-energy neutrons can give high (keV) recoil energies to nuclei
via elastic collisions, many different nuclear reactions can also lead to lower recoil
energies to nuclei, and nuclear fission fragments can get MeV kinetic energies from
the fission process. The nuclei with high kinetic energies can damage the material
both via nuclear and electronic excitations. In this Article, we first overview briefly
the nuclear damage mechanisms, then discuss how molecular dynamics methods
can be used to model the ensuing damage, both in the nuclear and electronic colli-
sion regimes. Some examples of recent results from both the nuclear and electronic
regime are provided in the end.

Preprint of paper published in Handbook of Materials Modelling

1 Introduction

Nuclear reactor systems involve a large number of non-equilibrium effects that can
affect the materials in the reactors. The neutrons coming from a fission or fusion
reactor can damage materials in many ways. When they have high (MeV) energies,
they will occasionally collide strongly with nuclei in the materials, and transfer a
high amount of energy to these. The maximum energy can easily be estimated from
the classical kinematics equation of energy transfer between particles of masses m1
and m2 in a head-on collision:

Etrans f erred =
4m1m2

(m1 +m2)2 Einitial (1)
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For e.g. a neutron energy of 2 MeV moving in Cu, this amounts to a maximum
energy transfer of about 120 keV. More accurate calculations considering that not all
collisions are head-on, show that the typical transferred energies are lower, but still
tens of keV’s (Averback and Diaz de la Rubia 1998). These energies are about four
orders of magnitude higher than the cohesive energy of the material, making it clear
that they can lead to considerable damage in the materials. The atomic collisions
induced by such high-energy ions are known as collision cascades, and the slowing
down by these collisions as nuclear stopping.

Also neutrons at lower energies can lead to damage in the materials. Damage
production by the direct collision mechanism is possible down to energies of the
minimum threshold displacement energy (Nordlund et al 2005) of the material, i.e.
neutron energies of a few hundred eV. When the neutron is thermalized to even
lower energies, it will eventually undergo a nuclear reaction. These reactions almost
always lead to another recoil energy. For instance, in (n,γ) reactions the emitted γ

particle has enough momentum to give the nucleus a recoil energy of a few hundred
eV, enough for damage production (Raman et al 1994). Naturally, if the emitted
particle has a mass, such as in (n,α) reactions, the energy transfer is even higher,
and also the emitted massive particle can cause damage.

Finally, if the neutron causes a fission reaction, the fission fragments can have
energies of hundreds of MeV’s (note that this energy release is the origin of energy
production in normal nuclear power plants). At these very high energies, the fission
fragments slow down mainly by collisions with electrons, known as electronic stop-
ping (Ziegler et al 1985). On the other hand, the nuclear collision energy transfer
is much reduced at these high energies, and hence the electronic stopping domi-
nates the energy loss. Heavy ions that slow down mainly by the electronic stopping
are commonly called swift heavy ions. This interaction excites a large number of
electrons into the conduction band. Since the energy loss to electrons does not al-
ter the path of the ion appreciably, the swift heavy ions move in straight paths, and
the damage they produced is in straight cylindrical regions called ion tracks (Lang
et al 2008) . De-excitation of the excited electrons in the insulating materials takes
place within the limited region around the ion track. The released energy can then be
transferred to the atoms in the lattice, known as “electron-phonon” coupling, lead-
ing to damage production. This damage can be produced via different atomic-level
mechanisms.

Naturally, both mechanisms of damage production either in collision cascades
or by swift heavy ion (via nuclear or electronic stopping powers, respectively) are
relevant also in other systems. Ion implantation is a routinely used approach to dope
silicon in the semiconductor industry, and the ions induce collision cascades that
produce damage with mechanisms very similar to the neutron-induced ones (Chason
et al 1997). Ion tracks, on the other hand, are also naturally present in many minerals,
produced in these by fission fragments from radioactive decay. The density of these
is used routinely as a dating technique (Gallagher et al 1998). They can also be
produced deliberately by high-energy particle accelerators, and are a basis of many
promising nanoscience applications (Apel 2003; M. E. Toimil-Molares 2012). Such
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very high-energy particles are also present in space, and can be a serious issue for
reliability of electronics in space (Fleetwood et al 1994).

Experimentally, the radiation damage can be detected in many different ways,
and we mention here only a few key methods. As collision cascades only exist for
a few ps, the atom motion in them cannot be directly detected. However, there is a
special nuclear approach that has been used to determine the lifetime of a cascade
in Fe to be 6 ps (Stuchbery and Bezakova 1999). Transmission electron microscopy
(TEM) observation of amorphous pockets in semiconductors (Ruault et al 1984;
Bench et al 2000) and local phase transitions in ceramics (Meldrum et al 1998)
also provide compelling evidence of dense regions of collision associated with the
nuclear stopping. Moreover, field ion microscopy experiments have shown that 20-
30 keV heavy ion irradiation can lead to dense regions of vacancies in W (Current
et al 1983) and more recent transmission electron microscopy has shown that 150
keV W cascades can directly produce dislocation loops in this material (Yi et al
2015).

Ion tracks can also be detected experimentally in many different ways. In initially
crystalline materials, chemical etching can reveal the location and areal density of
tracks, since the damage track core etches faster than perfect crystal (Skupinski et al
2005). However, this method does not tell anything about the atomic structure of the
tracks. Cross-sectional TEM can be used to image tracks on the atomic level, either
from the sides are as a cross section. TEM experiments have shown that the core of
a track is amorphous (Meftah et al 1994b; Toulemonde et al 2006). Rather recently,
small-angle x-ray scattering experiments have revealed that the core of an ion track
is underdense (Kluth et al 2008).

In this Chapter, we focus on computational methods for collision cascades and
ion tracks, with some emphasis on new developments during the last ten years.
We review the methods of atomistic simulations of such high-energy irradiation
effects relevant in nuclear systems, both in the nuclear collision and swift heavy ion
regimes. In both cases, standard molecular dynamics simulation approaches will not
work directly, since the high kinetic energies involved may lead to serious energy
nonconservation issues.

2 Modelling approaches

The computer simulation approaches, developed to simulate materials in out-of-
equilibrium conditions, are similar to those used for thermodynamically equili-
brated systems. The latter, however, must be adjusted to capture the physics of
processes taking place under irradiation with energetic ions. Every energetic ion
passing through the surface, transfers the energy and the momentum to the atoms of
the irradiated material in a cascade until all the energy, which was brought in by the
ion, dissipates inside the material. A prolonged ion irradiation with a high fluence
(number of ions arriving at a unit surface during the entire irradiation time) may
cause appreciable damage, however, the experimental rates – ion fluxes given by



4 Flyura Djurabekova and Kai Nordlund

the number of ions per unit surface per unit time – are usually very low. The actual
time interval between two subsequent cascades is much longer than the duration of
a single cascade, and hence, any temporal (and/or spatial) overlap of the cascades is
routinely neglected. If the fluxes are very high, and the subsequent ion arrives at the
surface while the previous cascade is still not extinguished, the temporal and spa-
tial overlap of simultaneous multiple cascades may lead to strong non-linear effects.
This situation is common during arc plasma-surface interaction Timkó et al (2010);
Djurabekova et al (2012) and needs to be taken a special care by adjusting the size
of the simulation box. However, in this chapter we will not consider the dense ion
fluxes, but rather focus on individual cascades, which can be simulated one at a
time. Bearing in mind that the size of a single cascade depends on the energy of an
ion, the size of the simulation box can also be selected by using a simple empirical
expression

Nat = 20 · Ekin

1eV
(2)

This expression guarantees that the energy can be absorbed by the simulation box
and dissipated gradually in a quasi-microcanonical ensemble. The latter requires
additional clarification.

If a system of atoms is in a thermodynamic equilibrium, the properties of such a
system can be described as averages of different thermodynamic ensembles (Allen
and Tildesley 1989), depending on the property of interest. By fixing different exter-
nal conditions, one can consider the micro-canonical (NVE) ensemble of an isolated
system with the fixed number of atoms, N, within the fixed volume, V ; the canon-
ical (NVT) ensemble, connected to a heat bath of temperature T; and the isobaric-
isothermal ensemble (NPT), which is connected to the heat bath and the volume of
the system is flexible to keep the pressure P at a given value.

The control of temperature or pressure affects the velocities of the atoms. If baro-
and thermostats are used during irradiation event simulations, the atom trajectories
are perturbed from the true ones. For a cascade to be simulated properly, one has to
allow a natural evolution of energy exchange in the system. In reality, the heat gen-
erated in the system during the development of the cascade, will dissipate through
the heat conduction to the bulk outside the actual cascade region. However, as it was
mentioned in the previous paragraph, the system to simulate a single cascade is not
large enough to dissipate all the energy and, if applying a fully NVE ensemble in
the simulations, the system will inevitably heat up. This is an artefact, which may
affect the results of the cascade. To avoid it, an emulation of thermal conduction
can be used, i.e. the side atoms outside of a cascade region can be connected to a
heat bath, providing a channel for energy dissipation in a reasonable manner, re-
moving the energy from the system, but not interfering with the atoms, which were
directly involved in the cascade. We call such an ensemble quasi-microcanonical,
since the energy is not fully conserved, although no scaling of the atom velocities is
performed in the actual cascade simulations zone.

Thus far, two basic atomistic approaches have been used to simulate irradiation
effects in large scale systems with the considerable number of atoms, binary colli-
sion approximation (BCA) and molecular dynamics (MD). Both approaches employ
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the Born-Oppenheimer approximation, which allows separating nuclear and elec-
tronic subsystems and taking into consideration the large difference in the time- and
size domains of both subsystems. In this approximation, the equations of motion are
applied only to the massive and heavy nuclei, while the electrons follow the former
immediately. This simplifies the simulation task and the atoms in this approximation
can be considered as spherical objects interacting between themselves according to
the forces. The latter are derived from potential functions, which are described in
greater detail in subsection 3.

Straight path
between collisions

Fig. 1 Illustration of collisions in the binary collision approximation. Note that the other atoms,
which are located near the knocked-on atoms, are not taken into account

Both BCA and MD were developed initially to simulate the materials in two dif-
ferent limits. The BCA approach describes the radiation effects in materials, i.e. it
follows the trajectory of energetic projectile (either the ion, which entered the ma-
terial or the recoil atom, which received the energy in a cascade) and calculates
collision of this projectile and the encountered atom of the material at each BCA
step (see Figure 1). BCA is designed to describe the short-range interactions, i.e. at
the distances between the colliding particles which are too short to be affected by the
other atoms in the material, so the collision is strictly binary and the interaction is
only repulsive. Since the BCA calculates the collision between two particles at each
simulation step, the simulations are very fast and do not require large computational
capacity. There exist many codes developed by different groups, which either use a
so-called “magic formula” replacing the exact solution of the collisional integral for
the universal ZBL potential at every BCA step (Ziegler ????; Pugacheva et al 1998),
or precalculate all the scattering angles for each projectile-atom pair in the system
in advance and tabulate them as the function of impact parameter (Miyagawa et al
2002). However, the BCA approximation is not valid at low energies; already at the
energies around 500 eV, the multi-body interactions between the atoms become im-
portant and determine the dynamics of defect formation. Also the BCA approach is
working well for linear cascades: the interaction between a projectile (energetic par-
ticle) and the particle in rest. Strictly speaking, the particle-in-rest may be involved
in thermal motion, which is much less intense compared to the motion of the projec-
tile particle. In this case, it can be neglected at the moment of collision. In the dense
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cascades, when many atoms are involved in the energy dissipation process (dense
materials, such as metals of heavy elements), the interaction may happen between
both moving atoms which leads to non-linear cascades or thermal spikes, where the
application of BCA becomes questionable.

The MD method, on the other hand, was originally developed to describe the
materials in thermodynamic ensembles. Generally speaking, the MD method solves
the system of Newton?s equations, with the driving forces derived from the poten-
tial. In other words, the interatomic potential for the material of interest is the key
function, which defines the accuracy of the MD simulations. Very careful attention
is usually paid to develop a potential, which is able to reproduce certain properties,
which the material exhibits in thermodynamic equilibrium conditions. If the poten-
tial is able to reproduce all or some properties of materials, such as crystal struc-
ture(s), lattice parameter, cohesive energy, melting and boiling temperatures, elastic
moduli, Young’s and shear moduli, etc., the MD simulation of this material in a spe-
cific thermodynamic ensemble gives very reasonable results. Unfortunately, under
ion irradiation, the thermodynamic equilibrium condition does not hold. In the pro-
cess of momentum and energy transfer, the colliding atoms can approach each other
much closer and the potential, which was fitted to reproduce the thermodynamically
equilibrated parameters, has no information about the nature of interactions at these
short distances. The best solution that can be used to circumvent this problem is to
spline the interatomic potential and the ZBL potential to introduce strong repulsive
interactions within MD.

The other feature of MD method, which also requires special attention is the time
step, which is used in the MD iteration loop. Usually it is selected to be rather short
that the atom cannot advance too far during a single MD step. In the equilibrium
simulations, when the energies of atoms are varying only insignificantly, using a
fixed time step is reasonable. However, in the cascade simulations, a single particle
may have very high energy, which would allow it to move too far within a fixed time
step, such that it would cause the non-conservation of energy and instability in MD
calculations. If the time step is fixed to a very small value, then after the ballistic
phase, the simulations will proceed very slowly, and the simulation time will be
unreasonably long. This is why, the adaptive time step is necessary to advance the
time depending on the highest value of the energy in the system Nordlund (1995).

3 Interatomic potentials for simulation of non-equilibrium
effects

Both the BCA and MD simulations rely on interatomic potentials. The solution of
the scattering integral in BCA relies on a repulsive interatomic potential

VhighE,rep,i j(ri j)
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, and this part also dominates strong collisions (kinetic energy roughly > 10 eV)
in MD. The procedures to obtain these are well established. Ziegler, Biersack and
Littmark have from an averaging procedure formulated a simple analytical “univer-
sal repulsive potential” for all atom pairs Z1-Z2, that is typically valid to within∼ 5%
in the high-energy region of interest (Ziegler et al 1985). An alternative universal
analytical potential has more recently been developed by Zinoviev (A. N. Zinoviev
2015). Quantum chemical calculations specific to a given Z1-Z2 pair can be used to
calculate repulsive potential accurate to within∼ 1% (Nordlund et al 1997) which is
comparable to the accuracy of the best experiments (Zinoviev and Nordlund 2017).

A typical curve illustrating the ZBL potential is shown in Fig. ??, which also
illustrates one of the quantum chemical potentials that also have an attractive part
(corresponding to the bound state of a dimer molecule).

The equilibrium potential required for MD simulations are far less accurately
known. For simulations of ion irradiation, it is crucial to use equilibrium potentials
where chemical bonds can break. Hence in this article, we only consider so called
“reactive” potentials, i.e. potentials where all bonds between atoms can break and
reform (contrary to the case of almost all molecular mechanics force fields (Leach
2001). In general, these can be written in the form

Vi = ∑
j

Vrep,i j(ri j)+∑
jk

Vattr,i jk(ri j,rik,Θi jk) (3)

Here Vi denotes the energy of atom i, and j and k indices of neighboring atoms.
Typically, the equilibrium potentials are constructed for near-equilibrium properties,
and hence are not consistent with the high-energy repulsive part VhighE,rep,i j(ri j). In
MD simulations that involve also high-energy collision cascades, it is thus custom-
ary to join the VhighE,rep,i j(ri j) and Vrep,i j(ri j) smoothly e.g. with fifth-order spline
interpolation function or by summation with a function that goes smoothly from 1
to 0 in a narrow distance interval (Nordlund et al 1996). Usually this joining is done
just by finding a functional form that gives a smooth connection between the two
parts. However, recently the effect of the joining on damage production has been
examined systematically (Sand et al 2016), and sometimes it is carefully adjusted
via DFT calculations (Belko et al 2002; Stoller et al 2016).

The swift heavy ion track formation induced by the electronic excitations leads
to kinetic energies of atoms of the order of 10 eV (although as evident from the
discussion above, the exact mechanism of energy transfer to the atoms remains un-
clear, the observations of destruction of even strong covalent crystals implies that
at least some atoms do get energies clearly above the cohesive energies, that are of
the order of 5 eV). Hence for swift heavy ion effects above the synergy regime, it is
in principle sufficient to have a good equilibrium potential. In the remainder of this
section, we discuss briefly some of the classes of interatomic potentials that have
been used in collision cascade and track simulations, as a comprehensive review of
the vast field of interatomic potential development is beyond the aims of this article.
Metals can be well described with so called embedded-atom method (EAM) poten-
tials (Daw et al 1993). These can, via effective-medium theory, be motivated from
fully quantum mechanical density functional theory (Puska et al 1981; Manninen
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1986). Originally (Foiles et al 1986), they were formulated in the form

Vi = ∑
j

Vrep,i j(ri j)+Fi(∑
j

ρ j(ri j)) (4)

Here ρ j is the electron density from atom j, and Fi is the energy that the solid
gains when the ion core (metal atom without free electrons) is embedded in this
electron density. Originally the EAM potentials were constructed with ?real? elec-
tron densities, however most recent implementations use ρ j as fitting function of
arbitrary form. In many potentials, the functional form of Fi is simply the square
root function, which can be well motivated from the second-moment approxima-
tion of tight-binding electron structure models (Finnis and Sinclair 1984; Brenner
1989; Cleri and Rosato 1993; Albe et al 2002). Regardless of exact physical moti-
vations, all potentials that share the basic functional form 3 can be called EAM-like
potentials.

Regarding ionic materials, it is natural to seek a description of them based on
the Coulomb potential between two different atomic charges qi and q j. These give
directly the Vattr attractive part as pair potentials, while the repulsive part Vrep can
e.g. be a simple exponential, similar to the EAM-like potentials. For highly ionic
materials near equilibrium, such a simple pair potential description is well moti-
vated physically. However, one has to bear in mind that under irradiation, atoms can
come far away from their initial positions, and e.g. can start forming N gas bubbles
in some nitrides (Kucheyev et al 2001). For describing such processes, fixed-charge
ionic potentials are completely inappropriate, as they predict that the N-N interac-
tion is completely repulsive. To circumvent this, one can (at least in principle) use
charge-transfer interatomic potentials, where the charge of atoms depends on the
local neighbourhood e.g. via electronegativity descriptions (Alavi et al 1992; Albe
et al 2009; Yu et al 2007).

In materials where the bonding is a mixture of ionic and covalent bonding, a pure
pair potential is not likely to give a good description of the material. A prototypi-
cal example of this is SiO2, which while having a fairly high degree of ionicity,
has a complex low-symmetry crystal structure with tetrahedrally arranged O atoms
around the Si atoms. Such a structure cannot be described with pure pair potentials.
Instead, a combination of an angular three-body term and an ionic one has proven
to be suitable for describing at least the basic tetrahedral four-fold bonding of the Si
atoms (Feuston and Garofalini 1988).

Materials with predominantly covalent bonding such as C, Si, Ge, and organic
structures like hydrocarbons have a strong directional character of the bonds, due
to the quantum mechanical hybridization of the valence electrons into sp2 and sp3

configurations. This hybridization leads to a preferred angle between bonds (120◦

for sp2 and about 109.47◦ for sp3 ), and hence it is natural to formulate potentials
that give depend on the angle between bonds Θi jk and give an energy minimum at
the preferred angle.
One widely used potential that utilises this approach is the Stillinger-Weber potential
originally made for Si (Stillinger and Weber 1985). It has in principle the form
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Vi = ∑
j

V2,rep,i j(ri j)+∑
jk

V3,i jk(ri j,rik,Θi jk) (5)

i.e. has separate 2- and 3-body terms, where the 2-body term has both repulsive and
attractive parts, and the three-body term has an explicit minimum at Θi jk = 109.47◦.
Although relatively simple in form and formulated more than 30 years ago, it is still
widely used and been found to describe fairly well properties far removed from its
initial fitting database (Balamane et al 1992; Sastry and Angell 2003; Holmström
et al 2010). It has also been extended for a wide range of other materials (Wang and
Stroud 1988; Pailthorpe and Mahon 1990; Oligschleger et al 1996; Ichimura 1996;
Aichoune et al 2000), including giving a non-ionic but rather successful description
of SiO2 (Ohta and Hamaguchi 2001; Watanabe et al 2004; Samela et al 2008; Kluth
et al 2008). While rather successful for Si, Ge and tetrahedral compound semicon-
ductors, the Stillinger-Weber potential clearly is not suitable for carbon, which has
the peculiar feature that the sp2 (the bonding type in graphite and graphene) and
sp3 (diamond) bonding environments are almost identical in energy, i.e. two differ-
ent bonding angles should have almost equal energy. To be able to describe sev-
eral different bonding environments, Abell and Tersoff (Abell 1985; Tersoff 1988)
developed a formalism based on Linus Paulings theory of the chemical bond (L.
Pauling 1939). This formalism takes into account the observation by Pauling that
the energy/bond decreases with increasing coordination number, and allows having
local energy minima at several different bonding configurations – including the pos-
sibility to have the exact same energy for two of them. The potential is written to
formally appear like a pair potential,

Vi = ∑
j

Vrep,i j(ri j)+∑
j

gi jkVattr,i j(ri j). (6)

However, the gi jk term is constructed to also depend on the angle between bonds
Θi jk and the coordination number of atom i . In effect, gi jk modulates the strength of
the attractive part in a manner consistent with the Pauling theory. This “Tersoff-like”
general form, sometimes with slight variations in the functional form of the 3-body
term gi jk, has been parameterized for a very wide range of materials (e.g. (Ashu
et al 1995; de Brito Mota and. J. F. Justo and Fazzo 1998; Matsunaga et al 2000;
Humbird and Graves 2004; Juslin et al 2005; Billeter et al 2007; Powell et al 2007;
Munetoh et al 2007), and interestingly has been shown to be with certain parameter
choices consistent with the Finnis-Sinclair and tight-binding-motivated EAM-like
potentials (Brenner 1989; Albe et al 2002).

The Tersoff formalism has also been extended for hydrocarbons [Bre90,Bre02],
giving an interatomic potential that is fully reactive and can describe a wide range
of carbon allotropes and hydrocarbon molecules. These potentials, variably called
Brenner, REBO or AIREBO potentials, have been later implemented to include
long-range forces (Stuart et al 2000) and also include oxygen, to enable simula-
tion of carbohydrates (Ni et al 2004). They have been used to model several dif-
ferent kinds of irradiation effects, such as plasma-wall interactions (Salonen et al
2001; Träskelin et al 2004; Marian et al 2007) and low-energy recoil damage in



10 Flyura Djurabekova and Kai Nordlund

polyethylene and cellulose (Polvi et al 2012). The Brenner carbon potential, with-
out the complex bond-conjugation terms, has also been found to be reasonably good
in describing radiation effects in carbon nanotubes and graphene (for a review of the
extensive works in this area, see (Krasheninnikov and Nordlund 2010)).

Studying swift heavy ion effects in organic materials is challenging, in part be-
cause it is likely that much of the damage is produced by electronic effects causing
bond breaking, in part because the atomic potentials for organic materials (like the
Brenner one) are rather slow. However, in many cases organic materials can be de-
scribed also well by so called coarse-grained models, in which the basic object is
not single atoms, but parts of, or a full molecule. The simplest variety of such mod-
els is describing compact molecules as spheres interacting with a Lennard-Jones
potentials. Such models have been used to get good insights into e.g. laser ablation
(Zhigilei et al 1998; Schäfer et al 2002) and swift heavy ion irradiation of organic
materials (Bringa et al 2002; Bringa 2003).

4 MD simulation of interaction of energetic ions with materials

As mentioned earlier, incident ions interact with irradiated materials in two distinct
ways, either via direct collisions with atoms of the material or via excitation of elec-
tronic subsystem, which are described by nuclear, Sn and electronic, Se, stopping
powers, respectively. Typical Sn and Se curves are shown in figure 2. As one can
see, both regimes are well separated to large extent, however, the energy regions
were both nuclear and electronic stopping powers are significant also exist. Atomic
collisions in the regime of nuclear stopping power can be simulated directly, the in-
teraction of ions with electronic subsystem in the electronic stopping power regime
(> 100 keV/amu) requires development of additional multiscale models to enable
these effects within a classical MD. With exception of a few key details which need
to be paid thorough attention in the simulations of energetic atomic cascades in MD,
in this chapter we will mostly focus on the electronic effects in materials, as this is
a new area of application of atomistic simulations, where the methodology is still
under development.

4.1 Collision cascades: nuclear stopping power

Unlike the BCA approach, the MD simulation cell must be constructed according
to the crystal or amorphous structure of the material and thoroughly equilibrated in
the suitable potential that all atoms assume the sites, which correspond to the lattice
site in the chosen thermodynamic ensemble. The size of the cell must be sufficiently
large to ensure that core of the cascade is in the middle of the cell and sufficiently far
from the borders of the simulation cell. Introducing an energetic particle into the cell
can be done either from the outside of the cell (simulation the near-surface radiation
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effects) or by randomly selecting an atom of the cell and giving it a recoil energy
in a random direction. The latter approach will emulate the evolution of a cascade
inside the bulk. Bearing in mind a small size of the MD simulation box (a couple of
hundred nanometers at most), these simulations can be thought as representative of
a small box cut out from the real, very large bulk system.
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Fig. 2 Nuclear (Sn) and electronic (Se) stopping powers in Si as a function of Au ion energy as
calculated by TRIM95 software. (Ziegler 1995)

4.2 Electronic stopping power

Electronic effects are not explicitly taken into account within the classical molecular
dynamics simulations. Solving the time-dependent (TD) Schrdinger equations for
the atomic system with a highly energetic particle moving through became possible
recently (most commonly using a TD-DFT approach) (Pruneda et al 2007; Correa
et al 2012; Zeb et al 2012; Ojanperä et al 2014). Hence solving time-dependent
Schrdinger’s equation at every step between the collisions, as well as during the
collision by MD, may provide an accurate answer on energy loss to the excitations
in electronic subsystem, however, to date this approach is computationally very ex-
pensive.

Instead, simplified approximations can be used to take into account the energy
loss due to electronic stopping power, which agree fairly well with experiments.
Following the basic idea of BCA simulations, the electronic stopping power can be
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implemented also in MD as a so-called frictional force. The implementation of the
friction force in MD is similar to the algorithm used in SRIM, namely, the mov-
ing atom loses the energy between the collisions proportional to its velocity. The
function −( dE

dx )e(v) is obtained e.g. from the broad SRIM database, where the ex-
perimental measurements for different materials as well as theoretical estimations,
if such measurements are not available, are collected (Ziegler ????). This has been
implemented in MD by several groups (Pronnecke et al 1991; Nordlund 1995; Nord-
lund et al 1998; Cai et al 1998; Hou et al 2000; Duffy and Rutherford 2007; Duven-
beck et al 2007; Sandoval and Urbassek 2009), and demonstrated to work well by
comparisons of experimental and simulated ion range distributions (Sillanpää et al
2001; Peltola et al 2006).

This approach, however, does not allow taking into account the energy, which
may be returned back to the lattice atoms via electron-phonon coupling mechanism
(Flynn and Averback 1988; Koponen 1992). The first attempt to introduce an an-
alytical expression for calculation of cooling of the heat released in a cascade in
metals by electrons was made in (Finnis et al 1991). This approach was developed
later by M. Hou (Hou et al 2000), deriving the parameters for the electron-phonon
coupling from the Sommerfeld model, giving a simple way to include the electron-
phonon coupling on atoms as a frictional force. These approaches can give insight
into the role of electron-phonon coupling on collision cascade development in the
nuclear stopping regime (Pronnecke et al 1991; Björkas and Nordlund 2009). How-
ever, they are not suitable for modelling swift heavy ions, where it is crucial to know
how heat is transferred from an evolving hot electron system to atoms. For this pur-
pose, models have been developed where the electronic heat conduction is modelled
concurrently with the atomic dynamics by solving the heat conduction equations as
a function of space, and coupling the electronic and atomic heat locally (Duffy and
Rutherford 2007; Vazquez et al 2017).

4.3 Thermostats for simulations of radiation effects in materials

Nuclear and electronic stopping powers imply that the incident energy is deposited
to the irradiated material partly as potential (multiple defects remaining in the struc-
ture after the irradiation) and partly as kinetic energy. While the former form of the
deposited energy is of interest as a result of the simulation, the latter may result in
artificial heating of the lattice. The heating of irradiated samples is also observed
in experiments if the irradiation fluxes are high and the sample is not well coupled
to the surrounding, and special care is taken to keep the irradiated sample under
the same temperature condition. Analogously, in molecular dynamics simulations
of collision cascades or swift heavy ions, it is important to ensure that the extra heat
is removed from the finite simulation cell, not to introduce an artificial heating of
the system.

The standard approach to achieve this is to remove heat from the system at the
boundaries, far from the high-energy recoils or ion track. This can be done in sev-
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eral different ways: by linear scaling (Nordlund et al 1994) of velocities or using the
Langevin (Caturla et al 1996) or Berendsen (Nordlund et al 1998) thermostats. Al-
though none of these approaches can perfectly damp the pressure wave emanating
from cascades, system size and parametric scaling studies can be easily used to de-
termine whether the actual damage production results are affected by the boundary
scaling (Samela et al 2005).

5 Modelling radiation damage produced by swift heavy ions

In the the electronic stopping power dominated swift heavy ion (energy >> 10
keV/amu) regime, the probability of individual collisions with atoms is rather negli-
gible. Instead, the intense electronic excitation produces a narrow trail of permanent
damage along the ion path – the ion track (R. L. Fleischer and Walker 1975). The
complex nature of electronic stopping power is discussed in detail in several publi-
cations (Itoh and Stoneham 1998,?; Duffy et al 2012; Schiwietz and Grande 2011;
Rethfeld et al 2014), however, none of them suggests an accurate model free of
fitting parameters, which can be directly implemented in atomistic simulations.

Different mechanisms of how electronic excitations may result in permanent
damage in materials, which have been proposed thus far, are: (i) heating of a track
core through electron-phonon coupling (a two-temperature model) (Toulemonde
et al 2006; Duffy et al 2012); (ii) Coulomb explosion, which may be caused by many
electrons being rapidly excited out of the core because of the passing ion (Bringa
2003); (iii) “cold melting”, i.e. electrons being excited into antibonding states caus-
ing bond breaking (Gorbunov et al 2014; Medvedev et al 2015a,b); and finally, (iv)
plasma formation in the track core (Cherednikov et al 2013a,b). All models are dra-
matically different, in that the model (i) explains everything by rapid heating of
the track core into temperatures of the order of 100 000 K, while model (iii) states
that the material can be damaged even if the temperature never exceeds the melt-
ing point of about 2 000 K. The models (ii) and (iv) are more specific to certain
materials, where the charge relaxation may delay by a few ps.

Historically, the Coulomb explosion mechanism was the first mechanism, which
was suggested to explain formation of nuclear particle tracks in minerals to analyze
the records of energetic radiation in lunar rocks (Fleischer et al 1965; R. L. Fleischer
and Hubbard 1967). Already then, the authors admitted that this model describes
best the track formation in polymers, which was clearly confirmed later by Schi-
wietz et al. in (G.Schiwietz et al 2004). Bringa et al. (Bringa and Johnson 2002)
showed that Coulomb explosion on the early stage in combination with thermal
spike on a later stage are able jointly explain high electronic sputtering yields in
polymeric materials. In other materials, the Coulomb explosion mechanism has not
been confirmed, however, we mention here the attempt to explain track formation in
Pd80Si20 metallic glass, where the authors observe plastic flow in the wake of the
projectile, which may have been caused by Coulomb explosion inducing metal po-
larization (Klaumünzer et al 1986). However, it is generally accepted that in many
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solid materials the charge neutralization time is too short to cause any significant
displacement of atoms (Duffy et al 2012).

The model (iii), known mostly as “cold melting” or also as “lattice destabiliza-
tion” assumes the modification of interatomic interactions due to electronic excita-
tions. The equilibrium state of bonds in non-excited system will be different from
that in the system, where the atoms forming the bonds are excited. If the excita-
tion lasts sufficiently long time, it may cause strong displacements in vicinity of the
excitation, leading to fast melting (at temperatures much below the melting point)
known as athermal (or sometimes also non-thermal) melting. Although very inter-
esting, this mechanism has inherent problem of implementation in atomistic simula-
tions as it requires a modification of interatomic potential depending on the excited
state of the atoms. Some attempts to take this process into account were performed
by Rymzhanov et al. in (Rymzhanov et al 2016) using density functional theory
calculations, however, the validity of such an approach is not fully justified.

Finally, there are also several attempts to explain the formation of ion tracks by
using so called thermal spike model. This model was proposed to quantify track for-
mation mostly in insulators as it implies thermal heat exchange between electronic
and atomic subsystems. Strictly speaking, a thermal spike does not explain how the
energy was deposited to electrons, but rather describes the system after an electronic
temperature has reached locally a thermal equilibrium. The thermal spike could re-
sult from an initial Coulomb explosion (Bringa and Johnson 2002) or changes in
the interatomic forces (Itoh et al 2009). The thermal energy of electrons is trans-
ferred then to the atoms via electron-phonon coupling, heating the lattice to the
temperatures, which may cause atomic disorder (e.g. melting or boiling). Knowing
the electronic stopping power and assuming a Gaussian distribution of the energy
deposition around the track core, and that the temperature within the track must
rise, at least, to the melting point, it was possible to deduce the radius of the disor-
dered track (G.Szenes 2005). Toulemonde et al. proposed to deduce the melt radius
by solving analytically a coupled system of heat equations written separately for
electronic (Te) and ionic (Ti) temperatures (Toulemonde et al 2000a):{

Ce
δTe
δ t = ∇(Ke∇Te)−G(Te−Ti)+B(r, t)

ρCi(Ti)
δTe
δ t = ∇(Ki(Ti)∇Ti)+G(Te−Ti)

(7)

Here, Te,i,Ce,i, Ke,i are local temperature, specific heat capacity and heat conduction
of electronic and ionic subsystems and G is the electron-phonon coupling parame-
ter. The function B(r, t) describes the energy density supplied to electronic system
during the SHI path. Integrating this function over the time and space must result
in the measured value of dE

dx e. This model is mainly known as the inelastic ther-
mal spike (i-TS) model (to distinguish it from a thermal spike developed in dense
collision cascades). Since the model follows the evolution of two temperatures Te
and Ti, the model is also called the two-temperature model. This two-temperature
approach is based on the model, which was developed by Kaganov (Kaganov et al
1957) and Lifshits (Lifshits et al 1960) for metals and then, it was applied to study
laser (Fujimoto et al 1984) and SHI induced effects also in metals (Wang et al 1994).
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Application of this model to insulators is not rigorously proven, however, using fit-
ting parameters in the two-temperature equations, good agreement with experiments
was shown also for different insulators (Toulemonde et al 2006).

6 Modelling of SHI impacts by using MD methods

Since electronic stucture is not explicitly described in MD algorithm, it is not im-
mediately clear and straightforward how a SHI impact can be modelled by using
this method. One of the first attempt to simulate the SHI impact in MD was made
by Urbassek et al. (Urbassek et al 1994). In these simulations, a cylindrical track of
a given radius was instantaneously energized by giving a constant energy, E0, to all
atoms within this track. Similar approach was used also in later papers by Bringa
et al. (Bringa and Johnson ????, 2002). In the latter works, these and other authors
used the value of the stopping power dE

dx e integrated over the length of the simula-
tion cell to estimate the amount of energy, which can be given to the atoms in the
track to simulate more realistic impacts (N. W. Lima and Papaléo 2016; Lan et al
2013; Jiang et al 2013; Lang et al 2015; A. Rivera and J. Olivares and A. Prada and
M. L. Crespillo and M. J. Caturla and E. M. Bringa and J. M. Perlado and O. Pena-
Rodriquez 2017). The profile in these simulations can be either flat or distributed
as Gaussian with the standard deviation about 1-2 nm. Although rather primitive,
this model of instantaneous energy deposition can already provide valuable insights
on how the lattice can accommodate the energy in a restricted volume and what is
the structure of the tracks inside. For instance, it was shown that track formation in
different oxides is driven by competition of heat and mass transfer, fast quenching
of the molten phase and eventual recrystallization. However, what remains unclear
is the size of the restricted region where this energy has to be deposited. Usually
the radius of the track is left as the free parameter and the simulations are made for
a number of combinations of E0 and rtr with results compared to the experiment
(Urbassek et al 1994; Bringa and Johnson 2002).

It is also possible to benefit from existing i-TS model and develop a multiscale
approach, where the equations 5 are solved numerically until the heat is maximally
transferred from electronic to ionic subsystem at time tmax (usually around 100 fs)
and then, translate the temperature profile Ti(r, tmax) into kinetic energies of atoms
in the simulation cell (Kluth et al 2008; Pakarinen et al 2009; Leino et al 2015).
Since the i-TS model uses the parameters of the system obtained in thermal equi-
librium, it is necessary to adjust the profile Ti(r, tmax) scaling it to the melting point
given by the potential in use. As it was shown, the choice of the model how the
energy is deposited to the simulation cell may affect significantly the simulation
results (Mookerjee et al 2008), where significant differences in the sputtering rates
as predicted by the inelastic thermal spike deposition and the cylinder model was
reported.

In all aforementioned methods, it is important to set correctly the boundary con-
ditions. For instance, periodic boundary conditions can be used to mimic the bulk



16 Flyura Djurabekova and Kai Nordlund

case (all directions periodic) and the surface can be simulated by leaving one direc-
tion to be open (non-periodic). Despite the choice of the boundary, the limited size
of the simulation cell (finite number of atoms) causes two simulation artefacts. First
of all, a strong shock wave, which is generated in the cell after the energy was intro-
duced in the center of the track only, will return back to the track passing through
periodic boundary condition. Moreover, the heat that is introduced in the cylindrical
center of the cell, eventually will spread in the cell and thermalize at the tempera-
ture, which is much higher than expected if heat conduction is assumed. Hence, a
special attention must be paid to mimic heat conduction effect to the bulk and to
dampen the pressure waves from the track. To achieve this goal, the velocities of
the atoms near the boundaries of the simulation cell must be scaled by using, e.g.
Berendsen thermostat. A more advanced method to cancel the pressure wave was
introduced in Ref. (Zhigilei and Garrison 1999).

6.1 Two-temperature molecular dynamics model

The two-temperature MD (2TMD) model follows the temperature evolution in elec-
tronic and ionic subsystems directly within MD simulations. It can be done by using
a Langevin thermostat with the friction force added to the MD equations of motion
of atoms:

miai = Fi(t)+ξ mivi (8)

Here, mi, ai, Fi and vi are mass, acceleration, force and velocity of a given atom
i. The value ξ is estimated as

ξ =
V G(Tr)(Te−Ti

Σimiv2
i

(9)

In this model, the simulation cell is divided into smaller cells of equal volume
V , where electronic and ionic temperatures are averaged separately, see figure 3.
Within this geometry, the boundary condition can be set to the desired temperature
to imitate the heat conduction to the bulk. Moreover, the size of the ionic and elec-
tronic structure does not need to be the same. By imposing a larger mesh for elec-
tronic subsystem, the electronic temperature can be converged to the desired bulk
temperature in more gradual manner. This model was initially used to simulate the
short-pulse laser melting (Ivanov and Zhigilei 2003), but later on in was extended
to be used to simulate the electronic effects in radiation damage simulations (Duffy
and Rutherford 2007).



Molecular Dynamics simulations of non-equilibrium systems 17

Fig. 3 Illustration of the 2TMD simulation cell. For clarity the grids of electronic and ionic subsys-
tem are shown separately. In each cell of the grid a local electronic and ionic temperature is defined.
Dirichlet boundary condition is applied at the sides of the electronic temperature grid (light blue
color). Size of the grid point should be sufficiently large to enable statistically meaningful values
of local temperature.

6.2 Parameterization of the inelastic thermal spike model

Advantage of one implementation of the inelastic thermal spike model over the
other, such as an instantaneously deposited energy or by a natural evolution within
the 2TMD model, depends on the specific problem and the studied material. How-
ever, both implementations rely heavily on the parameters used in the model.

First of all, what remains ambiguous, is how the energy is deposited to the elec-
trons by a SHI. In the original model by Toulemonde et al., the initial distribution
of energy is described by the expression suggested by Waligorski et al. (Waligórski
et al 1986). This distribution is then scaled to give stopping power predicted by the
SRIM software (Ziegler ????).

There are more theoretical attempts to reproduce initial electronic cascades, es-
pecially in the short-pulse laser irradiation community (Rethfeld 2004), later on
adopted for simulations of electronic effects during a SHI impact on materials by
using Monte Carlo approach (Medvedev et al 2010, 2015a,b). These types of sim-
ulations may provide a more realistic distribution of initial energy deposition, giv-
ing deeper insight on the energy distribution taken away from the track by fast δ -
electrons.

Furthermore, it is neither clear how to estimate parameters of electronic sub-
system in such a far-from-equilibrium condition. Originally, in the Toulemonde’s
model (Toulemonde et al 2000b) the free electron gas model is used to estimate the
electronic heat capacity (Ce =

3
2 NekB, where Ne is the electron density and kBb is

the Boltzmann constant) and conductivity (Ke = DeCe = ( 1
3 lv fCe) with De being

the electron diffusivity, l and v f the electron mean free path and Fermi velocity, re-
spectively.) The electron-phonon coupling constant remained in the Toulemonde’s
model as a free parameter adjusted to result in the track radius observed in experi-
ments.

The free-electron gas model leads to severe underestimation of the Ce parameter,
since the electronic temperature may rise during the SHI impact by several orders
of magnitude. In the limit when the electronic temperature homogenized, but still
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Te >> Ti, the equations 5 can be simply re-written as

Ce
δTe

δ t
= G · (Te−Ti) (10)

Solving this equation gives a clear relationship between G and Ce:

τ =
Ce

G
(11)

where τ is the relaxation time, which can be obtained from pump-probe experiments
by direct measurement of the electron temperature after laser pulse using angle-
resolved photoemission spectroscopy(Johannsen et al 2013).

Daraszewicz et al. (Daraszewicz et al 2014) suggested the recipe to calculate
the electron-phonon coupling from the first principles for W. However, this is less
straightforward, if the studied material is an insulator. In this case, the specific heat
capacity still can be calculated from Ce =

δE
δTe

, where modification of the internal
energy E is found from the analysis of the electronic density of states (DOS) ob-
tained in finite-temperature generalisation of the density functional theory (DFT)
using Quantum Espresso (Giannozzi et al 2009). If the value of the relaxation time
is known experimentally, the strength of electron-phonon coupling can be estimated
from equation 6.2. Figure 4 shows the difference between the electronic specific
heat capacity calculated by using Quantum Espresso and the free-electron gas model
(temperature-independent), where it is clear that Ce at low temperature is strongly
overestimated, while at high electronic temperature it must be multifold higher.

Fig. 4 Right: electronic temperature dependence of the specific-heat capacity Ce(Te) as calculated
with DFT. The dash-dotted line shows the commonly used Ce from the free-electron gas model as-
suming two excited electrons (Toulemonde et al 2000b). Left: the same data at lower temperatures
for clarity (Leino et al 2015)
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7 Simulations of track formation in bulk materials

As described in section 5, simulation methods, which exist to date to simulate SHI
impacts on materials, are still under development. However, already initial attempts
to simulate this complex phenomenon with the available tools have resulted in a few
very valuable insights, and we review here briefly a few significant examples.

The first experimental measurements of tracks in amorphous materials, e.g. a-
SiO2, by using small-angle X-ray scattering spectroscopy (SAXS) indicated the ex-
istence of a core-shell structure. By then, it was clear that the nature of ion track
damage ranges from small differences between track and the rest of material in
amorphous structures (e.g., SiO2 (Klaumünzer 2004)), formation of point defect
and defect clusters in ionic crystals (Trautmann et al 2000; Khalfaoui et al 2005) to
amorphization of crystalline materials (e.g., InP (Kamarou et al 2008; Klaumünzer
2004; Meftah et al 1994a)). However, the new finding clearly showed that the subtle
difference in densities appear even within a track region itself. Although it was clear
that in the core of the track the density was different from that of a periphery, it was
not obvious whether the ratio was towards the overdense shell and underdense core
or the other way around. The insight on the track formation was possible through
MD simulations. A few profiles obtained for different energy depositions with pro-
files calculated by using Toulemonde’s i-TS model 5 are shown in comparison to
the experimental profile reconstructed from the SAXS signals. It is clear that the ion
track leaves a clear signature of an underdense core surrounded by the overdense
shell, see figure 5.

The mechanism revealed in these simulations can be summarized as shown in
figure 6. The energy deposited to the electronic subsystem in a SHI impact is subse-
quently transferred to the lattice via the electron-phonon coupling. Large amount of
energy deposited nearly instantaneously (within a few hundreds of femtoseconds) in
a limited volume of an ion track, leads to very fast phase transition within the track
to a high-pressure vapour phase of the material, generating strong pressure waves,
which transport the material from the track center. The cold material surrounding
the track resist the wave propagation pressing the material to a higher density state.
At the same time, the efficient heat exchange between the small volume of a heated
track and cold, but infinitely large, surrounding bulk material dissipates the heat
from the track freezing in the inhomogeneous density distribution around the track.
Since a-SiO2 is known to be highly viscous, the density variation remains as a per-
manent track after the impact region cooled down to the room temperature.

The combination of the i-TS model by Toulemonde (eqs. 5) and MD simulations
would lead to a monotonic increase of the track radius approximately as the square
root function of the deposited energy, which can be intuitively expected. However,
this was not confirmed in the experiments (Afra et al 2013), where it was found
that that the track radius saturates and does not exceed a certain value for the given
material. Intriguingly, in the other experiments for the same material, a-SiO2, the
saturation of the track radius with increase of the stopping power was not observed
while using a different technique, the Rutherford backscattering (RBS) (Meftah et al
1994a). Having in mind that specific heat capacity Ce =

δE
δTe

depends on the electron



20 Flyura Djurabekova and Kai Nordlund

Fig. 5 Radial density profiles obtained in MD simulations for a-SiO2 shown in arbitrary units.
Unmodified density of the cell is shown with a dashed line at 1.0. The dotted line shows for com-
parison a density profile extracted from the SAXS measurements of the 185 MeV Au (Kluth et al
2008). The inset shows a snapshot of MD simulations at the moment when the track has already
cooled down to its final state. The figure is reproduced from (Pakarinen et al 2010)

Fig. 6 Mechanism of track formation in amorphous materials. The track is heated in the narrow
region around the swift heavy ion path. In the following few picoseconds, the pressure waves
formed due to extremely high temperature gradient transport the material from the track core to the
periphery of the track. The intense heat exchange with the infinite thermal bath of a surrounding
material leads to the temperature quench and the structure freezes in the density-alternating state.

density of states, which are different at different electronic temperatures, one can
calculate Ce(Te) as shown in figure 4. Plugging in this function to the full 2TMD
model, the results show that indeed, the track radius saturates with increase of the
stopping power. This is explained by rapid growth of the Ce at high electronic tem-
peratures and thus the slower rise of the temperature in the track. Now, if we turn
our sight to the defects, which are created out of the track radius, we see that the dis-
tance from the track center to the individual defects keeps increasing with increase
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of the stopping power, although the track radius has already been saturated. Since
the higher stopping power would produce higher energy δ -electrons, the individual
defects formed in the electronic cascades initiated by the δ -electrons may locate fur-
ther away from the track. This can explain the discrepancy between the SAXS (Afra
et al 2013) and RBS (Meftah et al 1994a) experiments, since the former technique is
sensitive to change of densities in the track, but the latter measures the defects and
disordered regions. In figure 7, the MD track radii measured by analysing the den-
sity variations and the furthest defects found in the MD cell away from the center of
the track are compared to the SAXS and RBS results. Although the MD track radii
obtained by measuring the furthest defects are still somewhat smaller than the RBS
signal, the growing trend is clear when it is compared to the saturated trend of the
track radii obtained by measuring the density variation in the track.

Fig. 7 a) Track radius as a function of stopping power. The experimental data are from refs.
(Meftah et al 1994a; T.A.Tombrello 1984; Afra et al 2013). The lines are polynomial fits to the
simulation data points to guide the eye. The empty circles indicate a radius at which the defect
concentration falls below 1% in the simulations; b) Snapshots of tracks obtained with lower energy
ions (27 MeV Au, top) and at the saturation region (1.4 GeV Au, bottom). The circles are the track
radii that are obtained by fitting density variation. Defected atoms are drawn as large spheres.

Effect of the parameterization of equations 5 was also clearly observed in SrTiO3
in (Weber et al 2014), where the reduction of the thermal conductivity of the elec-
tronic and ionic subsystems was associated with defects in a predamaged SrTiO3
layer. By reducing these parameters by the order of magnitude, the authors found
that track in the predamaged SrTiO3 layer (with up to 1.5% of Frenkel pairs in
the structure) was larger and compared much better to the tracks seen in the ex-
periment. On the other hand, the SHI tracks were found to cause a healing effect
in the pre-damaged SiC via the so-called SHIBIEC effect, which stands for swift
heavy ion-induced epitaxial recrystallization (Debelle et al 2012, 2014). In these
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experiments, the ideal zinc blende structure of 3C-SiC was predamaged by 100 keV
Fe ions at room temperature with the fluences of 2× 1014cm2 and 4× 1014cm2 to
achieve partial and full amorphization of a layer of the 3C-SiC sample. After in-
troducing SHI tracks according to equations 5 generated by 0.87 GeV Pb ions, the
damage existed in 3C-SiC partially recovered due to temperature induced recrystal-
lization at the interface between crystal-amorphized phases of 3C-SiC. The lower
degree of amorphization, the stronger recovery was achieved in both experiments
and simulations, as shown in figure 8.

  

Fig. 8 Simulated depth distributions of the damage in the 3C-SiC cells damaged by low-energy
recoils and subsequently heat treated by a thermal spike caused by 0.87 GeV Pb ions Case of (a)
fully amorphous and (b) partially amorphous. The corresponding images of the analysis of angular
structure factors show atomistic image of the recovered buried layer of the predamaged 3C-SiC.

One more interesting phenomenon, which was explained by using MD simu-
lations of ion tracks was the formation of “bow-tie”-shaped voids in amorphous
germanium. In this material, the heating induced by a SHI track has lead to a se-
ries of phase transitions within the track region (Ridgway et al 2013; Hooda et al
2017). Simulation of track evolution in amorphous germanium revealed the stages
schematically illustrated in figure 9. First two stages are similar to track dynamics
in other insulating materials: during the first 100 fs, the track core rapidly heats up,
and the strong pressure waves transport the material away from the center of the
track during the following 3 ps. While cooling down from a vapour to the liquid
phase, a phase transition occurs: the hot low density liquid germanium turns into
much denser cooler liquid germanium phase. This transition creates empty space
and a multitude of small voids form along the track during another 10 ps. For more
than 30 ps, the temperature in the track is sufficient to enable the coalescence of
small voids into larger ones, which gradually contract along the track axis due to
expansion of the amorphous Ge after a reverse phase transition from the liquid to
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amorphous state, whose density is known to be lower. As a final shape of “bow-tie”
shaped voids remain in the system at the times longer than 1 ns. The comparison of
the simulated void in amorphous Ge and the TEM image of the void obtained with
the same irradiation condition are shown in figure 10.

Fig. 9

8 Conclusions

In this Article, we have reviewed briefly the basic physics of materials modification
by energetic ions or recoils, both in the nuclear and electronic damage regimes.
We also discussed how molecular dynamics methods can be modified to model the
ensuing damage, both in the nuclear and electronic collision regimes. Examples of
recent results from especially the electronic damage regime are provided in the end.

Acknowledgements

References

A N Zinoviev (2015) Electron screening of the Coulomb potential at small internuclear distances.



24 Flyura Djurabekova and Kai Nordlund

Fig. 10 On the left, a TEM image of a bowtie-shaped void formed in amorphous Ge by swift heavy
ion irradiation. On the right, the void simulated by using i-TS model in combination with classical
MD simulations during the same radiation conditions. The data used for the images is the same as
in Ref. (Ridgway et al 2013)

Nuclear Instruments and Methods in Physics Research Section B: Beam Interactions with Ma-
terials and Atoms 354:308 – 312

A Rivera and J Olivares and A Prada and M L Crespillo and M J Caturla and E M Bringa and J
M Perlado and O Pena-Rodriquez (2017) Permanent modifications in silica produced by ion-
induced high electronic excitation: experiments and atomistic simulations. Sci Rep 7:10,641

Abell GC (1985) ?? Phys Rev B 31:6184
Afra B, Rodriguez MD, Trautmann C, Pakarinen OH, Djurabekova F, KNordlund, Bierschenk T,

Giulian R, Ridgway MC, Rizza G, Kirby N, Toulemonde M, Kluth P (2013) Saxs investigations
of the morphology of swift heavy ion tracks in α-quartz. Journal of Physics: Condensed matter
25:0455,006, also available at stacks.iop.org/JPhysCM/25/045006

Aichoune N, Potin V, Ruterana P, Hairie A, Nouet G, Paumier E (2000) An empirical potential for
the calculation of the atomic structure of extended defects in wurtzite GaN. Comput Mater Sci
17:380

Alavi A, Alvarez LJ, Elliott R, MacDonald IR (1992) Charge-transfer molecular dynamics.
Phil Mag B 65:489

Albe K, Nordlund K, Averback RS (2002) Modeling metal-semiconductor interaction: Analytical
bond-order potential for platinum-carbon. Phys Rev B 65:195,124

Albe K, Nord J, Nordlund K (2009) Dynamic charge-transfer bond-order potential for gallium
nitride. Phil Mag A 89:3477–3497

Allen MP, Tildesley DJ (1989) Computer Simulation of Liquids. Oxford University Press, Oxford,
England

Apel P (2003) Swift ion effects in polymers: industrial applications. Nucl Instr Meth Phys Res B
208:11

Ashu PA, Jefferson JH, Cullis AG, Hagston WE, Whitehouse CR (1995) Molecular dynamics
simulation of (100) InGaAs/GaAs strained-layer relaxation processes. J Cryst Growth 150:176–
179

Averback RS, Diaz de la Rubia T (1998) Displacement damage in irradiated metals and semicon-
ductors. In: Ehrenfest H, Spaepen F (eds) Solid State Physics, vol 51, Academic Press, New
York, pp 281–402

Balamane H, Halicioglu T, Tiller WA (1992) Comparative study of silicon empirical interatomic
potentials. Phys Rev B 46(4):2250

stacks.iop.org/JPhysCM/25/045006


Molecular Dynamics simulations of non-equilibrium systems 25

Belko V, Posselt M, Chagarov E (2002) Improvement of the repulsive part of the classical inter-
atomic potential for SiC. Nucl Instr Meth Phys Res B 202:18–23
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