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Abstract

This study investigates the connection between lexical items’ distri-
butions and their meanings from the perspective of computational 
distributional operations. When applying computational methods 
in meaning-related research, it is customary to refer to the so-called 

-
tions and meanings are mutually correlated. However, making use of 
such a hypothesis requires critical explication of the concept of distri-
bution and plausible arguments for why any particular distributional 
structure is connected to a particular meaning-related phenomenon.

-
ces in how the concept of distribution is conceived in structuralist/
autonomous and usage-based/functionalist theoretical families of 
contemporary linguistics. The two theoretical positions on distribu-
tions are studied for identifying how meanings could enter as enab-
ling or constraining factors in them. Based on the observations made, 
a framework is proposed to evaluate how the representation yielded 
by a given distributional operation is compatible with targeted mea-
ning-related structures. In addition, some analytical concepts repre-
senting generalizations of common distributional structures are pro-
posed.

one, three pairs of antonymical adjectives (köyhä/rikas, sairas/terve and 
vanha/nuori) are studied distributionally. Very narrow bag-of-word 
vector representations of distributions show how the dimensions on 

unexpected and varied range of linguistic phenomena, spanning from 
syntax-oriented conceptual constrainment to pragmatic patterns and 

narrow scope of bigrams already blends phenomena characterizable 
as semantic, pragmatic and discoursive. Thus, the results  simulta-
neously corroborate the distributional hypothesis and challenge its 
over-generalized, uncritical applicability. For the study of meaning, 
distributional and semantic spaces cannot be treated as analogous by 
default. 

toggle between structuralist and usage-based notions of distribution 
with simple operational choices. Using a Jaccard index, the vectorized 
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distributions conform to structuralist distributions and, when com-
pared for distinctions, yield semantic structures describable in broad 
conceptual terms familiar to structuralist semantic characterizations. 
In comparison, when using cosine or another measurement which 
allocates more weight to dimensions with higher frequencies, the 
operation recognizes structures related to prototypicality and salience 
and thus corresponds with a usage-based notion of distribution.

In the second case study, a distributional operation is purposefully 
built for answering a research question related to historical develop-
ment of Finnish social law terminology in the period of 1860–1910. 
Using a method based on interlinked collocation networks, the study 
shows how the term vaivainen (‘pauper, beggar, measly’) receded from 
the prestigious legal and administrative registers during the studied 

of performative and devotional religious discourse. 

-
sertation, the case study shows how structures found in distributional 
representations cannot be satisfactorily explained without relying on 
semantic, pragmatic and discoursal interpretations. However, as the 
operation allows one to inspect the set of occurrences most contri-
buting to the formation of the distributional structures, they can be 

the timeline of the studied word use in the given register. It  also sho-
ws how the distributional methods based on networked patterns of 

nature and skew towards frequent occurrence types prevalent in the 
data.
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Tiivistelmä

Väitöstutkimus tutkii sanojen distribuutioiden ja merkitysten välistä 
suhdetta automatisoitujen distributionaalisten operaatioiden näkö-
kulmasta. Kun laskennallisia menetelmiä sovelletaan merkityksen 
ilmiöiden tutkimukseen, on tavallista vedota niin kutsuttuun distri-
butionaaliseen hypoteesiin. Hypoteesin mukaan distribuutioiden ja 
merkitysten väliset erot korreloivat siten, että mitä suurempi on ero 
kahden kielellisen ilmauksen distribuutioiden välillä, sitä suurempi 
on myös ero niiden merkitysten välillä. Tämä tutkimus pyrkii osoit-
tamaan, että hypoteesin soveltaminen kielentutkimukseen edellyttää 
distribuution käsitteen selvää muotoilua ja distribuutioiden ja mer-
kityksen välisen yhteyden yksityiskohtaista kuvaamista tutkimuksen 
kohteena olevassa tapauksessa.

Teoreettisessa katsauksessaan tutkimus kartoittaa distribuution käsit-
teen pääpiirteet ja keskeiset eroavaisuudet strukturalistisessa ja käyt-
töpohjaisessa traditiossa. Huomio keskittyy siihen, miten merkitys on 
kummassakin hahmotettu distribuutioita rajoittavana tai hallitsevana 
tekijänä. Distribuutiokäsityksiä vertailemalla tutkimuksessa tuote-
taan diagnostinen kehys, jonka avulla distributionaalisen operaation 
soveltuvuutta tietyn distribuutiokäsityksen kanssa voidaan evaluoida 
ja sitä koskevia oletuksia nostaa esiin. Lisäksi esitellään joitain ana-
lyyttisiä käsitteitä, joiden avulla distribuutioiden ja merkitysten vuo-
rovaikutusta voidaan heuristisesti lähestyä.

Tutkimuksen empiirinen osuus koostuu kahdesta tapaustutkimuk-
sesta. Ensimmäisessä tutkitaan distributionaalisesti kolmea antonyy-
mistä adjektiiviparia: köyhää ja rikasta, sairasta ja tervettä sekä vanhaa 
ja nuorta. Sovelletussa distributionaalisessa menetelmässä keskity-
tään hyvin kapeaan myötäesiintymäikkunaan ja kuvataan tutkittavien 
sanojen distribuutiot myötäesiintymävektoreina. Analyysi osoittaa, 
miten distributionaaliset piirteet liittyvät varsin odottamattomalla 
tavalla kirjavaan joukkoon erilaisia kielenkäytön ilmiöitä ja ulottuvat 
syntaktisesta yhteensopivuudesta erilaisiin laajempiin pragmaattisiin 
kuvioihin ja konventioihin. Tulokset siis samanaikaisesti vahvistavat 
distributionaalisen hypoteesin hyvin yleisellä tasolla ja haastavat sen 
varauksettoman soveltamisen yksittäistapauksissa.

Tapaustutkimus osoittaa myös, miten yksinkertaisilla operationaa-
lisilla valinnoilla vektoriavaruusmenetelmä voi vaihtaa kuvaamien-
sa distribuutioiden luonnetta strukturalistisen tai käyttöpohjaisen 
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distribuutiokäsityksen mukaiseksi. Jaccard-indeksiä etäisyysmittana 
käytettäessä vektorikuvaus lähestyy binäärisiin arvoihin perustuvaa 
normipohjaista strukturalistista distribuutiomallia. Tällöin se nostaa 
esiin semanttisia piirteitä, jotka suoraan liittyvät erilaisten syntaktis-
ten valintojen hyväksyttävyyteen. Frekvenssipohjaista etäisyysmittaa 
(kuten kosinia) käytettäessä distribuution malli on lähempänä käyttö-
pohjaista prototyyppikuvausta. 

Toinen tapaustutkimus liittyy sosiaalioikeudellisen termistön kehitty-
miseen 1800-luvun jälkipuoliskolla ja pyrkii kuvaamaan yksityiskoh-
taisemmin erään sosiaalioikeudellisen termin, vaivaisen, katoamisen 
oikeuskielestä. Tätä varten aiemmin esiteltyä diagnostisen kehyksen 
avulla kehitetään linkitettyihin kollokaatioverkostoihin perustuva 
distributionaalinen menetelmä, jolla vaivaisen -
liseen ja hallinnolliseen rekisteriin voidaan seurata. Vaikka tutkittuna 
ajanjaksona vaivaisen frekvenssi väheni aineistossa tasaisesti, tulokset 
osoittavat miten se ehti ennen katoamistaan saavuttaa lyhyesti tek-
nisemmän oikeustermin aseman. Tämän lisäksi ne osoittavat, miten 
vaivaisella oli keskeinen asema samana aikana myös hyvin erityisessä 
tunnustuksellisessa ja performatiivisessa uskonnollisessa kielenkäy-
tössä, joka kytkeytyi tutkittuna ajanjaksona erityisesti herätysliikkei-
siin.

Myös toinen osatutkimus osoittaa, miten distributionaalisten ku-
vausten selittäminen ja ymmärtäminen ei ole mahdollista ilman 
tukeutumista laaja-alaiseen kielentutkimuksen käsitteistöön. 
Distributionaaliset menetelmät usein takertuvat yleisiin esiintymä-
tyyppeihin, joissa yhdistyvät samanaikaisesti kieliopilliset, semantti-
set ja pragmaattiset piirteet. Tällöin on tyypillistä, että distributionaa-
liset kuvaukset vahvistavat ennakkokäsityksiä sanojen käytöstä, mutta 
tekevät sen odottamattomien piirteiden perusteella. Tämä vahvistaa 
käsitystä siitä, että silloin kun distributionaalisia mentelmiä käytetään 
kielentutkimuksessa merkityksen analyysiin, niiden olisi hyvä läpinä-
kyvästi sallia sellaisten esiintymätyyppien tunnistaminen, jotka kun-
kin distributionaalisen rakenteen ovat tuottaneet.
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1. Introduction

1.1 Opening remarks

The use of computational methods has expanded remarkably in many 

Chen, Corrado & Dean 2013), topic models (cf. e.g., Jelodar, Wang, 
Yuan & Feng 2018) and Sentiment Analysis (cf. e.g., Öhman 2021) have 
become standard utilities in the toolbox of what is often called Digital 
Humanities. These methods have been applied in studies on subjects 
ranging from intellectual history to political science, journalism and 
literary scholarship when the need has arisen to look into the meanin-
gs, concepts and discourses that are present in large datasets exemp-
lifying language use. 

What is common to all of these methods is that, from a linguistic pers-
pective, they are distributional operations aimed at building represen-
tations of language use from the aggregated formal elements in the 

-
rent kinds of co-occurrence patterns. How they connect to semantic 
and pragmatic phenomena is dependant on the extent to which mea-

-
cally connected to the position assigned to the concept of distribution 
in linguistic thought.

In general, these methods have been developed in the areas of langua-

as such. Linguistic theories and resources (such as dictionaries, the-
-

velopment. However, despite the genetic and intellectual relatedness 
with linguistics, mainstream linguistic studies have not yet expressed 
much enthusiasm for adopting the methods, despite the increasingly 
loud calls for empirical, quantitative research involving corpus data in 
strands of linguistics in which empirical studies thus far have relied 
more on qualitative methods. 

It is assumed here that there are two reasons for this hesitance. First, 
linguistics, in the form of corpus linguistics, already has an establis-
hed tradition of employing and developing quantitative methodolo-
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Approaches such as topic modelling, word embedding and sentiment 
analysis are quite opaque compared to methods of corpus linguistics. 
The process of linguistic analysis usually starts with acts of langua-
ge use from a certain perspective, after which the observations made 
are connected to analytical concepts provided by a linguistic theory. 
Whereas the methods used in corpus linguistics are designed speci-

-
resentations produced by word embedding, topic modelling or senti-
ment analysis do not yield themselves as readily to such scrutiny. 

The ambitious aim in the present study is to clear some of the opaque-
ness inherent in these newly developed distributional methods. This 

reservations, they are viable means in the study of language, and the 
second is to make a modest intervention in Digital Humanities by ar-
guing that their use requires an explicated concept of distribution to 
yield understandable and meaningful results. The strategy by which 
such aims are driven is as follows. 

First, the discussion concentrates largely on vector space represen-
tations of word distributions, a family of distributional methods to 
which word embedding belongs but makes only passing observations 
of topic models. It contributes to Sentiment Analysis only in noting 
that what it usually seeks to capture is observable in the distributi-
onal structures dealt with in vector space representations and topic 
models. 

This order of priorities is based on the amount of attention assigned 
in linguistics to the things each family of methods is used to captu-
re. Word space models are closely tied to semantics, especially lexical 

are generally speaking used to study supra-sentential regularities in 
text collections, and thus have an intuitive connection with concepts 
such as registers, varieties of language, specialised terminologies and 
discourses. Compared to these, Sentiment Analysis purports to captu-

Second, the versions of methods used are rather simpler, and more 
transparent than complex and opaque. In the context of vector space 
models this means using implementations developed before the wi-
de-scale adoption of neural network technology. A more thorough 
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the concept of distribution is discussed at length. The unwavering po-
sition developed during this research process is that the use of distri-
butional methods for many kinds of studies – be they in linguistics, 
history, or social sciences – is much improved if the assumptions re-
garding distributions and meanings are both sound and explicated.

1.2 Motivation, interests of knowledge and study context 

The motivation for the present study derives from the observations 
and the experiences of the author during the tentative phase of the re-
search process. It was during this tentative phase that so-called Word 
Space methods (cf. e.g., Turney & Pantel 2010, Lenci 2008, Heylen et 
al. 2015) were applied to a case of semantic change and polysemy in 
a historical newspaper corpus. The application was based on a met-
hodological investigation of common word-space approaches in the 
Finnish context conducted by Piitulainen (2010).

Standard Word Space methods proved inadequate for the task design-
-

buted to the methods. They seemed reliably to capture only the most 
obvious things in the data, whereas what was not obvious was either 

the approach presented in Heylen et al. (2015) can identify polysemous 
-

It is reported in the preliminary study, concentrating on the Finnish 
word vaivainen (’vagrant, pauper, beggar, poor, meagre, measly, inju-
red, handicapped’), which was one of the key social, legal terms in 
19th-century Finnish, that the main fault lines of its polysemy in con-
temporary Finnish do not follow any lexical environmental bounda-

-
cally and morphologically. Quantifying meanings (’measly, meagre’) 
are present for the most part in its use as an adverb, whereas meanin-
gs related to bodily ailments usually require analysis of the word as a 
productive adjectival derivation of the stem vaiva (’burden’, ’ailment’, 
’injury’). Meanings related to poverty are not directly related to eit-
her of these. Most crucially, lexical environments very seldom discern 
between any of them. In modern newspaper genres, vaivainen tends to 
appear in sports reporting, usually as a quantifying adverb (Example 
1) or a productive derivation of the stem vaiva (Example 2).
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Example 1
Ottelu  kesti                   vaivaiset                    kolme  varttia 
match  last-PST.SG3 measly-PL.NOM three    quarter.SG.PTV
‘the matched lasted for a measly three quarters of an hour’

Example 2
libero      Ari Matilainen jäi                       vatsavaivaisena         
sweeper Ari Matilainen stay-PST.SG3   stomach-pain.SG.ESS  
kotimaahan
homeland-SG.ILL
‘sweeper Ari Matilainen was left at home with stomach pain’

The lexical environments were not irrelevant to questions related to 
the changing polysemy of vaivainen, but they were not pertinent to 
it, either. The application of Word Space approaches such as these 
leads to results that are in some way telling or revealing of the seman-
tic variation in vaivainen
decipher their relevance more precisely. The outcomes of the met-

-
guistic phenomena, and it seemed impossible to keep them apart. 
Grammatical, semantic and pragmatic structures equally shaped the 
distributions. In the end, coupled with uncertainties related to data 

standard methods produced more confusion than clarity.

At this stage, the research process took a methodological turn and 
-

semy, semantic changes and legal terminologies took a back seat. 
Approaching the issue from the perspective of methodological deve-
lopment led to the realisation that the problem was not methodologi-
cal after all, it was theoretical. The reason for a certain awkwardness 
connected to implementing methods from computational linguistics 
in meaning-related studies in traditional linguistics was not so much 
(or at all) related to the inherent inadequacy of those methods. It was 
that the connections between their outcomes and nuanced linguistic 
descriptions of meaning had not been theoretically characterised in a 
mutually compatible way. 

For example, the starting point in many methods is the discrete sen-
se divisions found in dictionary entries when dealing with polysemy. 
For practical reasons, most dictionaries trivialize the complexities of 



20

objects of interest was also articulated early on within the computa-

that would allow mapping between the common outcomes of com-
putational methods and analytical concepts of semantic theories far 
surpasses the scope of any given study, let alone a dissertation. At the 
same time, it seemed obvious that applying modern computational 

-
ing this general interest.

The most relevant context for the present study is the branch of lin-
guistics studies that purport to make meaning-related observations 
about linguistic expressions based on their distributions. The tradi-
tion of corpus linguistics, emphasising the use of collocations and col-
ligations, is a salient example of this (cf. e.g., Sinclair 1991, Partington 
1998, Hoey 2005). Jantunen (2004, 2016, 2018) and Ivaska (2015, Ivaska 
& Siitonen 2017) applied these methodologies in Finnish linguistics 
to questions related to second-language learning in particular and, to 
a slightly lesser extent, discourse analysis. A relatively well-establis-
hed procedure in such studies is to examine either a particular word 
or a set of words from the perspective of their strongest collocations. 
Observations are based on the semantic or discoursal elements that 
are present among the collocations. The procedures blend the distri-

-
tive, linguistic analysis of collocates that seem interesting or relevant. 

Studies aimed at building a more comprehensive picture of word usa-
ge are somewhat rarer in this strand of corpus linguistics. Examples 
include Atkins’s (1987) study of risk and Hanks’s (1996) study of urge, 
both of which involve collocate and/or colligation analysis at an ot-
herwise rare level of detail. However, even higher relevance in the 
present context is assigned to corpus-linguistic studies that purport 
to operationalise a more holistic, statistical approach to distributions, 

-
proach vouched for most notably by Stefan Gries (e.g., 2006, Divjak 
& Gries 2006, Gries & Otani 2010) but originally proposed in Atkins 
(1987). With regard to Finnish, the  approach adopted by Arppe & 
Järvikivi (2007), Arppe (2008), Tola (2015) and Murmann (2018) is in 
many ways similar. The general idea behind this approach is to take a 
richly encoded sample of occurrences of the studied items and then 
use the encoded features as variables. This allows for statistical ana-
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lysis of the variables between lexical items or between the senses of 
-

pose, such as focusing on the overall similarities and dissimilarities 
of various senses or on the most distinctive contextual variables and 

The present study makes two major contributions to the research on 

that builds distributional representations largely unassisted, relying 
only on the distribution of formal elements. This makes them easily 
scalable to large data sets, and comparable across a large number of 
expressions. This feature allows evaluation of the degree of systema-
ticity of a connection between a distributional feature and an aspect 
of meaning across a large number of expressions without limitations 
related to manual semantic annotations. The second contribution lies 
in how the study engages in this line of research from the perspective 

concept of meaning and, second, the correspondence between distri-
butions and meaning.

established tradition of distributional operations in linguistics but 
rather stems from work in natural language processing, informati-
on retrieval and computational linguistics, based in particular on 
vector space models. Consequently, the context is also relevant in 

-
senting the state-of-the-art is based strongly on matrix embeddings 
generated by neural networks. The most common such algorithm, 
known as Word2Vec (Mikolov, Chen, Corrado & Dean 2013), produces 

guess a word from its immediate co-text1. The most recent develop-
ment has seen type-level representations making way for token-level 
representations, whereby instead of one-word type (or lexeme) being 
represented by a vector as in Word2Vec, each occurrence is assigned 
its own vector (e.g., BERT, Devlin, Chang, Lee & Toutanova 2019). 

of this study are those that explicitly purport to theorise the conne-
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ctions between distributions and meanings, rather than just giving 
such correspondence as motivation for experimenting with a chosen 
distributional operation. Examples include discussions by Sahlgren 
(2006, 2008) and Lenci (2008) concerning the distributional hypothe-
sis, in which the focus is on analysing and arguing for the capacity 
of distributional operations to provide adequate characterisations of 
meaning. In perhaps the most extensive discussion on the topic, Erk 
(2016) asks what exactly can be learned about the meanings of a word 
from their distributions, and argues that exploiting selection prefe-

-
butions in a way that can be expressed in the framework of formal 
semantics. In a way, the present study could be considered a continua-
tion and elaboration of Erk’s (2016) contribution, but perhaps from a 
less formal perspective. In addition, the position of the present study 
is that the denotational, referential or propositional signal is not the 
only signal that is systematically present in distributions.

-
ge processing also include many that purport to develop methods 

Many of them involve the application of the word-space framework in 
some role. Although some studies have proven to be more innovative 

-
lopment and more or less standardised methodologies. Thus, listing 

-
logical indebtedness of the present study to the wider research com-
munity these studies represent. There are many general presentations 
on using vector spaces to model word meaning, including Turney and 
Pantel (2010), Heylen et al. (2015) and Widdows (2004). Of the more 

word sense disambiguation (Schütze 1998, Reisinger & Mooney 2010, 

& Stevenson 2008, Baldewein, Erk, Padó & Preacher 2004, Erk 2007, 
Erk & Padó 2008, Giannone, Croce & Basili 2009 and Kshirsagar et al. 
2015), and identifying semantic relations (Karlegren, Holst & Sahlgren 
2008, Heylen, Peirsman, Geeaerts & Speelman 2008, Lang & Lapata 
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1.3 Distributions and distributional operations

At the heart of this study is the concept of distribution. The main in-
terest is thus to describe the interconnectedness of distributions and 
meanings. To this end, it gives an account of distributions as linguistic 

are approached from the perspective of distributional operations, 
which allows some concreteness into the discussion. One advantage 
of this is that it is possible to make observations that are readily app-
licable to real research settings, and that provide a theoretical vehicle 

expressed in modern linguistics.

”Distributional operation” is used here to mean a programmatic 
procedure in which the research data is subjected to a series of formal 

in line with those presented in Erk (2016) and Lenci (2008). As I dis-
cuss in Chapter 2, the fact that semantic judgements do not enter the 

-
dern perspective, the avoidance of manual input is considered more of 
a practical than a theoretical preference. In either case, this avoidance 
of manual, -
re of distributional operations. 

Enumerating all of a word’s collocations is an example of a distributi-
onal operation, as are vector space models, topic models and, to some 

-
onal operation is termed a distributional representation, the form of 
which depends on the operational details. It is worth pointing out that 

of semantic judgements in analysing the representations: it is just that 
the operation itself should proceed without resort to them. A com-
mon approach in corpus linguistics, for example, is to compare col-
locations against semantic characterisations and descriptions of the 
items in question. 

In themselves, distributional operations resemble the setting of the 
Chinese Room Argument introduced by John Searle (1980). A person 
with no language skills in Chinese is put into a room, and messages in 
Chinese are slipped under the door. The person has instructions, in a 
known language, for producing proper reactions to each message. It is 
assumed that, after some time, this person is able to perform this task 
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those with whom the person interacts are fooled into thinking they 
are communicating with someone who knows Chinese. In reality, this 
person is functioning as a computer program and does not learn the 
meanings of the characters in question.  

The similarity of the Chinese Room to distributional operations is 
clear without going further into the philosophical implications: no 
semantic information enters the process, and the operational capabi-
lity to produce semantically relevant information depends on how the 

distributional operations are incapable of meaning-based evaluati-
on, whatever semantic information there is in their outcomes must 
be attributable to the systematic structures in their inputs. Thus, their 
capacity for yielding semantically relevant information must be based 
on exploiting the systematic participation of meanings in how inputs 
are formally organised.

Searle concludes from his experiment that a computer program ca-
pable of mimicking human-like linguistic behaviour by exploiting 
the formal structuredness of its inputs is not evidence of ”strong AI”, 

understanding linguistic communication. This is so even if human 
language capacity could be shown to function in a similar fashion, to 

-
city of knowing what the inputs mean: he assumes that this capacity is 
not entailed in the successful operation of the Chinese Room.

Regardless of how that conclusion is viewed, it is obvious that one 
could examine the capacity of distributional operations to exploit the 
formal organisation of its inputs and make meaning-related observa-
tions based on them without making assumptions about its simila-
rities with human language capacity. This corresponds with Searle’s 

-
ce that could be studied for making general observations about infor-
mation processing. In short, they can be studied in terms of how the 

Thus, the cognitive implications of the so-called weak and strong 

Miller & Charles (1991) and Lenci (2008), are not salient in the present 
circumstances. Moreover, Miller & Charles (1991) discuss their hypot-
heses in a context in which distributional information is assumed to 
include semantic and pragmatic information, thus making their dis-
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cussion incompatible with the Chinese Room setting and with the de-

that parsing semantic and pragmatic information that is not reducible 

what the input means in the context of communication. The person in 
the Chinese Room has no access to this information, and neither does 
the class of distributional operations of interest in the present study.

Distributional operations generally have two distinct venues for the 
evaluation and analysis of their outputs. Evaluation methods in com-
putational linguistics follow the wider tradition in computer science, 

-
mance of the proposed method for accomplishing a task. In many 
natural language-processing tasks, these criteria are based on how 
many times out of all the attempts a method gives a correct answer. 
The resulting measurements are given in terms of variables such as 
precision, recall and f-scores. 

-
duced independently of the operation. Such resources are commonly 
acquired from dictionaries, hand-annotated test corpora and infor-
mation obtained from tests conducted on human language users. A 
method is assumed to perform well if it can be shown to outperform 
randomised allocation between right and wrong answers, or in the 
case of tasks with some history, better than previous attempts. This 
line of scrutiny stems from the cautiousness of computer scientists to 
claim whether or not their proposed improvements could make a dif-
ference in themselves or against an established gold standard. This is 
understandable given that the goal of computer science is frequently 
expressed in terms of accomplishing these tasks. In any case, a predic-
table level of reliability is necessary if the method is implemented as 
a tool in wider contexts.

From the perspective of linguistics, distributional operations serve 

linguistics and natural language processing. In such contexts, linguists 
may be positioned as end-users of methodological advancements. 

of digital text corpora as well as from information-retrieval procedu-

which he wonders whether word space models could be used in cor-
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-
dings may be used to enrich corpora with automated semantic tag-
ging. Indeed, manually annotating long lists of occurrences of a given 

the data are labour-intensive phases of linguistic analysis, which auto-
mated tools could make much easier. When used for purposes such as 
these, the methods must be generally reliable, given that the outputs 
serve as data for further analytical processing.

-
tions of natural language-processing tools, distributions for linguists 
are interesting in themselves. As Gries & Otani (2010: 121) point out, 
corpus data alone does not by itself provide the meanings the analyst 
is after. Instead, they must be inferred from the distributional regula-
rities and irregularities of formal elements, which gives distributions 
some status as objects of interest.

Hence, distributional operations may be used as observational and 
not only practical instruments for processing data. From this perspe-

less relevant than the qualitative aspects. For example, the observa-
tion that an operation consistently fails to handle certain linguistic 
structures while managing others is more interesting than knowing 
how much both contribute to the overall F-score when aggregated. 
In short, it may well be more interesting to study why a given distri-
butional operation performs at the level it does than to have a very 
high-performing but entirely opaque operation: the former allows 
the questioning of what it says about language that the operation per-
forms at a given level, whereas the latter does not. The present study 
considers distributional operations solely from the perspective of this 
latter purpose.

1.4 Research questions

As stated above, the main interest of this study lies in the relationship 
between distributions and meanings. Determining the nature of that 
relationship could be considered the main research question. This is 

work more precisely. First, three theoretically oriented questions are 
posed that purport to summarise the positions of the major theoreti-
cal approaches to linguistics:
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• -

• How are distributions operationalised in meaning-related ques-
tions within those frameworks?

• What characterisations of meaning are possible based solely on 
aggregated distributions in the frameworks?

The aim in the empirical part of the study is to identify concrete and 
operationalizable systematic interfaces between distributions and 

three questions. In very broad terms:

• 
distributional representations of various distributional opera-
tions?

Given that the fourth question is formulated in very broad and 
open-ended terms, and that the study as a whole aims to elaborate 

linguistic phenomena rather than a few, the empirical part is divided 
into two distinct case studies.

1.5 Empirical studies

The two case studies strike a balance between accommodating dif-
ferent linguistic structures as the focus of interest and using various 
kinds of distributional operations, while at the same time going into 
the level of detail that corresponds with linguistic studies of similar 
things. The depth is necessary if one is to move beyond the shal-
low, preliminary and exploratory observation that a given linguistic 
phenomenon is connected to distributions in some way, and instead 
say more about how and by what means. In short, they should reveal 
something about the linguistic structures in question on the level of 
detail usually aimed at in linguistic studies. The choice of strategy re-

perspectives.

The selection of datasets was driven by the open availability of two ex-
tensive and comprehensive Finnish-language datasets: the Suomi24.
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Newspaper Collection of the National Library of Finland. Both have 
very wide coverage given the modes of language use they represent. 
The Kielipankki version of the Historical Newspaper Collection con-
tains all printed newspapers and periodicals published in Finland un-
til 1909. The version hosted by the National Library extends further 
in time, but not syntactically or morphologically. Given proper samp-
ling, the research data could be considered representative of language 
in newspapers and periodicals during the period of Finnish autono-
my, and perhaps more widely in print media during the same period. 

Given that newspaper readership only gradually extended to wider 
segments of the Finnish population towards the end of the 19th centu-
ry, it is worth pointing out here that the dataset is intended to capture 

-
ces between local dialectal varieties of Finnish and the burgeoning 
standardisation of the written language. Further description of the 
data is provided in Chapter 6.

-

topics. Most of the sub-forums concentrate on general-interest issues 
and the threshold of participation is usually considered relatively low. 
The largest one is “Yhteiskunta” (Society), which covers both poli-
tics and religion. Thus the dataset, again given reasonable sampling, 
could be considered well representative of the language used in infor-
mal, public and anonymous discussions on the internet. It is not held 
here that it is automatically representative of contemporary colloquial 

-
pics under discussion. However, given the nature of the observations, 
some of them are likely to be unproblematically generalisable to con-
temporary Finnish overall, whereas others are not. I discuss my re-
servations about generalisation when I present the observations (in 
Chapter 5).

Fortunately, the two datasets are complementaey in multiple, linguis-
-

rary Modern Finnish, whereas the Historical Newspaper Collection is 
an extensive diachronic sample of Early Modern Finnish. Internet dis-
cussion forums comprise dialogic threads that resemble spoken-lan-
guage conversations, whereas newspapers unidirectionally address 
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their readership. Discussion forums blend a variety of colloquialisms 
into what is essentially a form of the written language (cf. e.g., David 
Crystal 2011: 21), whereas newspaper media have traditionally made a 
substantial contribution to research corpora aimed at capturing stan-
dardised written language (cf. e.g., Hakulinen, Karlsson & Vilkuna 

both of these datasets enhanced the study in terms of perspective and 
scope of objects of interest, which would not have been attainable 
with only one of them.

Correspondingly, the linguistic phenomena for these case studies 
were selected with the same wideness of scope in mind. The speci-

respective chapters. At this point the introductions only set out the 

from the internet discussion forum, concerns adjective antonymy in 
high-frequency adjectives which, in Finnish, can also be used syntac-
tically as nouns: köyhä ‘poor’, rikas ‘rich’, vanha ‘old’, nuori ‘young’, sai-
ras ‘ill’ and terve ‘healthy’. Adjectival antonymy has received somewhat 
less attention in corpus-linguistically and computationally oriented 
studies concerning the similarity of meaning. However, it does make 
an interesting case in that opposites tend to be quite alike yet distin-
guished by one important aspect of their meanings. Further, semantic 
characterisations provided for adjectives with such broad and general 
meanings tend to be simple, thus mapping their related features to 
distributional representations is perhaps a more transparent process 
than it would be in the case of conceptually more complex meanings. 

In addition, the tension between adjectival and nominal usage has its 
own interesting distributional point of focus. The method selected for 
this study is a vector space, the study being essentially about com-
paring the distributional features of one word to the distributional 

make any kind of contribution possible, the scope of the study is thus 

(the so-called word space type of vector space models introduced in 
Chapter 5), but the scope of linguistic analysis is rather open and wide 
rather than narrow and focussed. The study is strongly motivated by 
the tentative observation that distributions owe their structuredness 
to a wide range of linguistic phenomena in all spheres of language – 
from phonology and morphology to textual and discoursal patterns. 

-
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lytical concept characterising a meaning-related phenomenon within 
that framework would fail to do justice to this overarching interest. 

-
commodate the starting point, whereby the distributional representa-

linguistic perspectives.

The second study exploits the diachronic dimension enabled by the 

types of meaning compared to the semantic similarities and dissimi-
-

pertoires. Leech (1974) and Murphy (2010) characterise a word’s belon-

social meaning. By means of a distributional operation that purports 
to grasp such varieties from the historical newspaper corpus, the aim 
is to track a given word’s path in the latter half of the 19th century.

The word selected for this case study is vaivainen ‘poor, pauper, also 
measly’, which was a key legal term, used in early social legislation 
and registers related to state administration in what was at the time 
the Grand Duchy of Finland. The word had disappeared from the-
se registers by the turn of the century, and the case study charts this 

-
gister and then analysing vaivainen’s registers. Methodologically, the 
operation is closer to the topic model family than word spaces, and it 
also touches upon digital history in addition to linguistics.

Diachronic change and how words and expressions travel from one 
sphere of life to another – especially in and out of politics – are central 

of ideas. Likewise, of interest in both traditions of historical studies 
are the interfaces between concepts and their designations, but from a 

-
tics. Furthermore, topic models are commonly utilised to study these 
interests.

1.6 Methods

The choice was made to use simple, un-embedded feature spaces in 

not uncontroversial as a choice. The state-of-the-art option would be 
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to use one of the neural-network-based methods (Word2Vec for ty-
pe-level or BERT for token-level representation). Even before neural 
networks were established as standard practice, other methods (such 
as primary component analysis PCA, independent component ana-
lysis ICA and singular-value decomposition SVD) for embedding the 
original feature space were used much more often than the feature 
spaces themselves. It is thus necessary to set out the arguments for 
choosing to use raw feature frequency spaces instead of a method in-
volving an embedding routine.

First, a rather obvious argument is that raw feature spaces are more 
transparent than embedded spaces. The features are represented 
directly in the former, whereas in embedded spaces they are amal-
gamated to form a vector space with much-reduced dimensionality. 
This argument is to some degree mitigated by the fact that many di-
mension-reduction algorithms (such as PCA, ICA and SVD) are mat-
hematically deterministic and explicitly express how the embedded 
space corresponds with the original space. For those that are not, such 

investigating how they map onto   original spaces. However, the fact 
remains that, because the embedded spaces are built on top of the raw 
frequency spaces, the raw spaces are always more transparent than 
their embeddings.

A more substantial argument is that one might expect embedded 
spaces to include information about how the features co-occur or are 
found in similar environments, which raw-frequency spaces lack as 
they track each feature independently. However, from the perspective 
of the present study, tracking each feature independently is an asset 
rather than a hindrance. First, it allows for trivially measuring the im-
pact of each dimension independently and evaluating how much it 
contributes to the total distance between two vectors. Second, it also 
allows for trivially identifying subspaces manually, starting from spe-

-
ding to rebuild the embedded space every time. It is assumed here that 
distributional spaces, whether embedded or not, do not necessarily 
map onto any meaning-related space in a one-to-one relation. Thus, 

Third, the embedding procedure introduces a secondary layer of 
complexity to the distributional structures, which makes mapping 
the distributional representations onto meaning-related phenomena 
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a more complicated process, even if the mapping is described explicit-
ly. As I will show in Chapter 5, there is quite a lot to analyse in word-
space distributional representations even without this extra layer. 

For these reasons, especially the latter two, it is worthwhile studying 
raw-frequency spaces in themselves, perhaps comparing them to em-
bedded spaces some time in the future. The argument is that, becau-
se embedded spaces are always based on information that is already 
present in raw-frequency spaces, studying the latter as such could 
provide valuable insights into the structures of the former. In other 
words, the best way to study the structuredness present in raw-fre-
quency spaces that are not produced or highlighted by the embedding 
process is to study raw-frequency rather than embedded spaces. Such 
observations will be relevant in any future work interpreting the re-
sults of an embedded space.

Formal evaluation of the methods used in case studies is not the same 
as in studies related to computational linguistics, in which most, but 
not all methods have an established status. In particular, the approach 

The decision not to conduct formal evaluations is based on the gene-
ral interests of knowledge of this study and the role the distributional 
operations have in studying them . The main reason for making such 
a choice is that the methods are assessed by comparing the structures 
they produce against a linguistic study of the expressions and structu-
res in question rather than carrying out a particular task with particu-
lar performance criteria. 

In short, without clear understanding of what is the task the operations 
perform, it is not worthwhile assessing how good they are performing 
that task.  In the context of word-space operations, for example, this 
means triangulating a cluster of dimensions against a group of words 
achieving similar scores, and against the contexts that produced the 

regard to meanings.

In short, because there are no  assumptions about the meanin-
gs the distributional representations should match, there is nothing 

available that already have the right answer. In corpus linguistics, for 

list of collocations in some given language, genre or register, against 
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how a particular measurement generally behaves is an integral part of 
the competence of a corpus linguist.

For example, it is a mathematically discernible fact that pointwise 
mutual information skews towards lower frequencies compared to 
the log-likelihood ratio. Subjecting these two methods of discovering 
collocations to formal evaluation would require testing how well ei-
ther matched the concept of collocation. However, collocations tend 

means that any attempt to evaluate them would be circular. This is not 
a problem in corpus linguistics because collocations do not substitute 
for something else in the same way that distributional similarity subs-
titutes for semantic similarity in methods employing the distributio-
nal hypothesis. Collocations are rather seen as distributional structu-
res worthy of analysis and inspection in themselves.

-

have their own rather well-known biases that could direct the study 

Although the case studies concentrate on their respective interests, 
both have general value in showing how patterns of language use 
are projected into observable distributional patterns. The selection 
of this particular case to complete the research questions was moti-
vated by the desire to connect the study to two dominant families of 
distributional operations, namely word-space models and topic mo-
dels. Whereas the other sets of questions deal with word spaces, the 
case-study questions come close to what is often gauged by topic mo-
dels. Thus, examining the case may also include making observations 

-
res on which topic models are frequently based, at least to some ex-
tent.

context of case studies, particularly when one needs to show that a 

meaning-related regularity recognised within a well-developed se-
mantic theory. The two theories most frequently used for this purpo-
se are Cognitive Grammar (Langacker 1987, 1990) and the Generative 
Lexicon (Pustejovsky 1995, Pustejovsky et al. 2013). They were selected 
here mostly because of their rather explicitly spelled-out characteri-
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sations of lexical meaning, and also because they are both rather fre-
quently used. Cognitive Grammar in particular has made a conside-
rable number of contributions to Finnish linguistics. 

1.7 Structure

Chapter 2 concerns the relationship between meaning and distribu-
tion in the context in which distributions are perceived as bounda-
ries set by grammaticalness or meaningfulness. This is the relevant 

-
ning” (Lyons 1977) and the ”distributional hypothesis” (Lenci 2008). 
The relevant work of Zellig Harris is discussed, together with aspects 
of its reception within linguistics. Chapter 3 builds on Chapter 2 and 
applies the notion of distribution to a framework of linguistic study 
in which language is less tightly bound by discrete rules and rather 
steered by frequent patterns of use.

Chapter 4 extends the discussion in the two previous chapters to the 
level of operationalization, introducing the analytical concepts used 
in the empirical parts of the study. The focus is on ideas about how 
distributional operations and the representations they yield can be 
characterised so as to allow their scrutiny from the perspective of 
distribution-meaning correspondence.

Chapters 5 and 6 describe two case studies conducted to investigate 
the connections between distributions and meanings. It is not pos-

-
nal operation and the distributional representation it produces. The 
correspondence of the representation with meanings can only be 
analysed in light of how the operation has produced them. Chapter 5 
focuses on the Word Space model of distributional operations and a 

-
lysis then turns to the kinds of structure related to meaning and use 

distributions of words.

linguistic phenomenon related to meaning, namely register member-
ship. It also signals a return to the original interests of the dissertati-
on in using a distributional operation to answer a question related to 
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Finnish social, legal terminology in the 19th century. The analytical 
apparatus developed in Chapter 4 is used to design a distributional 
operation for gauging membership of a register repertoire over time. 
Although developing a novel operation for each base is by no means 
necessary or even desirable, it is argued that the development or sele-
ction of a distributional operation should start from spelling out the 
assumptions concerning the correspondences between distributions 
and meanings.

Chapter 7 draws conclusions from the study, and shows how the ob-
servations made in the preceding chapters all contribute to  building a 
comprehensive view of how meanings and distributions interact.
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2. Outer boundaries:  
distributions in structural linguistics

2.1 Background

The main question of this study relates to how much of meaning can 
be recovered from linguistic elements via distributional operations. 

provided for distributional operations in accordance with the concept 
of distribution in the theoretical linguistic framework of any particu-
lar study. The issue is discussed in this chapter from the structural or 
autonomous perspective on language. The main aim in the argumen-
tation is to establish what distributions represent in the various ap-
proaches, and how that may relate to lexical meaning. Chapter 3 simi-
larly addresses functional and usage-based approaches to linguistics. 

As Anderson points out (2005: 118, cf. also Matthews 2001), historically 
there has been no clear agreement on the meaning of the term struc-
tural or structuralist linguistics. Perhaps most commonly, structurali-
sm refers to strands of linguistics inspired by the Cours du Linguistic 
Generale (1921 [1990]) and Ferdinand de Saussure, and disseminated 
by the Prague School of Linguistics, in particular. However, Lepschy 

notion of structuredness and which, according to Anderson (2005), is 
all but useless because of the almost total inclusiveness of linguistic 

as well as scholars such as Zellig Harris, Charles Hockett and Henry 
Hoenigswald. The third type is the kind of intellectual movement 
that brings together what is shared between the Saussurean and 

Saussurean theoretical standpoints, Roy Harris (2003: 102) points out 
that de Saussure’s work was not generally very well-known in North 
America until Roman Jakobson emigrated there during the post-war 
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-
lism. The standard work on linguistics in North America at the time 

Language (1933), which makes only one, pas-
sing reference to de Saussure (Harris 2003: 72). Thus, it is not surpri-
sing that what is often considered the culmination of the structural 
linguistic programme in North American linguistics, namely Zellig 
Harris’s (1951) , does not make much 
use of or even mention any of the basic Saussurean principles (dis-
tinctions between langue and ,  and , and so on). 

The way the terms structuralism and structural linguistics are used 
here, and what expressions such as “structuralist position” mean, re-
fer to some of the shared ideas or theoretical commitments of both 
types of structuralism, regardless of whether they developed indepen-

-
nomous linguistics also includes generative linguistics, even though 
Noam Chomsky sought vigorously and often aggressively to distin-
guish his work from the tradition of North American structuralism. 

structuralism simply because the term is used here mainly to draw a 
comparison with functional or usage-based strands of linguistics that 
emphasise the role of language use and contextuality (discussed in 
Chapter 3). 

Although there are many good reasons to distinguish between the 
two forms of structuralism and generativism, from the perspective 

compared to usage-based positions. The aim of the discussion in this 

two broad positions – structuralism and usage-based – have on the 
notion of distribution. In general, both are considered equally valid 
theoretical standpoints and any evaluative preferences are unintentio-
nal. Criticisms and other issues are based mainly on arguments raised 
within each position.

the sense described above, is that language forms an autonomous sys-
tem of linguistic structures, in which each linguistic sign is assigned 
a unique value. Given that the value of a linguistic sign is guaranteed 
by the system that constitutes the language, signs are distinct across 
languages, even if they have identical expressions and/or meanings in 
two languages. (de Saussure 1916 [1972]: 68)
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The explanation of the notion of distribution provided by Lyons (1968: 
70), which is taken here to be a model of the structuralist notion, imp-
lies that the use of units of language are restricted somehow, and that 

to Lyons, the main feature of distributions is their boundaries. 
Perceived in this way – as in structural linguistics more generally – 
and if taken to be somehow telling of meanings, distributions should 
play a part in drawing the boundaries. Meanings could thus manifest 
as either limiting or restricting factors in themselves, or as closely tied 
to some other limiting factors.

on what are (or have been perceived as) the main factors drawing the 
hard boundaries of distributions, including the many concepts used 
to analyse the boundaries. The second step is to discuss how the no-
tion of distribution changes depending on whether it is approached 
as purely theoretical or empirically observed. Third, the focus turns 
to the central issue concerning meanings and distributions in struc-
turalist frameworks.

2.2 Acceptability

-
nomous linguistics is that language has an independent structure, lan-
gue in Saussurean terminology1. Both strands of structuralism sought 

governing this structure. Distributions, as analytical concepts, found 
their place as transpositions of linguistic norms to individual linguis-

the set of individual routes a vehicle could take. The distributions 
are limited only by aspects of linguistic units that are manifest in the 
norms, just as the routes that vehicles take are limited by type (bicycle, 
car, van or lorry, for example) but not by colour. The constitutive role 
that linguistic norms play in autonomous linguistics is evident in the 

4–5, Lyons 1968: 51–52).
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The use of distributional analytical tools for structural linguistic ar-
gumentation and discovery (such as applications of minimal pairs) 
is motivated by the observation that distributions of singular units 
of language are limited in characteristic ways that are typical of the 
classes or subclasses to which they belong. One common application 
is that of complementary distribution, in which distributional obser-
vations are used to establish a shared identity for multiple linguistic 
expression given that each only occupies a segment of a distribution 
typical of its class. Another common distribution-based argument in 
linguistics highlights the distinction between two compared units, 
showing a context in which their distributions diverge, such as when 
one is correct or normal while the other is not. This marks a boundary 
between the respective distributions of the units in question. In other 

-
ce between which is actualised by the presented context of use. 

linguistic in the structuralist sense. Thus, describing some proper-
ty – such as meaning – of a linguistic unit by means of a statistical 
model of its occurrences relies on establishing that meaning restricts 
distribution. It must also be established that what is then dealt with 
as a meaning of a linguistic item comprises aspects that have such 
distribution-restricting power. Not coincidentally, most structuralist 

which is precisely the part of the meaning of a linguistic unit with 
which grammar engages. This position is perhaps most clearly articu-
lated in the theory of generativist semantics proposed by Katz & Fodor 
(1963: 179–180).

Before proceeding to meanings as distribution-restrictive, I will add-
ress the question of what restricts distributions in general. Instead 
of enumerating all possible restrictive phenomena (linguistic or ot-
herwise), researchers strive to develop a conceptual framework deri-
ved from common notions in structural and autonomous linguistics. 
Within that framework, how such restrictions relate to meaning is dis-
cussed in more detail with reference to distributional methodology as 
devised by Zellig Harris (1951, 1954). 

The notion of acceptability would seem to be a natural place to start. 
Chomsky (1965: 10) uses the term acceptable with reference to utte-
rances that are “perfectly natural and immediately comprehensible 



40

without pen-and-paper analysis, and in no way bizarre or outlandish”. 
Lyons (1968: 137–139), in turn, describes acceptability as “a primitive, 

-
rent distinctions [...] including the distinction that is drawn traditio-

linguistic competence of a native speaker. An acceptable utterance is 
one that is produced or could be produced by a native speaker of the 
language, and understood as such by another native speaker of the 
same language. Unacceptable utterances could be unacceptable for a 
variety of reasons, to which the concept of acceptability remains indif-
ferent. Itkonen’s (1979: 338–339) correctness is similar to acceptability, 
but highlights the normative nature of a linguistic structure.

Acceptability stands for the outermost bounds within which senten-
ces or utterances are included in the language under investigation, if 

for example. The structuralist starting point is thus to assume that, 
when applied to distributions, the contexts comprising the distributi-
on for a given lexical unit are acceptable and belong to the language 
in question. 

However, if a sentence is deemed not acceptable it does not mean that 
it is absolutely impossible for it to occur in language data. Even so, it 
would still seem quite safe at this point to assume that some factors re-
lated to the perceived naturalness and immediate comprehensibility 
of sentences do play a part in whether certain combinations of words 

Chomsky (1965:10–11) draws a major distinction between grammatical-
ness and other sources of limitations on acceptability. Grammaticalness 
sets aside utterances that are grammatically permissible from those 
that are not (ibid.). It belongs to the linguistic competence of speakers 
of the language and has an independent, stable status outside other 
more idiosyncratic and situational restrictions. These other restric-
tions then belong to the performance rather than the competence 
side (Chomsky 1965, Leech 1969)2. Thus, the evaluation or assessment 

-
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of the grammaticalness of sentences corresponds with the notion of 
an autonomous linguistic system set out in structuralist theories. 

restrictions of distributions, Lyons analysed the notion of acceptabili-
ty further. He wondered how much and what kind of acceptability fell 
within the scope of grammar, and how much was accounted for by ot-
her aspects of linguistic description or disciplines outside linguistics 

of 1) grammatical restrictions, 2) other linguistic restrictions and 3) 
non-linguistic restrictions.

If a distributional operation is conducted on some collection of lin-

of restriction. It thus becomes necessary to separate the restrictions 
and pinpoint among which of the three types meanings stand, becau-

Lyons (1968: 140) recognises grammaticalness but complements it with 
the concept of meaningfulness
choice of examples, which include nonsense verses by Lewis Carroll 
and sentences such as Russell’s ), 
meaningfulness refers to the potential of a sentence to make sense as 

-
mar. This position, that linguistic competence cannot be explained 
away by grammar and must be complemented with some component 
related to meaning, was also the starting point of Katz & Fodor (1963: 
170–171). Lyons (ibid.) further discusses possible combinations of in-
teraction between these two types of linguistic restriction (gramma-
ticalness and meaningfulness), and how such combinations are typi-

that meaningfulness implies grammaticalness. In other words, all 
meaningful sentences are also grammatical, but not all grammatical 
sentences are meaningful. In this regard Lyons’ approach is similar to 
Chomsky’s in assigning grammaticalness and meaningfulness a hie-
rarchical status in which grammaticality is dominant.

The examples Lyons (1968) provides to explicate what “meaningless 
yet grammatical sentences” means also highlight his view of mea-
ningfulness as rather discrete and independent of context. The con-
textual sensibility of meaning is quite complicated, however. As Fodor 
& Katz (1963: 178) observe, almost any sentence can be made to mean 

-
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on. One could therefore conclude that there are no sentences that are 
devoid of any kind of meaning if they are used in a bizarre enough 
context. However, the factors that determine the degree of bizarreness 
of a context are not, in the structural view, properties of language or 
linguistic phenomena, they are rather contingent facts about the envi-
ronment in which language is used. In this regard, Chomsky’s position 
that all meaning-related restrictions on acceptability relate to langua-

any sentence that it is entirely without meaning: it would render the 
notion of non-contextual meaninglessness at least problematic. Given 
enough meta-level contextual information, even markedly nonsen-
sical sentences may become, if not more sensical, then at least con-
textually comprehensible. Their nonsensicality might even be con-
textually driven: The nonsense verses of Lewis Carroll are poetic 
and narrative devices, the nonsense being intentional. As an extreme 
example of a grammatical but meaningless sentence, Chomsky (1957) 
used , which albeit grammatical com-

-
mantically internally incongruous sentence. A thing, in the normal 
reading of the word green, cannot combine features of “no colour” 
and “green colour” simultaneously. Slightly less obviously,  is 
assumed to be contradictory to the unconscious and calm activity of 

. Further still, sleeping is thought to be semantically compatible 
with a subject argument capable of falling asleep, which idea as an 
abstract unit of mental activity is not. However, the normal language 
user is able, at least to some degree, to analyse the contradictory na-
ture of such sentences, the interpretation of which, when received, is 
not null, but some kind of appraisal of the semantic tensions inherent 
in it. 

Alan Cruse3

meaning-based restrictions on distributions, using the notion of nor-
mality
(1986: 11). Normality, like acceptability as discussed by Chomsky and 
Lyons (see above), is based on the native speaker’s pre-theoretical sen-
se of linguistic wonkiness or contradictoriness. Normality stands in a 
complementary relation to grammaticalness, being activated by the 
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recipient’s sense of weirdness in an otherwise grammatical utterance. 
What Cruse takes meaning to be is the sum of all normality/abnorma-
lity relations a word can possibly contract (ibid.). This is essentially a 
distribution-based notion, as the normality/abnormality is a feature 
of the word’s use in context, and the only way to explicate all the re-
lations is to enumerate all possible contexts in which it could occur, 
and then to judge the extent of normality or abnormality. In other 
words, it is a question of mapping the word’s distribution. In practice 
it is impossible to enumerate distributions (not least because lexicons 
of language contain some open sets), but as a task it motivates some 
operations, such as minimal-pair tests when comparing two items.

However, unlike Chomsky and Lyons, who discuss the acceptability 
of complete sentences, Cruse relates normality to the reactions of lan-
guage users to a given word’s application in a given context. The sum 
of these normality/abnormality relations constitute what he takes to 
be (in a very heuristic manner) the meanings of words. Presumably, 
for example, for him the capability of a word to turn an otherwise so-
cially acceptable sentence in a given context into a socially unaccep-
table one is part of that word’s meaning, a position that is not hard to 

-

Lyons presumes the downright unacceptability of meaningless sen-

tweaking it slightly would make it more palatable, even natural. The 

the perspective of the context, the normality/abnormality distinction 
being triggered by the use of the word in a given situation, Lyons assu-
mes that sentences may be meaningful or meaningless independent 
of the features of context that are not encoded grammatically and le-
xically to the explicit linguistic signal, as discussed above.

Lyons (1968) does recognise these contextual restrictions on accepta-
bility, however, but he considers them extra-linguistic, a position that 
is quite common in structural linguistics. They include socially unac-
ceptable ways of using language, for example, but could easily be ex-

-
texts4. In short, these extra-linguistic restrictions cover various reasons 
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why an utterance may be unacceptable in its context, despite perhaps 
being both grammatical and meaningful (Lyons 1968: 140, 154–157). 
Lyons thus ends up making a tripartite division between grammati-
cal, non-grammatically linguistic (meaningful) and extra-linguistic 
restrictions.

In conclusion, there is variation in how acceptability can be further 
divided, but it seems that only grammaticality can be assigned the sta-
tus of a purely linguistic (in a structural sense) factor, other segments 
being more or less contextual, transient and ephemeral. This means 
that only grammaticality can impose real hard borders on distributi-
ons, other restrictions being dependent on contextual factors and thus 
conceivably exhibiting more stochastic tendencies. When it comes to 
meaning, there seem to be two possibilities involved in setting up the 
boundaries of distributions, and both are connected to notions of how 
meaning is manifest in grammar. To the extent that the categories of 
grammar are semantically motivated, they are bound to restrict the 
distributions of their members. In other words, if grammatical restric-
tions have a semantic basis, it is bound to show up in the distributi-
ons. In this case, however, it has to be acknowledged that grammar 
somehow utilises meaning, a position that is not universally accepted 
among structural linguists.

What is left of lexical meaning after the grammatically relevant aspe-
cts have been subtracted may manifest as restrictions in distributions, 
but only in being mediated through contextual idiosyncrasies in the 
data. The assumption that most utterances in corpus data are normal 
in their context certainly rests on solid ground and is not in any way 
controversial. The ground relies on the assumption that corpus data is 
collected such that most utterances in it are normal representatives of 
the linguistic phenomena under study. 

Thus contextual, non-grammatical restrictions on acceptability regar-
ding the distributions of linguistic units derive from the contextual 

-
-

ed modes of language use to which utterances in the data belong. 
Consequently, the normality/abnormality relations that are visible in 
the corpus distributions are restricted to modes that are characteristic 
of that data. The implications of accessing distributions through lin-
guistic intuition and language data are discussed in Chapter 2.3 below.
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2.3 Intuition-based and corpus-based distributions

Distributions as analytical concepts were perhaps most widely adopt-

half of the 20th century. Their relevance derived directly from the way 
a language was, for methodological purposes, taken to be the sum 
of all possible utterances or sentences allowed in that language. As 

can be made in a speech-community is the language of that spee-
ch-community” (1926: 155). The manifestation of each unit of that lan-
guage in that language, then, is its distribution. If the linguist’s task in 
describing a language was to describe that totality of utterances, their 
task in describing a single unit of that language was to describe its 
distribution. 

Most studies employing varieties of distributional analysis were de-
signed to deal with actual data of actual spatio-temporally occurring 
utterances, something that nowadays is called corpus data. The inte-
rest was not in language use, however, but in language as a system 
or structure. Distributions were primarily analysed heuristically to 
reveal the structural regularities of the language, which Harris (1951, 
1954) took as far terminologically as identifying the structural core of a 
language as its distributional structure.

The generative approaches to linguistics that followed the structural 
and descriptive lines retained much from their predecessors, such as 
commitment to the notion of autonomous language and a working 

-
rative linguistics saw no value in descriptions based on corpus data, 
instead promoting linguistic intuitions as the main means of accessing 
regularities in language. This notably transformed the conception of 

factors apart from grammaticalness, which are normally attributed 
to language use in autonomous linguistics. This situational noise can 
be cleared from distributions that are accessed through intuition. In 
explicating this attitude, for example, Lyons (1968: 140–141) argues that 

unit based only on its attested (or observed) distribution. As discussed 
in 2.2, a number of things may limit the contexts of use of any given 
units, of which linguistic structures (e.g., grammatical and semantic 
structures) are only a few. For this reason, the idea of exclusively de-
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riving descriptions of language bottom up from data seemed to him 
far-fetched (ibid.).

While obviously very important, this distinction did not emerge as a 
-

thing to do with a preoccupation with phonology and morphology. 
As Jakobson (1956 [1995]: 119) remarks, “there is an ascending scale of 
freedom” in combinations of linguistic units. In other words, the com-
binatory potential of phonemes and morphemes is exhausted with 
considerably smaller samples than that of lexemes, let alone phrases 
or sentences. Whatever problems of representativeness there are, one 
may quite reliably assume that they are relatively easily mitigated if 

when it comes to the lexicon or the syntax in that the number of pos-

the focus from phonology and morphology to syntax also drove a 
wedge between observed and total distributions, the gap having been 
previously papered over by the limited practical implications. These 
implications become more prominent when distributions of lexical 
items are being discussed, however.

The distinction between distributions observed from corpus data that 
-

gination (in the sense of intuitively producing contexts that highlight 
some constraints on the distribution of some linguistic units) cannot 
be stressed enough with reference to linguistic units of a higher order 
than phonology and morphology5. As objects, intuition-based distri-
butions are very similar to the norms of language that generate them. 
In the context of linguistic norms, Itkonen (1974) applied a triparti-
te framework, namely 1) norm-statements, 2) linguistic norms and 3) 
theoretical norms. 

Norm-statements are linguistic expressions that purport to commu-
nicate the content of the norm, linguistic norms are the actual norms 
of the language and theoretical norms are the linguist’s approxima-
tions of those norms, compiled with the help of intuition and analysis. 
Transposing this framework for distributions will produce 1) enume-
rated distributions, 2) linguistic distributions and 3) theoretical distri-
butions, the distinctions between the three being possibly even clearer 
than in their original application to norms. Enumerated distributions 
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are described as a list of possible contexts of use. Real distributions are 
distributions as they are in language, the ontological realism of which 
is inherited from the realism assigned to linguistic norms, which is 
rarely questioned in autonomous linguistics. Theoretical distributi-
ons are linguists’ conceptions of the boundaries of real distributions. 
Human language capacity prevents the enumerating of theoretical 
distributions and their explicit expression. This means that theoreti-
cal distributions must be thought out in formats other than a list, per-
haps comprising conceptions about where the distributional bounda-
ries run, enumerating representative examples of focal points that 
highlight them, and so on. The idea of theoretical distribution as such 
does not entail any commitments regarding the amount of contextual 
information necessary for determining distributions. Thus, one could 
conceive of theoretical distributions as context-independent gram-
maticality, or taking fully into account the restrictions attributable to 
contextual factors, as proposed in Cruse (1986). Corpus data, on the 
other hand, is able to provide distributions in an enumerated format, 

The conceptual triangle introduced above serves to explicate some 

those theorised with the help of linguistic analysis and intuition and 
their respective relations to linguistic (real) distributions. Earlier I 
noted that a number of factors other than grammaticalness and cor-
rectness might restrict distributions. These factors, relating more to 
language use than language structure, play no part in restricting lin-
guistic distributions as products of linguistic norms. They do, howe-

constraints of language structure. Nevertheless, as theoretical distri-
butions are inherently theoretical constructs, they are open to varying 

they include. The structuralist position introduced so far, according 

cut as that between linguistic and extra-linguistic, is complemented 
later on in Chapter 3 when I discuss distributions from a usage-based 

from language data and the analyst’s intuition is obviously a major 
issue that permeates methodological discussion in linguistics (cf. e.g., 
Penke & Rosenbach 2004, Sampson 2007: 14–20, Arppe & Järvikivi 
2007). The aim here is not to engage in that discussion, but simply to 
highlight some of the distributionally relevant aspects.
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As noted above, language in the structural tradition is often described 
as the “set of utterances possibly uttered in the language communi-

-
ty of uttered expressions. The set of possible utterances or sentences, 
however, is described not in terms of enumeration, but in terms of 
the regularities and structures holding within it, structures that allow 
themselves to be explicated and described. From this perspective it is 
clear why any corpus data will always provide only a limited sample 
of language. In fact, language has inexhaustible potential, it is not so-
mething with a limited spatio-temporal existence. Linguistic research 
into objects that may be spatio-temporally limited, such as printed 
volumes by some author, are simply not viable objects of research in 

articulated this position. 

Although it is viable to produce a reliable representative sample of a 
particular segment of language use, such as a particular register or 
genre, producing a sample that is representative across all possible se-

related to striking a balance between software user interfaces, novels 
-

dy. Yet, at the same time it seems likely that some objects are more 

perhaps having been directed more towards those assumed to be the 
former rather than the latter. However, it is not easy to assign objects 
to either group. That is to say, it is not simple intuitively to predict 

and enumerated corpus distributions just being uneven samples of it, 
they will always manifest only as part of the combinatory potential 
of theoretical distributions, no matter how they are conceived. The 
fact that the sample might be representative and thus able to manifest 
the regularities that hold in a language (Lyons 1968: 139) in a proper 

possible occurrences not grasped by the data. The triviality of such a 
reservation is again dependent on the subject of study.

In addition to exclusion that is caused by sampling and thus could be 
considered random, there are other reasons why enumerated corpus 
distributions are not able fully to exhaust theoretical distributions. 



49

Idiosyncratic historical, cultural and social conventions of communi-
cation impose restrictions on language use collected in any sets of lan-
guage data. First and foremost, ideologies play a part in determining 

store in a corpus. Second, however, stored instances of language use 
are instances of behaviour in a socio-cultural context, and people in 
socio-cultural contexts produce language not for the purpose of ex-
hausting distributional potential but for the relevant communicative 
purposes in that context. From a linguistic perspective that takes in 
theoretical distributions in the widest sense, these impositions have 
the power to skew the distributions unpredictably. In short, enume-
rated corpus distributions will only show occurrences that are contex-

-
tors mentioned above, enumerated corpus distributions are likely to 
include occurrences that do not belong to theoretical distributions. 
Multiple factors contribute to this, which may relate to the possibili-
ty that theoretical distributions are misleading and fail to predict the 
real boundaries of linguistic distribution. Language users also unin-
tentionally stray outside the linguistic norms they usually adhere to 
without problems, or temporarily stretch them in idiosyncratic ways. 
Depending on its nature, the data might also contain examples of lin-
guistic behaviour that is intentionally or unintentionally transgressive 
of linguistic norms. This may be attributable to limitations on langua-
ge skills (in the case of language-learner corpora), humour or other 
poetic functions (e.g., Jakobson 1960), or there may be other reasons 
why individuals engage in socially transgressive behaviour. Issues re-
lating corpus data as products of linguistic behaviour and the nature 
of language as a normative system have been widely discussed  (cf. 
e.g., Dahl 1979, Itkonen 1979, Aarts 1991).

Lyons (1968: 138) makes the point that if the concept of distribution is 
applied in a sample of attested utterances in data, the notion of accep-
tability becomes redundant because it is no longer necessary to dis-
tinguish occurrences that should be included in the distribution from 
those that should not, this line having already been drawn by the data. 
In other words, the class of accepted utterances is equal to the class 
of attested utterances, and acceptability equals inclusion in the data.

For Chomsky, both acceptability and grammaticalness are matters of 
degree, varying along multiple dimensions (1965: 10). In other words, 
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with regard to a singular sentence, acceptability (or grammaticalness) 
is not entirely binary in the sense that there is not a single norm or rule 
governing that sentence, but a complex composition of multiple rules. 

-
ber and centrality of rules that are trespassed (if any). Consequently, 
an actual sentence can be placed somewhere on the scale running 
from fully acceptable to unacceptable, but its place on the scale is 
constant6,  determined by the number of linguistic norms trespassed 
during its formation. This degree of acceptability could be described 
as a numerical variable that retains its value independent of the con-
text, for example. In a similar way, Itkonen (1979: 337) discusses the role 
of “clear cases” in syntactic theory: along with well-formed clear cases 
in which the correctness of sentences is questionable in one way or 

Whereas enumerated corpus distributions hide an underlying pro-
babilistic structure in a discrete set based on inclusion via sampling, 
theoretical distributions are subject to considerations and stipulations 
to the extent that their normative discreteness is unavoidably eroded. 
This is not to say that the  normative structure of language is neces-
sarily diluted into ambiguity, it is simply that, in practice, drawing 
up theoretical distributions will always entail some arbitrary demar-
cations. As Urho Määttä (1999: 41) points out, native language spea-
kers’ intuitive assessments of their own language use is ontologically 
comparable to theoretical norms stemming from linguistic research, 
which simply occupy opposite ends of a stratum determined by the 
requirements of systematicity and granularity.

Similarly, theoretical distributions might also show some haziness 
on the edges if acceptability is seen as restricted by factors other than 
grammar. Autonomous linguistics more or less relies on the notion 
that grammatical rules are equally shared within the speech com-
munity (in the case of Saussurean structuralism), or describe the 
linguistic competence of some idealised language user (in the case 
of Chomskyan generativism): the implication is that all speakers con-
verge towards similar judgements about the grammaticality or corre-

sources of acceptability, namely those that connect more strongly 

-

-
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with language use than with language structure. There are no pres-
sing reasons that would force all speakers of the same language to 
arrive at the same conclusions about the acceptability of a sentence, 
even if community-universal grammar is presumed, when acceptabi-
lity depends on matters such as meanings or more general observa-
tions of appropriateness. In this case, the acceptability of a sentence is 
probabilistic in the sense that it might be acceptable to some people 
and unacceptable to others. This kind of haziness, too, is masked by 
corpus-enumerated distributions. The scale of the variation in accep-
tability is not likely to be very large, however, as it could be assumed 
that by far the most utterances in a corpus exhibit converging trends 
towards their acceptability. Nevertheless, it is one further point to 
make when gauging the extent to which intuitive and enumerated 
distributions may be treated as the same.

2.4 Restrictions and meaning

As Zellig Harris argues in his paper  (1954), it 
is quite plausible to devise a distribution-based operation that could 
produce a heuristic description of meaning in distributional terms 
adequate enough to handle the stages of linguistic analysis in which 
linguists commonly resort to the judgement of meaning. Although 
this claim, both in the context of the structural linguistics of the day 
(e.g., Lyons 1977: 612–613) and in contemporary readings in the word-
space literature (Sahlgren 2008, Lenci 2008), has been attributed with 
some grandeur and perhaps made more of than was intended, the 

of note. The methodological reliance or dependence on judgements 

the American structuralism that built on his legacy. This was part of 
-

radigm of psychology (Harris, R. 2003: 66), according to which psy-
chological phenomena could be observed only through objectively 
observable signals and responses to them. 

As far as Harris (1954: 146) was concerned, the full task of structural 
linguistic analysis was to describe the distributional structure of a lan-
guage. He considered the position that this could not be done solely 
in terms of distribution untenable. The main point of the distributi-
on-based account of meaning was to relieve distributional operations 
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of meaning-based judgements, which his predecessors and contem-
poraries considered a necessary evil. In other words, Harris’s aim 
was not a full account of the semantic content of linguistic units, but 
a semantic representation based on distributions, which was robust 
enough to circumvent semantic judgements as part of a wider distri-
butional analysis.

dubbed as the distributional hypothesis (cf. e.g., Sahlgren 2006, 2008, 
-

tion” between two words was computed as the ratio of the same to the 
-

gree of overlap between the enumerated corpus distributions of two 

sequences of elements extracted from the data. The meanings of the 
items in those environments played no part in them. 

Hence, what the word meant in that utterance, or what the utterance 
meant as a whole, was not a factor, which ensured the independence 
of the operations from semantic judgements. It also detached the en-
vironments from any contexts of communication. The notion of distri-
butional similarity, by virtue of the computational algorithm (same to 

distribution as the outer boundaries, demarcated by the acceptability 
of use as discussed in Chapter 2.2.

In many respects Harris’ operation bears a striking resemblance to 
vector space models of word meaning. The motivation behind the 

models, but the outcome indeed has much in common. According to 
Harris (1954), vector-space models strive to build representations of 
the meaning of words bottom-up, from the sequences of formal ele-
ments to arrive at meaning-related observations through computing 

semantic pre-processing of the data. 

Although representations of word space models could be augmented 
with other linguistic information through pre-processing, the overall 
approach is so similar that criticism of Harris could be considered di-
rectly relevant from the word-space perspective. There is even a spe-

Harris and word space models, namely that they fall short of provi-
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ding a fully satisfactory account of meaning, although, in case of word 
space models, it is somewhat unclear where this criticism has been 
expressed. Sahlgren (2008: 4) explicitly argues against such criticism, 
but does not provide any sources apart indirect reference via Padó & 
Lapata (2003), who are equally vague as to its source. This charge, and 
the arguments for and against it, are obviously highly relevant from 
the perspective of this work, and in that sense the lack of explicit con-
temporary sources of criticism is slightly problematic. Regardless of 
what Harris aimed at, the current interest is precisely the adequacy of 
distribution-based representations as descriptions of meaning. To this 
end, I will now discuss Harris’ position on meaning in more detail.

It is worth pointing out with regard to the alleged inadequacy of se-
mantic description in Harris’ distributional operation, that it is rather 

-
-

related – given the methodological context of the assumption, which 
limited the relevance of semantics, and that a similar relation is taken 
to hold between morphemes and words and their respective distribu-
tions. Harris remains quite reserved throughout his own discussion, 
and adheres to very careful language when explicating the semantic 
implications of his operation. 

In structuralist terms, Harris’s meaning could refer to some set of lin-
guistic information necessitated by the independent nature of langua-
ge as a system or network of oppositions, much like Saussure’s value 
of the linguistic sign - which is quite distinct from the full semantic 

R. 1987: 118–123). Such reasoning might follow along these lines. If the 
meaning of a word is its identity in the language as a system, however 
the system establishes that identity must be its meaning. If it is assu-
med that the distributional structure of a language is such a system, 
then the meaning of a word must be how that system establishes iden-
tities in general, namely distributions. 

Establishing identity in this context means that the distribution of a 
linguistic unit must be unique. In other words, if two units are distri-

must be able to tell them apart. The problem here is obviously that 
it is not clear whether the distributional structure necessitates the 

-



54

soning reduces the meaning to distribution in a circular fashion. If 
meaning is the identity of an item in a system, and the distributional 
structure is that system, and the identity of each element in that sys-
tem is its distribution, meaning will equal distribution. In this case 

correlates with itself.

One emblematic aspect of Harris’ distributional operation in the con-
ceptual framework applied here, which purports to discern between 
linguistic, enumerated and theoretical distributions, is that it relates 
to theoretical and enumerated distributions in a slightly confusing 
manner. Harris uses the examples  and  to justify his 
expectation that distributions are able to establish a lexical identi-
ty. He claims that synonymous  and  share the same 
distributions by virtue of their capability of being substituted in any 
utterance without any changes in that utterance’s truth conditions7: 
the only exceptions are in predicative clauses of the type  means 

, in which substituting  with  yields the tau-
tological . Although the two words have dif-
fering connotations and pragmatic ranges of use, the example shows 
how the discussion on meaning in this particular structuralist context 
became preoccupied with layers of meaning that had implications for 
truth conditions.

Harris thus projects the space of all that is grammatical and mea-

that prevent tautological utterances), and within that projected space 
 and 

appeal here is now to theoretical distributions, demarcated by the 
hard boundaries of grammaticality and some conception of meaning-
fulness. On the other hand, Harris also claims that the distributional 
structure manifests itself as probabilities: that distributional bounda-
ries are stochastic by nature, and that theoretical distributions emerge 
as continuous regularities in the data. 

If that is indeed the case, then his point would be more convincing if 
he had an example from data with real probabilities (or relative fre-
quencies) instead of intuitive theoretical distributions. Whether the 
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probability of a tautological 
than that of a metalinguistic  means  remains anyone’s 
guess. The fact of the matter is that there is a real issue created by 
the tension of theoretical and enumerated corpus distributions, as 
Bar-Hillel (1954: 233–234) notes: in his criticism of distribution-based 
descriptions of meaning proposed by Harris (1951) he suggests that 
enumerated corpus distributions and theoretical distributions yield 
irreconcilable results when applied to some basic semantic notions, 
such as synonymy. 

Bar-Hillel further points out that Harris (1954) is not clear about which 
distributions his intended distributional hypothesis is intended to 

theoretical and real distributions and b) enumerated corpus distri-
butions would simply converge towards theoretical distribution gi-
ven enough data. He sees this as a mistake and  bases his counter-ar-

meaning) in enumerated corpus distributions becomes impossible. 
Already Katz & Fodor (1963: 171) noted that the exact repetition of sen-
tences is exceedingly rare, and when it happens it is not distributed 
evenly across linguistic norms, but is hogged by the sentences that are 
most likely to be repeated. 

The emphasis here on the uniqueness of the bulk of sentences is in 
-

pation with novelty (cf. e.g., Hopper 1987: 6) that downplayed the 
importance of repetition in order to posit generation as the focus of 
linguistics. However, well-established empirical evidence attests to 

2001), which strongly predicts uniqueness for the vast majority of sen-
tence types in any normal data.

The assumed rareness of repetition would imply that sentences dif-

only one item is the condition for being a shared environment in 
Harris’ distributional operation. From this it follows that the likeli-

two words seems rather slim, if distributional similarity is measured 
as Harris proposes, by exact matches of context. As a result, any word 

-
rence in distribution, which renders the notion of sameness of mea-
ning impossible in distributional terms. 
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However as Bar-Hillel (1954: 233) remarks, this problem is not limit-
ed to synonymy: enumerated corpora are highly unlikely to yield 
exactly matching distributions even with two separate samples of the 
same word, for the reasons presented above (it is quite unlikely that 
a sample of sentences randomly cut in half would yield two identical 
subsets). Another layer to this problem is, as noted above, that enu-
merated corpus distributions will manifest boundaries of accepta-
bility that are extra-linguistic in nature, regardless of where the line 
between extra-linguistic and linguistic is drawn. They will also dilute 
the boundaries between langue (or linguistic competence) and  
(language use), or indeed between semantics and pragmatics. 

On the other hand, as Bar-Hillel (1954: 233) further points out, theoreti-
cal distributions are too generous: it is hard to compose an expression 
in which green is possible but red in its place is not. In other words, 
all words belonging to a class of words such as colour terms will yield 
exactly matching theoretical distributions because of their near-iden-
tical syntactic properties and because almost anything that can be 
green could also be red, and vice-versa. If the position is accepted that 

(i.e. the distinction of contextually independent distinction between 
meaningful/meaningless is rejected), it must also be accepted that 
distributions are unable to establish an identity between any lexemes 

(such the semantic distinction within colour space that motivates the 
lexicalisation of that space). 

green and red -
rences between them have no grammatical implications – their distri-
butions are bound to merge. The issue is not limited to colour terms, 
obviously, but expands throughout the lexicon. Although the number 
of grammatically relevant lexical categories is a matter of some dis-

language, the point is that all distributions of all words belonging to 
the same lexico-grammatical categories will have identical theoretical 
distributions. For example, all Finnish verbs that share the same argu-

same theoretical distributions. Likewise, all nouns will have the same 
theoretical distributions if the part of speech is taken to be the only 
grammatically relevant lexical feature. If grammatical constraints are 



57

between proper nouns and other nouns, for example, these features 
are likely to have repercussions in distributions. Unless they do, there 
is no reason to assume that theoretical distributions are able to re-
cognise such features.

The other side of the same problem is that any grammatically rele-
vant distinction will make its mark in the distributions regardless of 

in distribution between bachelor and unmarried man, which are in-
duced by the possibility of the former, but not the latter, being com-
bined with -hood. Chomsky (1962) gives this example in his criticism 
of distribution-based accounts of meaning, his point being that gram-
mar has the power to push distributions apart regardless of the lexical 
meanings of the units in question. 

Chomsky’s example words,  and  are, to him, 
pre-theoretically synonymous. The weak point of this argument, ac-
cording to Roy Harris (1973: 3), is that the question is unresolvable as 

meaning beyond distribution or someone’s pre-theoretical intuitions. 
It could be argued (as was quite fashionable in structural linguistics) 
that there is no true synonymy precisely on the grounds that distribu-
tions are able to tell the meanings of two linguistic expressions apart, 
however small they are perceived to be. According to Roy Harris, wit-

-
rence of opinion between distributions and pre-theoretical intuitions.

All this seems to point to the conclusion that grammar alone might 
not be able to assign an identity to words on the basis of theoretical 
distributions – at least not the kind of identity that could be equated 
with meaning. On the other hand, enumerated corpus distributions 
establish identities that are too rigid, not only making strict synonymy 
impossible, but also making it impossible to establish the sameness of 
two sampled enumerated distributions of the same unit. 

This latter issue is, incidentally, identical to the usual problem cau-
sed by matrix sparsity in vector space models. If individual environ-
ments are treated as features, the result is an immensely wide matrix 
with high sparsity, as occurrences of the same environment types are 
exceedingly rare. A number of approaches (cf. e.g., Turney & Pantel 
2010: 158–160 for a discussion) in vector-space modelling purport to 
condense sparse matrices somehow to retain as much of the informa-
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tion of the original features as possible, while still making vectors mu-
tually comparable.

Apresjan (1966) recognised the problem caused by the sparsity of enu-
merated corpus distributions to Harris’ operational approach when 
analysing the meanings of words. His solution, while trying to main-
tain the environments as the building blocks of the distributions, was 
to replace each noun in an environment with a tag corresponding to a 

-
tutability. Instead of 

He is good at arithmetics

as an environment of good, his environments would take the form of:

P +  + good + at +C

where P and C denote semantic noun classes, derived by investiga-
ting the conditions of pronoun substitution in English. This kind of 
operation requires the judgement of meaning in part of the pronoun 

Harris sought to address these problems in Distributional structure 
(1954: 157), making the point that distributions are not actually hard 
boundaries, they are probabilities, which perhaps puts him at odds 
with other structural linguists of his time. This position is quite pre-
dictable however, given the way he assigns real ontological status to 
the distributional structure of language in a similar way as any obser-
ved regularities in data are assigned a certain realism in the natural 
sciences. In approaching the matter from a probabilistic direction, 
Harris seems to admit, at least to a degree, that some contextual infor-
mation does play a part in forming distributions. 

Another relevant criticism here was levelled by John Lyons , who rai-
sed three separate issues concerning the distributional theory of mea-

meaning does not satisfy the conditions of material adequacy for the 
use of the term ‘meaning’; second, it involves the equation of language 
as a system and language as data; and third, it cannot account for the 
number of meaning relations usually expected from a theory of mea-
ning. In arguing the case for the last-mentioned, Lyons cites the dif-

meaning (1977: 612–613): although the expressions milk has turned and 
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milk has gone sour have very similar meanings, the distributions of 
the intransitive turn and go sour are not at all alike. One could argue 
that the intransitive turn has several senses and one of these is akin to 

, and tokens of this turn-type might follow a similar distribution 
to tokens of . He further points out that there is no way of distin-

grounds, that is to say without relying on preceding judgements of 
meaning, or being alerted to the presence of this kind of polysemy in 

The problem referred to above could be approached from two pers-
-

ning. Concerning the former, Lyons’ argument may signal a major 
shortcoming of Harris’ distributional operation if the tokens of the 
intransitive turn that are synonymous with go sour are taken to cons-
titute a linguistic unit separate from other tokens of the intransitive 
turn. If the hypothesis cannot discern similar-looking but distinct lin-
guistic units, it cannot correctly identify linguistic elements. Bearing 
in mind that in Harris’ enterprise, identifying linguistic elements and 
the relations holding between them is the full task of linguistic analy-
sis, this could indeed be seen as a major problem. 

However, it is not self evident, at least not to me, that this should be 
the case here. The decision whether the individual senses of a lexi-
cal item should constitute independent lexical units is a matter that 
is internal to a given theory, if both analyses are reconcilable with the 
data at hand. It would be strange to consider it a failure of one theory 
to be unable to arrive at exactly the same analysis of a particular lexi-
cal item as some other theory. What is more, Harris (1951) introduced 
a distribution-based procedure to discern clear cases of homonymy, 
which involved testing whether splitting tokens of a given unit type in 
two or three independent sub-types would make the overall distribu-
tional description of language simpler or more complicated.

The second issue arising from Lyons’ example concerns the descrip-
tion of meaning. In fact, this is quite irrelevant from Harris’ point of 
view, for it can be quite safely assumed that the intricacies of polysemy 
were not something on which his distributional operation focused or 
to which they were intended to contribute. The matter is interesting 

interest in the perceived limitations of distribution-based descriptions 
of meaning. The question is whether a simple, distance-based met-
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ric could be considered adequate to describe polysemous relations 
(or any semantic relation). In short, a singular distance metric is am-

-
ver the distance between the distributions of the intransitive turn and 
go sour, it would not do justice to the relation holding between them, 
which could be described as a combination of two subsets, one cons-
tituting the “very nears” and the other the “very fars”. The combined 
set would then average as something like “not that far”. This kind of 

-
-

butional operation, it is common to any operation based on distan-

and the more complicated, multifaceted (multidimensional, in short) 
the measured relation is, the less likely it is that a singular distance 
measurement might be able to do justice to it. This does not mean 

weighted against each other. I return to this matter in some depth in 
Chapter 5 of this study.

2.5 Logical entailments

-

irreconcilable tension between enumerated and theoretical distribu-
tions. The second, following Lyons (1977), is about the unsatisfactory 
quality of the singular distance metric to capture more complicated 
meaning relations that possibly hold between words, especially when 
polysemy is involved. The bulk of the criticism, however, purported 
to disqualify the whole distributional operation by showing that the 
starting premise, the relation between distribution and meaning, was 
false. 

The starting point in this line of criticism is the assumption that ho-
wever the connection between distribution and meaning is conceived, 
the very idea of a connection necessitates the explication of some for-

-

-
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Or is it the other way round? Perhaps both? Or could it be that there 
is no strict implication holding between them, so that it is “neither”? 

These ways of formulating the mutual dependence of meaning and 

-
sible relevant permutations, each of which has been employed in the 
debate about distributions and meaning. In the following I consider 
them one by one.

-

-

negatives to propositions allows the conclusion that this is equivalent 
to claiming that the sameness of distribution implies the sameness of 
meaning, which in turn implies that every time there is pair of words 
with the same distribution, their meanings are also the same – alt-
hough the reverse does not hold: two words may have the same mea-
ning without having the same distribution. Perhaps the most signi-

distribution-related things that will always remain independent of 
meaning. Meaning, then, cannot touch or intrude into every aspect 
of distribution.

These implications are demonstrably false: there are cases that run 
counter to the expected conclusion that if two words have identical 
distributions they always have the same meaning as well. Bar-Hillel 
(1954) aimed to provide this very evidence in showing that the theo-
retical distribution of colour adjectives would converge. In subsets 
of language use, they might converge or not converge by coinciden-
ce. This argument is based on the idea that series of adjectives that 
mark points on some scale, such as physical dimensions and colours, 
are not bound by syntactic rules or patterns of semantic normality or 
abnormality, such as proposed by Cruse (1986). Note that the oppo-
sitions or distinctions that the word in itself brings to the meaning 
of the environment as a whole are discounted if the distributions are 
built bottom-up without semantic judgment. For this reason, any-
thing that could be said to be teal could also be said to be turquoise. 
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The fact that there are some things in the internal or external world of 
the speaker that are more likely to be teal than turquoise is simply a 
matter of likelihood and down to preference rather than correctness, 

-
ly that some distinctions caused by typically teal and turquoise things 
will emerge in enumerated corpus distributions, but this is not given.

-

-
tion. Distributions simply cannot capture everything there is to lexical 
meaning. The corresponding negative is the claim that the sameness 
of meaning implies the sameness of distribution. This logical structu-
re results if it is taken that distribution is part of meaning. If the part 
is changed, the whole changes as well, but the whole can change wi-

-
bes as the strong distributional hypothesis would then fall into this 
category. Likewise, the stance among some corpus linguists that collo-
cations should be treated as part of the word’s meaning is also comp-
liant, as are the basic principles of Cognitive Grammar, for example 
(Langacker 1987).

-
tion: “[...] many linguists have proposed that synonymy be measu-
red somehow in terms of degree of distributional similarity (cf., e.g., 
Hoenigswald 1960, Frei 1961) and have then concluded that such pairs 
as bachelor and unmarried man are not synonymous, since one, but 
not the other, can occur in the context -hood, etc. But all that this ob-
servation shows is that the proposed criterion is entirely wrong, as, 
indeed, it clearly is” (1964: 939). 

Because of the logical structure that Chomsky assumes is the founda-
tion of the distributional approach, a scenario in which there is a dif-
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is impossible. To falsify that, Chomsky provides a counter-example 
in the form of the pair bachelor-unmarried man. If the distributional 
hypothesis is truly taken to equate to that implication, then synony-
mical cases in which the synonyms are not equally distributed real-
ly is a problem. There is, however, another issue to consider, namely 
whether (and if so on what grounds) bachelor and unmarried man are 
synonymous.

-
nonymy of Chomsky’s example that the value of the counter-example 
depends on pre-theoretical assumptions concerning whether the 
sameness of the meanings of bachelor and unmarried man could be 
accepted without further analysis or argument. Chomsky’s criticism 
of distributionalism is part of his wider reservations about the use of 
operational tools in linguistic analysis. Given Chomsky’s own metho-
dological commitments that emphasise the linguist’s intuition about 
the sameness of meaning of two lexemes as the main analytical yard-
stick, for example, this view is by no means surprising (Derwing 1979). 

-
med) based on some examples of synonymy, there must be some way 
of establishing the synonymy in question, for which neither pre-theo-
retical intuition nor distribution alone will do (Harris, R. 1974: 3). In 
other words, how can one be sure that there are no elements of mea-
ning separating unmarried man and bachelor that are linked to their 
respective distinct distributional classes? Whether or not synonymy 
holds between types or tokens causes further confusion. There is no 
doubt that, given a suitable context, two tokens could refer to the same 
thing regardless of whether their types are considered synonyms, just 

not mean the same thing. Carston (2012: 3) gives as an example, Boris 
is a bachelor, which if uttered by his wife, who is frustrated with his 

Contextual broadening such as this, which depends on a good deal 
of extra-linguistic, situational information about the meaning, would 
not equate naturally with unmarried man.

The third formulation is, by virtue of its logical form, the strongest 
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-

-
ditions of either. 

John Lyons (1977: 612–613) argued against the distributional hypothesis 
in this form, while raising a number of other issues concerning the 
distributionalist approach in general, as discussed earlier. Although 
he concludes in this brief and slightly puzzling assessment that what 
he calls a distributional theory of meaning, traced explicitly to Harris 

-
tion of the distributional hypothesis from the Distributional structure 
(1954) almost word for word: “that there should be a fairly high cor-
relation between sameness of meaning and sameness of distribution 
is only to be expected” (Lyons 1977: 612–613). However, he rephrases 
the claim he perceives in Harris’ distributional hypothesis as follows: 
“two lexemes will have the same meaning if and only if they have the 
same distribution throughout a representative sample of texts”. This 

cases in which the sameness of meaning is not accompanied by the 

unmarried man), and in which the sameness of distribution is not ac-
companied by the sameness of meaning. 

Lyons does not provide any counter-arguments similar to those put 
forward by Bar-Hillel and Chomsky, claiming instead that the distri-

grounds to counter natural scepticism towards such a theory, thus for-
cing the burden of proof on Harris. Much like Chomsky, he appeals 
to pre-theoretical conceptions in his objection: “no convincing reason 
has ever been given for believing that sameness of lexical meaning 

-
retically taken to be sameness of meaning”. Similarly, his argument 
for the direction of causality running from meaning to distribution 
is based on what he calls “the ordinary view of the matter” (ibid.). 
Although not explicitly suggesting Harris would claim that similarity 
in distribution causes similarity in meaning, he considers the oppo-
site view (that similarity in meaning causes similarity in distribution) 
to correspond with this ordinary view. Thus, he may be hinting that, 
in this sense, the distributional hypothesis either repeats a well es-
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tablished fact, or is plain wrong. However, on both matters Lyons is 
obviously exposed to the same counter-argument that Roy Harris le-
velled against Chomsky: if there are no other options in deciding the 
sameness of meaning or the direction of causation than pre-theoreti-
cal conceptions or distributions, deciding between them remains an 
unresolved matter of opinion.

The fourth type of distributional hypothesis, in fact the one expressed 
by Harris (1954), is that there are no strict logical implications connec-
ting distribution and meaning, but there is a correlation. The distinc-
tion here from the three types discussed above is that it cannot easily 
be proven false. For it to be false it would require that meaning played 
no part in grammar, for example. Theoretical distributions are pro-

in the distributions. If meaning is one aspect to which grammar adhe-
res, however vaguely, it will manifest in distributions. Nevertheless, 
the nature of this manifestation is left open, and as there are no claims 
to this end, they cannot be proved either true or false. Although for-
mulated in this way the distributional hypothesis is logically sound, 
it reveals very little about the relation between distribution and mea-
ning.

2.6 Conclusions

According to Harris (1954), “The various members of a distributional 
class or subclass have some element of meaning in common, which is 
stronger the more distributional characteristics the class has.” In other 
words, some of the distributional classes and subclasses of languages, 
the building blocks of their distributional organisation, are seman-
tically motivated and the number of such classes and subclasses are 
such that they allow the pronounced correlation to uphold. This pa-

in distribution are correlated: the more distributional class member-
ships two words share, the more they are likely to be meaning-based, 
and the more meaning-based class memberships two words share, the 
more their meanings are alike. This is fair enough. 
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Although acknowledging the idea of meaning-based distributional 
classes is tantamount to suggesting that some grammatical rules are 
meaning-sensitive or deal with meaning, the way Zellig Harris puts it 
transposes the focus from rules to distributions. The words themsel-
ves could be investigated (and compared) as collations of distributio-
nal class memberships. Even if his own computational method does 
not go very far in operationalising it, this very idea was the foundation 
of vector space models.

The most common way of approaching the basic interaction of mea-
ning and distribution from the perspective of linguistics is to assume 
that words are usually combined with other words that are somehow 
semantically compatible. The combining of words is not random, but 
aimed at constructing sensible wholes of a higher order. For example, 
speech-act verbs functioning as predicates usually have as their subje-
cts nouns referring to animate things that are capable of articulation, 
and so on and so forth. The essential point here is simply that the 

-
ronments that can be found in the data in some systematic way. Such 
a notion is perhaps more elegantly expressed with reference to the 
usage-based framework: representations of linguistic structures are 
based on accumulated experiences of their use and there is no reason 

-
cuss this matter thoroughly in the following chapter.

Perhaps the most pertinently, the discussion so far has revealed a num-
ber of serious criticisms against a very literal and strict understanding 
of the so-called distributional hypothesis. Yet, even the most ardent 
critics (e.g., Bar-Hillel 1954 and Lyons 1963, 1974) have not seriously 
contested the underlying rationale. The problem seems to be one of 

descriptions of meaning by aggregating sequences of formal elements 
because the varying granularity of distributional classes means that 
not all linguistic expressions will be treated similarly. This potentially 
challenges structuralist descriptions of meaning, which would natu-
rally gravitate towards clear distinctions and discrete classes. The fo-
cus in the next chapter turns to another view of distributions, which is 
not so preoccupied with such preferences.
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3. Elevations: distributions in usage-based   
models of language

3.1 Opening remarks

Distributions as discussed in the previous chapter exemplify the struc-
turalist conception, according to which they are tightly linked to the 
norms of language. These norms or rules are assigned independent 
and autonomous ontology (hence the name autonomous linguistics). 
By the same token, autonomous ontology is assigned to distributions 
as the image of the norms. The intention so far has not been to imply 
that autonomous, structural, generative or modular linguistics cons-
titutes a monolithic unity, it is simply to highlight some similarities 
within that tradition regarding the distribution of lexical units in par-
ticular. This is all the more warranted to point out here, given the topic 

focus more on language use, which became prominent after the 1980s 
(Bybee & Hopper 2001b: 2).

These linguistics strands may have even less in common than the 

what they do have in common is highly relevant from the current 

category in question could be generally described as usage-based, -
tional, single-system or , although all these terms have more 

-
rast to the preceding autonomous, structural and generative models. 
Because the theoretical and empirical foundations of these contrasts 
are closely related – even intertwined – there is a considerable overlap 
between the categories of linguistic theories these terms denote.

However, the concept of distribution does not have an equally well-es-
tablished status as a central theoretical or methodological concept in 
usage-based traditions as it did in structural linguistics. For this rea-
son, I will discuss some of the major concepts with distributional rele-
vance before considering how the notion of distribution could be best 
conceived in a usage-based framework.
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3.2 Usage-Based Models of Language

3.2.1 Background
The usage-based model of language, as a term, comes from Ronald 

-
tionist and bottom-up view of language. The latter two have become 
the hallmark characteristics of usage-based models in general, whe-

certain methodological debates1. Although not explicitly using the 
term usage-based, Kemmer and Barlow (2000: vii) trace two separa-
te historical lineages or traditions that appear to fall within this cate-
gory, namely the Firthian tradition2 and ”enunciativist linguistics, in 
which theories of language are based on the speech act”. As examples 
of the latter, they cite Benveniste 1971, Ducrot 1984 and Culioli 1995. 
According to Bybee (2006: 711), a usage-based model or theory brings 
together under a broad research paradigm certain interests that have 
been prevalent among some functionalist linguists3 and (more recent-
ly) also shared by cognitive linguists.

The central tenets of usage-based models stand in stark contrast to 
earlier mainstream linguistics, especially in North America, which 
was notably generativist and built on basic assumptions from struc-
tural linguistics. Interestingly, this contrast manifests in several ways. 
Most usage-based models purport to refute dichotomous structures 
proposed in autonomous approaches and to replace them with more 
unitary approaches. The rejected dichotomies are essentially the 
classic Saussurean pairs synchrony vs diachrony and langue vs -
le, complemented with the modular distinction between lexicon and 
grammar. The last-mentioned is perhaps not focal in Saussure’s work 
but it was certainly an important foundational principle in North 
American structural linguistics and Chomskyan generativism. These 

-
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each usage-based tradition.

Bybee (2006: 711) refers to the distinction between langue and  as 
the most salient of the structural dichotomies for usage-based linguis-
tics to counter. Her stance echoes the position expressed in Kemmer & 
Barlow (2000: xv), who list nine central aspects that usage-based mo-
dels characteristically share. Of these, they posit ”the intimate relation 
between linguistic structures and instances of the use of language” 
(pp. viii–xxi) as the most relevant. This rather vague wording mainly 
signals opposition to preceding linguistic models that placed the fo-
cus of research on linguistic structures independent of their use. ”The 
intimate relation” to which Kemmer and Barlow refer implies that 
language as a system of structures is built on particular events of use. 
This is another way of discussing the same thing Langacker meant 
with his bottom-up principle. All the other characteristics in Kemmer 
& Barlow’s discussion more or less derive from this basic architectural 
principle, the four most notable from the perspective of the present 
study being 1) importance of frequency, 2) the emergent nature of the 
linguistic structure, 3) data of language use and 4) the crucial role of 
context. Each of these is discussed in the following sub-sections. The 
aim is to see how the concept of distribution could survive the transi-
tion from the autonomous to the usage-based model of language in a 
reasonably operationalizable form.

3.2.2 Frequency and entrenchment
As described above, usage-based models of language commit to a ba-
sic architectural structure whereby all linguistic knowledge available 
to language users is built on memory traces from encountered events 
of use.  It is quite commonplace when operationalizing these models 
to approximate aggregations of those experiences with computed fre-
quencies obtained from language data. The grounds for this approxi-
mation derive from a body of empirical evidence that quite directly 
shows how both type and token frequencies play a part in language 
processing and production (cf. e.g., studies in Bybee & Hopper 2001a). 

-
fers to the multitude of linguistic processes into which frequencies 

under six headings, presented below. Many but not all of them are 
directly relevant from the perspective of distributions. Additionally, 
they serve the purpose of showing how essential and ubiquitous fre-
quencies are in this way of looking at language.
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of movements of the articulatory organs caused by repetition and the 
high accessibility of high-frequency words, which enables listeners to 
understand words uttered in altered forms (Bybee and Hopper 2000: 
10–12). Most cases concern high-frequency words that are more likely 
than low-frequency words to undergo sound changes. As empirical 

in American English, which is more likely to occur in high-frequen-
cy words. Phillips (1984: 322) describes parallel examples of the same 
phenomenon, and  Van Son, Bolotova, Pols and Lennes (2004) ob-

seems that the phenomenon is not restricted to phonetics. Reduced 
negative forms of the high-frequency verbs (Mielikäinen 2009) olla 
‘be’, tulla ‘come, mennä ‘go’ and  ‘put’ (oo for ole, tuu for tule, mee 
for mene and  for , respectively) in colloquial Finnish are clear 
examples of the same process, although omitting the second syllable 

described a sound change.

There are many mechanisms through which high-frequency expres-
sions are likely to undergo a semantic or grammatical change. This is 
commonly studied under the concept of grammaticalization (Hopper 
and Traugott 2003, Heine, Claudi & Hannemayer 1991; on Finnish, 
e.g., Huumo 1995, Lehtinen and Laitinen 1997, Ojutkangas 2001, Kok 

as a process by which a linguistic expression becomes more gramma-
tical over time. This and other cases of semantic change due to high 
frequency tend to occur when the extensional meaning of a construc-
tion or a lexical item expands, or the intentional meaning becomes 
more general.

-
-

cy, and connects it with the psychological phenomenon of bleaching. 
When a signal becomes bleached through habituation, having been 

-
ponse in an organism.
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If a pattern comprises  a combination of independent items, a high 
frequency of occurrence increases its probability of becoming me-

of words or more abstract, schematic structures, the latter being the 
mechanism behind all grammar-in-usage-based models of language 
(Bybee and Hopper 2000: 14–15). Frequently occurring constructions 
acquire status as memorised units, and are used analogously to pro-
duce new constructions that speakers assume listeners will unders-
tand because of their contextual cognitive similarity. A high type 
frequency of analogous formations leads to a more abstract represen-
tation of the category to be stored. These abstract formations are what 
constitute grammar. Langacker’s principle of non-reductionism refers 
to the notion that grammar and lexicon should not be treated as en-

that principle.

There is a body of empirical evidence indicating that frequency af-
fects the time it takes to process linguistic units, as shown in lexical 
decision tasks (e.g., Monsell, Doyle & Haggard 1989, Allen, Wallace & 
Weber 1995) and language-acquisition studies (Kirjavainen, Nikolaev 
and Kidd 2012 on the acquisition of past-tense verbs by Finnish child-
ren). Given the now well established and empirically corroborated 

to be used as evidence of whether some item is computed or stored. 
Arnon and Snider (2010, Snider and Arnon 2012), among others, use 
this starting point to show that multi-word constructions are stored in 
the memory alongside single words.

Bybee and Hopper (2001: 17) cite the paradox pointed out by Hooper 
-

propensity of high-frequency items to undergo reductive changes was 
mentioned earlier, whereas their immediate accessibility and fast ret-
rieval times protect them from analogical change. In other words, they 
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are unlikely to be assimilated in abstractions that handle lower-fre-
quency items (ibid.).

Stochastic grammar, according to Bybee and Hopper (2001: 18), refers 
to the notion that the language user’s judgement about the gramma-
ticality of particular structures is inherently stochastic and subject to 
frequency. They cite studies conducted by Pierrehumbert (1994) and 
Vitevitch, Luce, Charles-Luce and Kemmerer (1997), which show how 
the judgements of test subjects about the acceptability of nonce words 
are governed by the frequencies of their syllable and word structures 
in the lexicon as a whole. In other words, ”an utterance is judged as 
grammatical if it is highly similar to other frequently heard utteran-
ces; if an utterance has a part which bears no resemblance to any pre-

to be ungrammatical.” (Bybee & Hopper 2001: 19)

Entrenchment (Langacker 1987: 56–60) as a concept has been used to 

with which a particular item or encounter is represented in the me-
mory. Repetition increases the strength, as the memory traces of re-
peating encounters stabilise with frequent recurrence and gradually 
break down after extended periods of disuse (Behrens 2009). The fre-

-
renchment, which more or less equates to the cognitive counterpart 
of observable frequency. In usage-based models, the concept of ent-
renchment gives frequency – as an approximation of experience – its 

The relevance of frequency also represents a clear fault line between 
structuralist and usage-based approaches to linguistic thought. Nature 
vs nurture, modularity vs single-system, autonomous vs usage-based, 

2012: 1–2). Given the central role frequency plays in usage-based mo-

produced, it seems imperative to include frequency information in 
any operationalizable notion of distribution in usage-based contexts . 
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3.2.3 Modularity and emergence
The second strong commitment shared among many usage-based 
models is that they either question the strong dichotomy of lexicon 
and grammar or reject the whole distinction downright. In the latter 
case, the distinction is seen as little more than an artefact of linguistic 
theories. It is a standing question in linguistics, psycholinguistics and 
cognitive sciences, however, essentially the same issue being debated 
under the headings of single-model versus dual-model processing, 
and connectionism versus computationalism. (Arnon & Snider 2010:  
67–69, Snider & Arnon 2012: 128)

As Bybee (1998: 429–431) points out, the reasoning behind the inter-
dependence of lexicon and grammar rests on the observation that 
entries in the mental lexicon for lexical items necessarily contain 
syntactic information in order to explain their applicability in various 

that there is interaction between mental lexicon and the rule-modu-
le that unavoidably dissolves their separateness. As a further source 
of evidence, Bybee (1998: 430–431) cites studies (Branigan et al. 1995, 
Bock 1986, Weiner & Labov 1983, Tannen 1989) that show how syntac-

to lexical items: test subjects recognise further instances of the same 

internal phonological changes in high-frequency constructions are 

are memorised rather than computed (1998: 431–432).

Grammar, from this perspective, is explained as an emergent struc-
ture of language use. In some respects, it could be said that langua-
ge adheres to rule-like organisation, but according to the emergentist 
view, such rules have no place in cognition. MacWhinney (2001: 450) 
uses the analogy of beehives in explaining emergence: bees have no 
notion or other innate blueprint of an octagon-shaped structure. The 
structure emerges as a combination of the regular action of collecting 
and depositing honey balls and the physical properties of the raw 
material. Thus, the familiar octagon shape of a honeycomb develops 
as an emergent structure when honey balls are stored and stacked. 
Similarly, grammar described as a system of rules emerges from re-
latively stable communicative purposes and a stable stock of expres-
sions used to convey them. The leading usage-based hypothesis, then, 
is that linguistic experiences have the systematic qualities to guide 
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language users functionally and stochastically towards the structures 
they learn and use (Behrens 2009: 392).

Some of the most noticeable consequences of abandoning global ru-
les as the basis of linguistic structure are that multi-word sequences 
are treated like single-word sequences, and that lexically constrain-
ed grammatical constructions are feasible. Langacker (1987) descri-
bes grammar as a hierarchical network of schemas, subschemas and 
constructions of varying levels of abstraction, running from lexically 

- predicate”. Of these, it is the lower-level constructions that usually 
take precedence in language processing and production.

3.2.4 Context and data
Non-modularity is understood in many usage-based models of lan-

cognitive resources, but that the same cognitive resources handle both 
linguistic and extra-linguistic processing (Kemmer & Barlow 2001: xx–
xxi). This is further assumed to imply that extra-linguistic information 
intrudes into linguistic processing at every turn, making it impossible 
to draw a clear line between what is considered linguistic and what is 
not - a position often freely admitted by proponents of usage-based 
and functional linguistics. One aspect of this is an aversion to assig-
ning a clear division between the meanings of linguistic items and of 
other conceptual cognitive resources (cf. e.g., Geeaerts 2010: 222–223).

The reason for the aversion is that extra-linguistic and situational 
contextual factors are integral in explaining and describing linguistic 
structures. Just as language production and understanding are consi-
dered essentially context-dependent, the meanings of linguistic forms 

-
cation, ”language does not hold or ’convey’ meaning per se, but simply 
provides cues for meaning construction in context”, as Kemmer & 
Barlow (2001:xxi) argue. In other words, language users combine lin-
guistic structures with contextual information not contained in them 
to parse together the intended meaning of the communication.

On the other hand, a core theoretical preference in usage-based mo-
dels of language is for a strong commitment to basing studies on real 
language use (Kemmer & Barlow 2001: xv). Major analytical concepts 
such as entrenchment and emergence are studied only in the context 
of empirical data because some of the essential phenomena to be 
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in the data. In addition, there is an ontological assumption that lan-
guage in itself is an approximation of experience (Kemmer & Barlow 
2001: xi-xii).

Usage-based approaches stand in stark contrast to autonomous lin-
guistics in how language data is exploited. Although structural lin-
guistics likewise emphasises the need to base linguistic analysis on 
empirical evidence, the usage-based position goes well beyond such 
positivist motivations. Methodologically inclined towards langua-
ge-use data and experimental test settings, usage-based approaches 
allow for more elaborate discussion on what kind of data reveals 
about which linguistic phenomena. This does not mean that using 
language data is a pre-requisite for a usage-based study, as Salminen 
(2020: 28) notes, given that linguistic intuitions too are based on lin-
guistic experiences.

A rather a slim sample of authentic language is assumed to be adequa-
te to serve as the basis of linguistic description in the structural-lin-
guistic tradition, whereas in usage-based analysis, the contextual 

and restricted language (Firth 1955, Léon 2007). If contextual factors 

corpus data should be somehow informed of this contextual variati-
on, through for example adding contextual variables as annotations 
to the corpus. A simple example of such annotation would be a me-
tadata layer containing information about each text deposited in the 
corpus.

Combining a rich contextualised view of language use and metho-
dological operations revolving around frequency has proved proble-
matic in usage-based approaches, at least to some extent (Bybee & 
Hopper 2001b: 5). Although there are many ways of accruing linguis-
tic research data, such as in experiments involving elicitation or in-

-
ral discourse contexts implies that it must comprise actual, occurred 
communication recorded in one way or another. However, as Gilquin 
& Gries (2009: 5–9) point out, being corpus does not guarantee natu-
ralness, neither does gathering it from test subjects in an experimen-
tal setting. According to  Gilquin & Gries (ibid.), in general, the conne-
ction to naturalness in settings of language use tends to be one of the 
strengths of corpus data. For this reason, it is maintained (e.g., Biber 
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1998: 288) that corpus data suits the purpose well and thus that cor-
-

digm. Although it could be said that corpus-based analysis (meaning 
here an analysis based on data that is more or less a representative 
sample of some form of linguistic communication, not necessarily a 
digital text corpus) is the only viable way of contextualising language 
use, the matter is far from simple. What, for example, is the relation-
ship between type or token frequencies accrued from a) a collection 
of acts of communication recorded in a corpus and b) the aggregated 

of any one individual? If a corpus were a person, its learned experien-
ces would certainly be skewed, but it is unclear in which direction and 
how much.

The risk of skewness is a consequence of assuming ”language in ge-
neral” as a notion, although such a notion has perhaps lost some 
relevance in usage-based compared to structural and generativist 
approaches. The idea of local grammars, local languages and strong 
contextual conditions of communication implies that there is not ne-
cessarily anything corresponding with that kind of language totality. 
Instead, such a notion would, referring to Langacker’s discussion on 
syntactic schemas (1987), simply be one more higher-level schema the 
only function of which is to unify its child nodes in the network while 
itself never instantiating.

Some contextual information can be implemented in the corpus as 
metadata, even allowing the study of associations between particular 
linguistic structures and metadata categories such as genres and regis-
ters (e.g., Biber 2001). Yet, it seems that the more contextual factors clo-
se in on the contextual meaning of an utterance, the more heavily the 
analysis has to rely on the interpretations of analysts to be captured 

analysis sets a relatively low upper limit on what kind of data sets can 
be used. Yet, there is also a methodological question relating to the 
role of linguistic intuition. It seems fair to assume that, in compari-
son with generativist methodology and even when language data has 
been implemented as the object of a study, the usage-based approach 
has not totally succeeded in disposing of linguistic intuition, transpo-

-
gements of contextual meaning. 
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3.3 Distributions in usage-based models

Selecting entrenchment, non-modularity and contextuality as gene-
ral usage-based principles facilitates the derivation of a general idea 
of what the concept of distribution would look like in a usage-based 
context. I freely admit that such a concept is brought about here as 
an artefact of the interests of the present study, and I make no claims 
that it should be adopted into wider use. Quite the contrary, the fol-

why there is no analytical tool corresponding to structuralist distri-
butions in usage-based approaches. The argument proceeds in two 
phases. First, I will construct the general terms of usage-based distri-
butions based on the discussion about distributions in a structuralist 
context, applying the same type of approach and taking into account 
the usage-based principles of entrenchment, non-modularity and 
contextuality. Then, to bring the issue closer to a concrete analytical 
process, I will compare this general picture to Zellig Harris’ (1951, 1954) 

Distributions are described in Chapter 2.4 as constituting the possible 
space of occurrence of a linguistic item. This space is delimited pri-

further by meaningfulness. The inclusion of meaningfulness in the 

whether all meaning-related things should be seen as external or in-
ternal to language as a system. Chomsky was of the former opinion, 
Lyons (1968, 1977) and Katz & Fodor (1963) of the latter. However, even 
Lyons and Katz & Fodor acknowledged the division in meaningful-
ness between linguistic and extra-linguistic. Some aspects of the mea-

-
cting the more contingent idiosyncratic circumstances of an instance 
of communication. However, structuralists (and generativists), by and 
large, subscribe to the notion that language largely constitutes a sys-

rules provide for them (Hopper 1987: 1). When rules are essentially 
normative, their evaluation becomes binary. Thus, one instance of the 
use of a linguistic item can be explicitly assessed for inclusion in its 
theoretical distribution.

The non-modularity stance of usage-based models implies that there 
is no hard distinction between lexicon and grammar, and what are 
essentially considered rules are abstractions of various levels of me-
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morised utterances (cf. e.g., Langacker 1987, Hopper 1987, Bybee 1998). 
How the storage of those memories is organised has been described 
using various terminologies and analytical conceptualisations (Joan 
Bybee and Paul Hopper often use patterns, Langacker schemas (1987) 
and so on), but what is common to all of them is the idea that evalua-
tion of the grammaticalness of a given utterance is based not on the 
application of rules but on whether it resembles memorised utteran-
ces instantiating a given pattern or schema4.

This evaluation, being a situated process, accounts for factors that 

contextual factors adamantly held as extra-linguistic in the structura-
list tradition (e.g., Bybee & Hopper 2001: 9). Further, there is variation 
within the usage-based framework in how the lines between emer-

-
ties deemed to be ’rhetorical’, ’formulaic’, and so on. Hopper (1987), an 

-
ness is more heavily emphasised in Cognitive Grammar, for example 
(Langacker 1987). From the hard-line emergentist perspective, gram-
maticality subsumes the notion of meaningfulness entirely, and is 
always context-dependent.

The implication of this is that grammatical bounds restricting the 
-
-
-

ment to the typical instances of a given pattern, and is tantamount to 
the position explicated by Bybee & Hopper (2001: 19): ”an utterance is 
judged as grammatical if it is highly similar to other frequently heard 
utterances; if an utterance has a part which bears no resemblance to 

judged to be ungrammatical.”

This has two consequences. First, absolute boundaries lose their sig-
-

bability distribution. Second, distributions are anchored not by rules 
but by the degree of entrenchment the linguistic unit enjoys in va-
rious patterns. Further, assessments of grammaticality in usage-based 
approaches are essentially contextual, which means that distributions 

-
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rating the other linguistic items in the same utterance). Inherent in 
the structuralist view is the notion that autonomous grammar can 
establish the grammaticality of any segment independent of the 
context. This is strongly contested, especially by Hopper who argues 
that grammar is an inherently emergent property of language use 
(1987). Finally, usage-based approaches challenge the discrete divi-
sion between levels of language, and maintain the position that any 
entrenched pattern, regardless of the nature of its compositional seg-
ments, can be included in the lexicon: distributions are not restricted 
to words in their segmental co-texts of sentences.

To highlight some of the analytical repercussions of this view of 
theoretical distribution, I will now analyse Zellig Harris’ more detai-

distributions developed above. As discussed in Chapter 2, Harris’ de-

-
tic, intended to work in a much larger operationalised analytical fra-
mework. Nevertheless, it is compatible with the mainstream notions 
of distribution at the time, and on the level of explicated preciseness 

as follows:

The distribution of an element will be understood as the sum of all its The distribution of an element will be understood as the sum of all its 
environments. An environment of an element A is an existing array of its environments. An environment of an element A is an existing array of its 
co-occurrents, i.e. the other elements, each in a particular position, with co-occurrents, i.e. the other elements, each in a particular position, with 
which A occurs to yield an utterance. A’s co-occurrents in a particular which A occurs to yield an utterance. A’s co-occurrents in a particular 
position are called its selection for that position. (Harris 1954: 146.)position are called its selection for that position. (Harris 1954: 146.)

Relevant questions concerning the concept of distribution described 

represented? 2) What are the features by which each occurrence is 
described? and 3) What is the segment of communication from which 
these features are sought? Harris’ answers to these questions are, res-
pectively: 1) as a summation of environments; 2) the selection, i.e. the 
other elements (of the same order) of each environment; and 3) an ut-
terance. Harris (1954) does not explicitly articulate what he means by 
utterance, but presumably it is a segment of language use one order 
above the studied item. The orders, in turn, stem from the structu-
ralist hierarchy ranging from phonemes to morphemes to words to 
sentences.

Distributions as lists of encountered instances of linguistic items cor-
respond well with the usage-based idea that language as an organi-
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sed system is an emergent property of how language users store their 
linguistic experiences (Hopper 1987). Harris is somewhat ambiguous 
on whether distributions are the summation of environment types or 
tokens, but given the general slant of his methodology, he probably 
means types. Be that as it may, the usage-based context should be exp-
licitly seen as the summation of environment tokens to subject them 

-
rely segmental terms is hopelessly inadequate when assessed from 
the usage-based perspective. Whereas within the structuralist fra-
mework, the grammaticality (and meaningfulness) of a given combi-
nation of linguistic items is not dependent on contextual factors (e.g., 
Lyons 1968, 1977), in usage-based linguistics, grammaticality can only 
be assessed in a given context (Kemmer & Barlow 2000: xxi). In other 
words, structuralist distributions may quite adequately be described 
in terms of sequences of formal elements, whereas usage-based distri-
butions cannot. A logical consequence of this is that, in addition to 
other elements in the environment, contextual factors belong to it and 
are thus necessarily represented in the linguistic distributions (and 
should also be present in the theoretical distributions).

What these ”extra-segmental” or ”contextual” features of the environ-
ment include and how they should be represented in the distributions 

-
ments of grammaticality, which in turn are both highly theory-depen-

hold information about what the utterance in total means in its con-
text. Thus, environments analysed in purely segmental terms do not 

Further, as usage-based approaches contest the structural notions of 
discrete levels or orders of language, they also contest the notion that 
linguistic expressions are always produced by combining lower-or-
der elements into higher-order expressions (c.f. e.g., Bybee & Hopper 
2001, Bybee 1998). This somewhat unproblematised concept of selec-

usage-based distributions.

Consequently, a) the environment itself might correspond to some 
intermediary-level pattern between the word and the utterance, and 
b) the relevant elements of the selection might constitute some mul-
ti-word segments instead of the words in them. It is true that syntactic 
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description, regardless of any theoretical commitments, almost equi-
vocally recognises hierarchical structures between the word and the 
sentence. However, usage-based patterns and schemas do not neces-
sarily have one-to-one correspondence with hierarchical structures of 
syntactic constituents (although some do).

I am now in a position to make a simple summary depicting the key 
concepts describing distributions in these two frameworks (see Table 
1 below).

Harris’ (1954) distributions Generalised  usage- 
based distributions

Distributions Aggregated environment 
types

Aggragated environment 
tokens

Environment Utterance An utterance or some interme-
diate-level, entrenched pattern 
or schema

Distributional 
features

Sequence of formal elements A sequence of elements, plus 
additional contextual features 
at any level

Table 1: A comparison of Harris’ (1954) distributions and the usage-based notion of 
distribution

It is not fair to compare these two notions of distribution because 
the two columns are not commensurate. Harris’ column represents 

whereas the ”usage-based” column represents vague and undevelo-
ped general ideas, culminating in a conclusion based on the review 
presented in this chapter.

-

aggregations of types, whereas usage-based distributions comprise to-

on utterances, which is likely to mean a segment of language use one 
order above the studied element, the orders representing the struc-

phonemes to sentences.

of such a hierarchy, making it less straightforward to operationalise 

features as the sequence of other elements in the utterance, whereas 
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in usage-based models the contextual, situationalized features also 

have important repercussions. The type-token distinction causes no 
problems, since a distributional operation can handle them simply 
by adding frequency information. Variation in what makes up envi-
ronments is more troublesome, as it implies automatically identifying 

-
tic judgements. The third feature has the gravest implications, as it 
practically dictates that distributional characterisations based on se-
gments of elements without semantic input will always lack the very 
crucial contextual information concerning each occurrence. 

3.4 Operationalising distributions in usage-based models

3.4.1 Opening remarks

on meanings that one could claim are based on distributional ope-
rations in a usage-based context. Three of them (collocations, colli-
gation & semantic prosody and preference) were developed in the 
Firthian tradition of corpus linguistics (e.g., Sinclair 1991, Stubbs 1996, 
Hoey 2005) and, to some extent, systemic-functional linguistics asso-
ciated with the work of M. A. K. Halliday (e.g., Halliday & Matthiessen 
2014). The fourth and last one ( ) are best charac-
terised as statistically informed corpus-linguistic studies inspired by 
cognitive semantics (Gries 2010, Divjak & Gries 2006, Arppe 2008). 
However, before moving on to those, I will make a few observations 

frequency may change the behaviour of a given element or pattern. 
High-frequency sequences of elements are more likely to be proces-
sed as single units. High-frequency elements are more likely to resist 

lower-frequency bands. They are also likely to undergo idiosyncratic 
grammatic or semantic changes or changes related to their form. A 
consequence is that the distributional features are not necessarily tel-
ling of the same feature of meaning when encountered in context of 
high-frequency or low-frequency words. High-frequency structures 
tend to have more complex functions, which means that, when identi-
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relations between it and the node word is higher than in the case of 
low-frequency structures. In addition, longer high-frequency patterns 
can also cause variation between the node word and its features.

These points are relevant given that the operations presented below 
are feature-based rather than environment-based (with the possible 

The distinction could be described – in terminology adopted from 
Harris (1954) – as either preserving the environments as computed 
units or aggregating them and obtaining frequency information about 
some features present in the selections. Aggregating frequency infor-
mation over features ignores the issues mentioned above concerning 
high-frequency sequences in the environments, the assumption being 
that all features have equal value. I am not claiming here that this 
would somehow invalidate methodologies based on such frequency 
counts. The intention is simply to point out the certain tension inhe-

taken seriously.

Similar tension is caused by the centrality of context in the usage-ba-
sed paradigm, discussed earlier in Chapter 3.2.2. If the context of com-

must be considered part of the information about each environme-
nt. The context (regardless of what is included in the notion) cannot 
possibly exhaust itself in the elements present in the environment. In 
other words, the selection is not the only relevant piece of informati-
on about each environment. If distributions are only operationalized 
in sequential terms, not only are they built on too little information, 

might be skewed.  There is the possibility that – as with frequency ef-
fects – the value of each item in a selection is not the same throughout 

3.4.2 Collocations

Along with Zellig Harris, J. R. Firth is often cited as the linguistic 
source or foundation in the enterprise of studying meanings through 
distributional models (cf. e.g.. Turney & Pantel 2010,  Heylen et al 2015, 
Kuang & Davison 2018) in natural language processing, despite their 
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worked very close to the core of the North American structuralist pa-
radigm, whereas J. R. Firth was inspired by the anthropological and 

as attempting something similar is nothing new. Lyons (1977: 612), for 
example, treats them both as proponents of the ”contextual theory 
of meaning”, which Firth explicitly aimed at (Langendoen 1968: 3, 
Barnbrook, Mason & Krishnamurty 2013: 36), whereas the claim is 
more questionable in the case of Harris. The fact that the concepts of 

not a concern to Lyons (1977: 613), who criticised them both for sugges-
ting that sequences of formal elements could carry meanings based 
only on that sequence. As far as he was concerned, it was the meaning 
and the linguistic system as a whole that brought about the sequence 

to bring about meaning.

If it was ever Firth’s intention to claim that sequences detached from 
the contextual basis of communication would be able to carry mea-
ning, the concept of collocation would perhaps be the best and at least 
the most lasting testimony to it. The origin of collocation as an analy-
tical concept is frequently traced back to him, but Barnbrook, Mason 
& Krishnamurty (2013) showed how his work relied heavily on the es-
tablished tradition of using collocations in lexicography at least since 
the 18th century.

According to these authors, Firth’s major contribution could be best 
described as making ”it possible to consider collocation not just as 

the causes of language patterns (Barnbrook, Mason & Krishnamurty 
2013: 35–36)”. The idea that collocations direct linguistic choices and 

indication of how Firth’s theoretical positions were at odds with the 
structural or modular linguistics of his time (Léon 2007: 7).

Firth himself was not very precise about how collocations in sequen-
-

cations of a word simply as the ”other word-material in which [it] is 
most common or most characteristically embedded.” (1957: 180). The 

-

-
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tistical (see also Jantunen 2001: 173, Hoey 2005: 3). As an example of a 
-

nal meaning (1974: 20).

-

with six other types of meaning, including conceptual and connota-
tional meaning. According to Leech (1974), collocational meaning de-
rives from the usualness of the co-occurrence of a pair of words that 
other types of meaning cannot explain. This is quite close to Firth, 
who separated meanings related to collocation from higher spheres of 
meaning, which (as in Leech’s types of meaning) included its semantic 
or conceptual layers. For Firth, the collocational meaning was akin to 
meaning emanating from rhyme or alliteration. Jantunen (2001: 173) 
includes the tendency of words with related meanings to co-occur in 
psychological collocations.

an example: ”Collocation is the occurrence of two or more words wi-
-

nerous in that Sinclair counts as collocations any words co-occurring 
in some given window, but it is restricted in the sense that collocations 
only exist in the context of a given text. It questions the position (or 
even the existence) of collocations outside a particular text, and thus 

item has with items that appear with greater than random probability 
in its (textual) context” (1991: 6–7) is given as an example of a statis-

collocations, but they hardly describe what collocations are.

According to Sinclair (1991: 109–116), collocations manifest what he 
calls the idiom principle of language, as contrasted to the open-choice 
principle. The idiom principle concerns the language user’s tendency 
to make linguistic choices from ”pre-constructed phrases that consti-
tute single choices” rather than from the open-ended combinatorial 
potential of the language. Quite obviously, this position is in full ac-
cordance with the usage-based ideas presented above.

According to Sinclair (1991: 110), constraints imposed by the idiom 
principle are inherently something other than the tendencies of 
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words to denote things residing psychically in the proximity of one 
another, or concepts inhabiting the same conceptual space or domain 
of knowledge. This contrasts somewhat to Halliday’s notion that col-
locations exhibit lexical cohesion, it being precisely the relatedness 
or proximities of meaning that cause collocation-like distributional 
structures to emerge (Halliday & Hasan 1976: xx). As Sinclair notes, 
”many choices within language have little or nothing to do with the 
world outside” (1991: 110). Further, it seems that even amongst the 
combinations of words that denote things that reside in other kinds of 
proximity, either concretely or conceptually, some are more idiomatic 
than others. In a way, collocations thus highlight a level of linguis-
tic knowledge (or layer of representation in the entries of the mental 

-
partments. This is congruent with Firth’s (1957: 196) and Leech’s (1974) 
positions. For Leech, collocational meaning was precisely the associa-
tions among lexical items that resulted from tendencies to co-occur 
that other types of meaning could not explain.

Thus, Sinclar’s notion of collocation assumes several reasons why 
items show an elevated probability of co-occurrence, and only those 
with no other apparent reason should be called proper collocations. 
Among other reasons, conceptual and connotational relatedness 
would be cases in point. Against this background, it is interesting that 
these other reasons are seldom operationalized in the tradition of 

statistical terms (as Hoey 2005 does, for example), these other reasons 

of random distribution. This is not a problem in the case of otherwise 
related but not collocated words, as they will not register statistically. 
However, it may be problematic in the evaluation of statistically re-
gistered collocations because it remains unknown how much of the 
co-occurrence is attributable to ”proper collocability” and how much 
to other things. In that sense, it seems fair to suggest that a statistically 

partially.

On the other hand, given that collocations are frequently used to que-
ry the conceptual qualities of words (e.g., McEneny & Baker 2018), this 
distinction is sometimes willingly ignored – although it retains some 
of its theoretical interest if the tables are turned. If the interest of the 
study moves from collocations (as manifestations of collocational mea-
ning) to conceptual or connotational meanings, the fact that it is not 
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only conceptual and connotational relatedness that drives collocation 
starts to matter. In other words, the fact that there are constraints on 
or preferences for co-occurrences (i.e. collocational meaning) other 
than conceptual or connotational relations implies that collocations 
are not telling of just concepts and connotations.

One way of conceptualising this is to use the term naturalness, as Hoey 
(2003: 6) does, to discuss further the  position of collocation in langua-
ge. He argues that, of the two acceptable (i.e. grammatical and mea-
ningful) exemplary sentences, the one with several interlocking col-
locational structures sounds more natural whereas the other sounds 

-

principle and the Firthian notion that collocational meaning is not 
semantic.

Thus, the term naturalness refers to the third layer of restrictions on 
distributions, along with grammaticality and meaningfulness, which 
is only manifest in frequencies. The naturalness is brought about by 
the familiarity of sub-sequences, which is deduced from the frequen-
cy of occurrence. Not surprisingly, in a way the notion of naturalness 
simultaneously operationalizes several usage-based intuitions and 
ideas.

The study of collocations has been of interest in corpus linguistics for 
such a long time that the terminology has stabilised. However, alig-
ning collocations with the rest of what has been developed in this stu-

describing general ideas in terms inherited from Harris: collocations 
are elements belonging to the selection of a given linguistic item in 

-

questions.

Comparison with the usage-based distributions delineated earlier 
provokes an interesting observation. As indicated in Table 1, the en-
vironment of a linguistic item in a usage-based model could be consi-
dered a segment of the utterance in which it occurred. However, col-
locations are usually determined within a certain range, counted in 
terms of words irrespective of any units of textual organisation, such 
as sentences.



88

One reason for this is that collocations can be drawn from broader 
linguistic units, which also means that they come from outside their 

Given this observation, it is clear why collocations require their own 
”type of meaning”: collocational meaning may cause two lexical items 
to co-occur independent of their having any grammatical or semantic 
reason to do so. One such reason would be that the utterance concerns 
some semantic domain in which the meanings of the two lexical items 
reside nearby, such as tree and candle in the context of Christmas, to 
which Sinclair (1991) refers, for example, but Leech (1974) also alludes 
to it.

The second reason is that the words share a grammatical relationship, 
and grammar is assumed to be somehow semantically informed, as 
it frequently is in usage-based models. The speech-act verb entails at 
least metaphorically conceivable speech capacity from its subject ar-

distributions. The former is perhaps more likely than not. 

3.4.3 Colligations, semantic prosody and semantic  
preference

-
quiry: either gauging the collocates of a given lexical item for insights 
into its meanings, or searching collocations in some given dataset for 
insights into general patterns in the language it represents. Although 
both types of enquiry could be described as distributional operations 
in some sense, only the former corresponds with the more precise 
notion of distribution generally used in this study. Colligations, se-
mantic preferences and semantic prosodies exclusively implement 
the item-based approach and so are distributional operations in this 
narrower sense.

Semantic preference refers to a word’s tendency to occur with lexi-
cal items belonging to a semantic category, whereas colligation refers 
to the tendency to co-occur with lexical items belonging to a certain 
grammatical category (Firth 1957: 193). Stubbs (2002: 22) expands the 
notion of colligation to include the tendency to co-occur with gram-
matical function words, and Hoey (2005: 43) includes grammatical fun-
ctions that the word or the syntactic constituent favours as the place 
in a sequence favoured by the word. For example, the Finnish word 
vaivainen (‘poor’, ‘puny’, ‘miserable’, ‘ill’) strongly favours a position in 
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vaivaiset neljä 
-

mantic preference include the tendency of the English word sheer to 
co-occur either with words belonging to the semantic sets of volume, 
magnitude and such, or with force, strength and energy (Partington 
1998: 34–39), and large to co-occur with words for quantities and sizes 
(Stubbs 2002: 65).

used in a publication by Louw5 (1993). It could be considered either a 
special case of semantic preference or a separate but interdependent 
concept (Partington 2004: 149–150). Whitsitt (2005) also points out 
the further controversy about its relation to connotational meaning. 
The core idea of semantic prosody is to link collocational relations to 
speaker evaluation, conveying attitudes ranging from positive to ne-
gative. This makes it a type of semantic preference, meaning that the 
semantic features shared by the collocates are of negative or positive 
evaluation, on the one hand, or a kind of semantic agreement that ties 
together wider segments of text to express (or reveal) the speaker’s af-
fective attitude on the other (Partington 1998: 131–133).

Colligations seem to operationalize a notion that perhaps most st-
rongly binds the usage-based paradigm, namely that patterns of va-
rying levels of abstractness are learned from experience and repre-
sented as entries in the mental lexicon (e.g., Langacker 1989, Hopper 
1987). The radical position on this matter is expressed by Hopper 
(1987), who claims that ’grammar’ in general is an emergent feature of 
the language user’s capacity to organise these stored, compositional 

-

location along the lexicon-grammar continuum. In strictly operatio-
nal terms, however, colligations go slightly against the usage-based, 
bottom-up ideal, as the grammatical categories must be assumed 

 to identify them.

The concept of distribution which operationalising semantic prefe-

between Firth and Harris. For Harris, each element of the environ-

capture grammatical relations. A similar position is echoed in Katz 
& Fodor’s (1963) selection restrictions, which in a way also echo the 
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notion of semantic preference in positing semantic features or proper-
ties as constraints on selecting words residing in some syntactic relati-
on. For example, the verb drink would require some semantic feature 
related to liquidity from its object argument.

In contrast, semantic preference questions the syntactic relation 
between the collocate and the node. The concept of grammar is all but 
redundant when distributions are operationalised as semantic prefe-
rence. Environments are treated as a ”string of words of indeterminate 
length” (Stubbs 2001: 63). It is thus quite obvious how the corpus-lin-
guistic tradition adheres to the bottom-up preference of gauging lin-
guistic structures that is prevalent in usage-based models more gene-
rally, going as far as possible with minimal assumptions about  
grammatical constructions.

With regard to its position  in the semiotic organisation of language, 
semantic prosody displays similar ambiguity as collocations do. As 
noted, many of the recognised authorities cited in corpus-linguistic 
studies on collocations are of the view that collocational meaning is 
something other than the relationship between two words with relat-
ed meanings (i.e. Firth 1957, Leech 1974 and Sinclair 1991) and the tex-
tual proximities that relation could generate. Likewise, the question of 

prosody should be considered part of connotative meaning is a matter 
of some dispute (Xiao & McEnery 2006, Whitsitt 2005). According to 
Xiao & McEnery (2006: 107), respected authors in corpus linguistics 
such as Partington (1998), Stubbs (2001) and Hunston (2002) seem to 
take it for granted that semantic prosody is a form of connotational 
meaning. Louw (1993), however, is rather adamant that it is not, see-
mingly making a clearer distinction, in a Firthian spirit, between sche-
matic and conceptual aspects of meaning (where he positions conno-
tations) and collocational meaning. In his view, semantic prosody is 
an evaluative counterpart of collocational meaning.

Often cited examples of cases of semantic prosody include English 
set (Sinclair 1991), cause (Stubbs (1995) and commit (Partington 1998), 
all of which show negative prosody. The negativity is carried by the 
respective collocates of an unpleasant nature, although it is maintain-
ed that the prosody extends in larger segments of text over the usual 

occurrences of a node word negative even in contexts with no negati-
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ve collocates present. In this way, semantic prosody is often discussed 
in the context of ’semantic transfer’ (Whitsitt 2005: 2–3), which is pre-
sumed to be triggered when the node word starts to exhibit traits of 
its ”bad company”, the negative meanings intruding in the otherwise 
neutral word (ibid.).

Whitsitt (2005: 292) expresses strong reservations about this narrati-
ve of neutral words turning negative because of their habitual use in 
negative contexts. Although there is nothing outrightly false in such 
a projection (in fact, most usage-based models would probably pre-
dict these very processes), he takes issue with two inherent problems. 

-

about semantic transfer (Whitsitt 2005: 287–288): the semantic proso-
dies are assumed to build up over time, and there is no temporal con-
tinuity in the synchronic corpus. However, even using a corpus with 
a diachronic dimension, such as comparable time bins, would only 
partially solve the problem. The challenges inherent in using a cer-
tain distributional pattern as both the cause and evidence of semantic 
transfer are clear enough.

Whitsitt’s second issue is that corpus linguists, when focused on se-
mantic prosody, risk allowing methodological principles to slip into 
ontological assumptions about word meanings (2005: 295). This hap-
pens when the node words are assumed to be empty of meaning for 
the methodological purpose (to be open to the distributional descrip-
tions of their meanings via collocational patterns). This emptiness is 
taken as a true description of meaning when the processes of acqui-
ring negative prosody through patterns of habitual use are presumed 
and recognised from sets of collocates (ibid.). In other words, if one 
allows oneself to be surprised by latent negative or positive values in 
word meanings brought about by certain features of its collocates, 
why should one trust one’s intuitions about the negativity or positivity 
of those collocates?

This is not an issue that is restricted to semantic prosodies, as it seems 
to recur in distributional analyses of word meanings all over. If other 
words are used as distributional features – meaning that their envi-

particular word – there seems to be a danger of treating their meanin-
gs in a very asymmetrical way. To justify distributional analysis, the 
meaning of the word in question should be unknown and unreachab-
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le by intuition: its description is built bottom-up. However, the values 
of distributional features are treated as intuitively accessible, known 
and requiring no bottom-up characterisation.

Operationalizing distributional observations by means of collocations 
usually starts from the point at which, for methodological reasons, the 
analyst remains sceptical about pre-existing ideas of the node word’s 
meaning and allows the collocates to build a description from scratch. 
However, this openness does not extend to the collocates on whose 
recognisable meaning the operation is based.

according to the analyst’s linguistic intuition, or as characterised in 
existing linguistic resources such as dictionaries. This matter is clo-
sely related to the question of how much meaning is distributional. 
However, even those who are willing to place strong emphasis on the 

terms that include semantic features of the other words in the con-
text, the pragmatic functions present in the utterances and perhaps 
even the referential meaning of the contextualised token (e.g., Miller 
& Charles 1991).

This is not to deny that collocational patterns are observable distribu-
tional facts: they most certainly are. However, how they relate to the 
meanings of the node words depends on conceptions of the meanings 
of their collocates. If that information were to be replaced with distri-
butional descriptions of the collocates, the result would be some sort 

a network would be descriptive of the collocational patterns in the 
data, but it would reveal very little about the meanings of the words 
if we were sceptical to  knowledge about meanings of words to 
the extent that collocation-based studies usually try to be on part of 
the node word.

person in the Chinese Room could be said to know Chinese based 
on their capacity to perform mechanical tasks involving manipulating 
Chinese characters (see Chapter 1.3). Being able automatically to ma-
nipulate the formal elements without being able to parse the meanin-
gs of messages does not equal knowing the language. Automatic ma-
nipulation of the formal elements alone does not develop that ability.
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A network of collocated expressions is referred to as an 
network -
lated studies are explored in Chapter 6.

3.4.4 Behavioural profiles
Patrick Hanks (1996: 78) coined the term  of nor-
mal use to describe the behaviour of a word in some given corpus data 

bulk of its occurrences in that data. These patterns exhibit varying 
ranges of abstraction: some rely on purely syntactic criteria whereas 

-
tions. Hanks admitted that, the nature of language being what it is, 

Instead, he sought to describe what was frequent and common in the 

occurrences that are hard to classify is not a serious problem. Hanks’ 
operation also breaks away from the corpus-linguistic mainstream in 

patterns, as was expected from colligations. A given pattern does not 
necessarily have to show a particular preference towards the word in 
question to be relevant to that word.

In the terminology applied in the present study, Hanks’ patterns are 

way of using them to make comparisons between two words. Neither 
is there any allusion that two words exhibiting patterns with the same 
criteria would have a similar meaning in this regard: Hanks does not 

1996: 79 ). 

However, he presents an operation by means of which patterns that 
exhibit semantically similar uses of a word can be merged. The fre-
quencies with which two patterns co-occur with particular senses of 
the word in question facilitate the calculation of correlations between 
them, allowing the grouping of patterns that have similar sense-distri-

word with its internal semantic organisation. In fact, the word’s senses 
-

lysis, which is used to produce the syntactic-semantic patterns. That 
-
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the discrete categorisation of patterns within particular senses sup-
ports his argument that a word’s meaning potential is at least partly 
determined by the totality of the contexts of use (i.e. distributional ca-
tegories). On the other hand, some verbs exhibit such small variation 
in their syntactic patterns that rough semantic classes alone are not 
enough to provide the senses with a distribution-based identity (cf. 
e.g., Murmann 2018).

The second distribution-based analytical operation discussed here 

6, although 
committing to a cognitive-linguistic paradigm, go quite far in imple-
menting Zellig Harris’ (1954) operation. The distribution-based met-
hodology they propose in their study on TRY verbs in Russian pur-

linguistic features (called ID tags, see Atkins 1987). Each of these fea-
tures is expressed in a binary form to mark whether it is present or not 
in any given occurrence. 

Moreover, each feature is treated as an independent variable, even 
though in some cases, some values are mutually dependent (Finnish 
verbs, for example, may be in either the indicative or the conditional 
mode, but not in both at the same time; cf. Arppe 2008). The beha-

TRY verb thus consists of relative frequencies 
of how many times each feature has occurred with it.

1) by computing pairwise similarities between each TRY-verb lexeme 
and 2) by examining how each of the linguistic features is distributed 
between the lexemes and contributes to the similarities or dissimila-
rities between them. Pairwise measurements are used in hierarchical 
clustering that groups verbs with other verbs sharing the most simi-

7. Such groupings could be compared with lexicographical 
descriptions of the verbs to see whether distributional analysis corro-
borates or challenges the overview presented in them. The analysis of 
individual features contributing to the clustering is taken to indicate 
some semantic distinctions.
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study of Finnish THINK verbs, introducing procedures based on bi-
variate and multivariate statistical tests by means of which he exami-
nes co-occurrences of the features. Taking this step enabled Arppe to 
investigate which features seemed to cluster and to form patterns of 

(1996) strived for, but via a data-driven, statistical operation instead of 
manually grouping occurrences with the closest syntactic counter-
parts. Hence, Arppe (2008) considerably increased the reliability of 
observations about the distribution of distributional features across 
any studied item. 

Further, and perhaps more interestingly, the logistic regression model 
facilitates analysis of how probabilities are assigned for each studied 
selection and each environmental instance, thus explicating the most 
typical feature combinations (ibid. 237–240). When this is applied to 
environments accrued from the corpus, it is possible to study the con-
texts in which the selection of selections was typical or atypical, or 
where two items competed on an equal footing.

The motivations behind these approaches are explicitly empirical 
and objectivist, and in that sense reminiscent of Harris’ distributio-
nal operation. His legacy is echoed in how the distributional features, 

with minimal reference to intuitive judgements such that they repre-
sent objective linguistic facts concerning the items they describe. The 
underlying assumption – that semantic categorisations are based es-
sentially on subjective judgements and are thus methodologically in-

objectivity, along with the high number of variables and the fact that 
the features were manually annotated, that Divjak & Gries see as the 
major strengths of their approach.

The similarities with Harris do not stop there. In fact, Divjak and 
Gries calculate (with added computational elegance compared to 

at a measurement of semantic similarity. Further, they seem to ope-
rationalise Harris’ idea of semantically motivated distributional (sub)
classes in how they measure the distributions of the features among 

on Divjak and Gries (2006) and Arppe (2008) is in no way silent: both 
cite him explicitly.
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However, the connection between meaning and distribution in the 
distributional operations presented above is assumed. Moreover, it 
is not accompanied by a similar exhaustive question about connec-
tions between distributional features and features of meaning, as was 
the case with collocations, colligations, semantic preferences and se-
mantic prosodies. Harris is cited as the grounds for this assumption in 
Hanks (1996), Divjak & Gries (2006) and Arppe (2008). To bolster the 
status of the assumed correlation between the similarity of meaning 
and of distribution, Divjak & Gries (2006: ft. 2) refer to studies in com-
putational linguistics: vector space models and similar methods have 

-
linguistics, in which the general notion of semantic similarity has an 
established status. Many psycholinguistic studies on semantic simila-
rity judgements have provided computational methods with a yard-
stick against which to compare their performance. McDonald (1997) 
compared the vector space model with data on similarity judgment 
provided by Miller & Charles (1991), for example.

It would be fair to say that the bulk of studies assessing the relati-
on between similarity of distribution and similarity of meaning re-

Consequently, the distributional hypothesis would perhaps be best 
understood as a sweeping generalisation, a vague representation of 

-

and the complicated nature of distributions they project.

It is not clear, for example, whether or not each occurrence of a lexeme 
should be treated as equally independent of warranting its inclusion 
in the distribution. Against this background, it is curious that Divjak 
& Gries adopted a position that seems more reminiscent of Harris and 
structural linguistics than of the usage-based approach (of cognitive 
linguistics) with which they identify (2006: 24). This is not meant as 

it is to think about distributions outside the structuralist framework, 
even though, as shown in Chapter 2, structural position alone does 

meaning in a robust way.

The position maintained by Divjak & Gries (2006), namely that the-
re is no synonymy in language because any two linguistic items are 
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share the same denotation), is quite close to the distributional stand-

meaning: Chomsky used the bachelor ~ unmarried man example in 
arguing against this position. The problem, as Roy Harris notes, is that 

of both intuition and distribution, which is seldom provided.

In other words, the semantic relevance of distributional features 
cannot be proved by submitting additional distributional evidence. 
Empirical evidence connecting distributional similarity with seman-
tic similarity via a moderate correlation is not proof of the semantic 
relevance of any particular distributional feature. Despite their obje-
ctions to intuition in the annotation process, Divjak & Gries (2006) 
returned to intuition when interpreting aspects of meaning related to 
their distributional observations.

Divjak and Gries (2006: 44) admit that the easiest distributional fea-

in other words, they fall into the less-objective category of features. 

verbs than more formal features such as distributions of verbal tense 
or aspect markings. As an example of a formal feature with a plausib-
le semantic interpretation they give the perfective aspect that is used 
with one of the verbs (probovat’) to signal that trying consists of the 

which in turn is connected to the meaning of a natural experiment 
assigned to probovat’ by other sources.

This, however, raises the question of whether the perfect tense is uni-
versally connected to this semantic structure, or if it is a lexicalised 
and idiosyncratic feature of this particular combination. Is there a 
threshold of attraction to the perfective after which a verb has this 
experimental nature? Or does every verb with high perfective attrac-
tion have a more or less unique semantic structure, and the perfective 

that the usefulness of the distributional feature of the perfective to 
tap into the experimental nature of the action is seriously hampered 
if only probovat’ exhibits this tendency.

This leads to a related problem concerning types and tokens. Divjak & 
Gries (2006) seem to take the stance that words have stable type-level 
meanings and corresponding type-level distributional features. This 
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is more a result of how their operation is built than any expressed 
theoretical commitment, but as there are no opposing claims either, 
it seems fair to assume that their operational structure corresponds 
with their theoretical position.

In their operation, distributional features are expressed as probabi-
lities of occurrence with any given token of the studied lexeme type, 

distinctions between near-synonym types. Whatever aspect of mea-

one that belongs to any token of the type ’. Their distributio-
nal operation, as did Harris’s, projected all properties exhibited by any 
tokens to the type, and represented the type as a discrete, solid object. 
This, in turn, raises questions related to polysemy and distributional 
representations, especially the ones Lyons discusses: the operation is 
unable to distinguish between a type that has a 50-per-cent chance of 
co-occurring with some distributional feature for each of its tokens 
and one that is internally divided between two equal-sized segments 
of which one always and the other never occurs. Arppe (2008: 257) 
makes the case that multivariate logistic regression may avoid this 

-

approach. This concerns the model’s predictions, however: the model 
itself is built on aggregated co-occurrence counts over distributional 
features for each lexeme.

Interestingly, Hanks (1996) seems to sidestep many of the issues signal-
-

rence between these two namesake operations is that Hanks explicit-
ly represents the variation and internal organisation between tokens 
as belonging to the same type. Echoing some other corpus linguists 

rejects the idea that word types have any meaning and, in contrast, 
posits that words only have meaning in particular contexts when they 
are paired with some communicative purposes or intention. As a re-
sult, distributions (and corpus data more generally) cannot provide 
satisfactory evidence of meanings because the crucial component, the 
intended meaning in the context, is not present in the corpus data as 
such (or cannot be constructed from it).

Hanks then turns to the notion of meaning potential (see also 
Fauconnier & Turner 2003), which represents the range of possible 
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meanings in which a word can be used –  the distribution of meanings 
in a way. However, he maintains that the internal organisation of the 
meaning potential and of the distribution are inherently connected, 
which motivates the purpose of his operation: to align the distributi-
onal structure observed from the corpus data with the structures ob-
served in the meaning potential. Not being as strongly committed to 
objectivist and empiricist tenets as Divjak and Gries, Hanks investiga-
tes structures in the meaning potential and the distribution indepen-
dently, and uses contextual meaning as one distributional variable.

-
chanism that leads to an eventual closer correspondence between 
distributional structures and structures of meaning potential: langua-
ge users recognise distributional structures, which complement their 
knowledge about the use of particular words. This knowledge then 

process is not the same as in usage-based models (the idea that all 
linguistic knowledge is processed from a stack of experiences), but is 
more akin to Lynne Murphy’s (2003: 237) idea of metalexical concepts, 
or cognitive conceptions that language users form when they observe 
language in use.

There are strong empirical grounds for supporting the interrelated-
ness of meaning and distribution, but how the connection manifests 
in analyses of some given distribution remains a matter of introspec-
tion. Divjak and Gries (2006) present some examples in which distri-
butional features seem to connect with an aspect of meaning, thereby 
supporting and clarifying their interpretation. However, if objective, 
empirical evidence is taken as the yardstick for linguistic facts (as 
Divjak and Gries seem to allude), the matter remains un-proved: there 
is no evidence of the systematic coincidence of aspect of meaning and 
distributional feature.

The problem is precisely the same as the one raised by Roy Harris: 
without independent grounds on which to analyse meanings, there 
is no way of resolving the discrepancy between the distributional and 
non-distributional interpretations of some meaning-related issue. 
That distributional features are (or correspond to) aspects of meaning 
in  a systematic manner is a matter of faith that cannot be shown to 
hold by providing more distributional proof. This is why there is a 
crucial need for studies comparing experimental and corpus-based 
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Arppe 2016). It is also why applications of distributional semantics 
in computational linguistics are evaluated using external resources 
that are taken to hold on the grounds of the truth of some semantic 
phenomena, such as dictionaries, thesauri, semantically annotated 
corpora and the like. 

This approach is valid only in cases in which the semantic structures 
are trivially reproducible from existing resources. Corpus linguistic 
studies on meaning tend to focus on areas of semantics that are not 
extensively covered in current resources. There would not be much 
point in studying something that is taken to hold true in an  existing 
dictionary entry.

3.5 Conclusions

The focus in this Chapter was on distributions from a usage-based 
perspective, compared with the structuralist notion of distribution 

is recognised that distributions in the usage-based framework are int-
rinsically based on environmental tokens rather than types, and that 
central contextual information, which sequences of formal elements 
alone do not capture, is  essential. Because they rely on environmental 
tokens, distributional operations developed in the usage-based para-

corpus linguistics. However, the interfaces between distributions and 
meanings have remained surprisingly undeveloped.

The overall impression thus far is that the core rationale of both no-
tions of distribution is solid, and that there seems to be no reason to 
assume that distributional operations could not be built on this ratio-
nale bearing in mind the features of each notion. I will now examine 

applying these concepts in two empirical case studies, reported in 
Chapters 5 and 6.
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4. Distributional and meaning-related structures

4.1. Introduction

This chapter constitutes an intermediary step bridging the discussion 
on the distribution-meaning relation in the two previous chapters 
and the case studies reported in Chapters 5 and 6. The methodologi-
cal and operational details of each case study, as well as the research 
data, are presented in their respective chapters. What follows here is 
an analytical operationalization of the ideas presented above, to be 
utilised in the two cases. 

First, I introduce a diagnostic framework for matching a distributional 
operation and research interest related to the meanings of linguistic 

-
ed assumptions in studies using a distributional operation to address 
a meaning-related question; second, to draw up a plan for examining 
with what meaning-related issues a given operation is connected; and 
third, to devise a distributional operation for a given meaning-related 

evaluating Zellig Harris’ distributional operation, discussed in detail 
in the two previous chapters; the second is applied in Chapter 5, and 
the third in Chapter 6.

-
lytical concepts on which Chapters 5 and 6 also rely. The main the-
me of the present study is the interface between distributions and 
meanings, and it has already become clear that there is not only one 
such interface, and that meanings and distributions are connected in 

provide some analytical tools by means of which to characterise such 
connections.

The discussion on these issues is largely terminological, as very simi-
-

tics. The aim is to make it clear what the terms used in Chapter 5 and 
6 designate. For example, the notion of systematicity in patterns of 
co-occurrence, applied in concepts such as collocation, colligation, 
semantic prosody and semantic preference, as well as in topic mo-

, 
and presented in sub-section 4.3.1. Some novel distinctions are also 
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introduced, namely between selection restrictions, semantic cues and 
domain markers (sub-section 4.3.3).  

4.2. Diagnostic Framework

I refer to the main conceptual tools implemented in Chapters 5 and 
6 as distributional structure and meaning-related structure. The 
term structure in both cases denotes any abstract form of organisati-

from the one introduced in Harris (1954) in that it refers to any distri-
butional systematic regularity: for Harris (1954) it was a property of 
the language as a whole, closely related to the concept of grammar. 
Meaning-related structure, on the other hand, refers to any aspect of 
the meaning of a linguistic expression.

How these two central concepts are understood in this study is best 
illustrated with reference to their important role in distributional 
operations. Bringing clarity to this requires a more detailed dissection 
of distributional operations. For this purpose I present the diagnos-
tic framework. Its main purpose here is to explicate the concepts of 
distributional structure and meaning-related structure, but it is used 
more generally to evaluate and investigate any distributional operati-
on. It can also be applied in the design of distributional operations, as 
in Chapter 6.

The underlying idea behind the diagnostic framework is that 
applying a distributional operation to a meaning-related linguistic 

This could take the form of naming a special type or aspect of a le-
xical item’s meaning, for example, such as feature-decomposition of 
a sense, membership of a repertoire of a register, or some pragmatic 

here as a meaning-related structure. A distributional operation is then 
selected (or devised) for observing that structure. Both of these steps, 
identifying the meaning-related structure and selecting an operation 
for its observation, bring with them sets of presumptions that are not 
necessarily mutually compatible, and even if they are, the results of 

The point of the diagnostic framework is to facilitate such scrutiny by 
formalising it.
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The diagnostic framework divides the process of applying a distribu-
tional operation into three sections. These sections do not arrange 

the organising principle resembles an organisational chart in which 
the blocks and arrows represent objects and their relations. This chart 
is drawn out as Graph 1 below. The three objects represented in the 
framework are (1) observed and enumerated distributions extracted 
from the data, (2) the distributional structure and (3) the meaning-re-
lated structure. The conceptualisation of meanings (or their parts 

to build and evaluate the correspondence between distributions and 
meaning. If distributions are further treated as distributional structu-
res, it stands to reason also to treat meanings as ”structures”. The word 
structure is used in a very broad sense and simply denotes any kind 
of characterisation of meaning that may have a systematic (although 
not necessarily binary or one-to-one) relationship with distributions.

Graph 1: The diagnostic framework

-

of linguistic norms, and the categories constituted enumerated or ob-
served distributions, theoretical distributions and linguistic distribu-
tions. The leftmost box (1), labelled observed distributions, represents 

-
ganised from corpus data. 

The rightmost box (3) – labelled meaning-related structure – repre-
sents the meaning-related phenomena with which the study is con-

-
search questions as well as  theoretical assumptions about the 
meaning of linguistic expressions. The term semantic structure could 
also be used here were it not the case that semantic meaning is so-
metimes considered a subtype (albeit the prime subtype) of the mea-
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ning of linguistic expressions (e.g., Leech 1974, Murphy 2004). I discuss 
semantic and other types of meaning as meaning-related structures 
later in this chapter.

To give some examples, the meaning-related structure could be some-
thing like the gradeability of an adjective such as sairas (‘sick, ill’), or 
the negative connotation of a noun such as vaivainen (‘beggar, vagrant, 
poor’). The fact that it is not immediately obvious whether or not sai-
ras is gradable, or whether it is sometimes gradable and other times 
not, makes it a good object of distributional study. If the meaning-re-

model, and the study purported to attest the semantic change in a gi-
ven linguistic expression within a given period, the meaning-related 
structure would be the semantic components of that expression, pro-
jected by the decompositional model. The overall procedure would 
then involve exploiting some presumed distributional traces of those 
components. A case in point would be an investigation into whether 
components related to animacy or organic life are among the compo-
nents of nuori (‘young’) when compared with uusi (‘new’) as the oppo-
site of vanha (‘old’).

Likewise, the study could explore vocabulary occupying a given se-

and possibly the distinctive features delineating it if they were under 
investigation. An example of such an application would be a study 
concentrating on the wealth-based attributes of people, including 
adjectives such as rikas (‘rich’), köyhä (‘poor’), varakas (‘wealthy’). The 
operation would seek some distributional structures that could as-

-

mapping them in distributional structures on the basis of which they 

The meaning structure might also correspond to more discursive or 
pragmatic functions, such as negative or positive evaluation (as was 
the case with semantic prosody, cf. e.g., Louw 1993, Xiao & McEnery 

-
ding theoretical assumption about how these phenomena projected 
themselves onto the distributional structures and how the structu-
res could be exploited for analysis. For example, operations such as 

-
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variables describing sentiments (cf. e.g., Öhman 2021). However, it is 

other ways of projecting themselves onto distributions.

The bottom line is that if one has the idea of making distribution-ba-
sed observations about some meaning-related phenomenon (referred 
to here as the meaning-related structure), one’s theoretical conception 

in language use systematically and consistently. If it does not, there is 
no point in looking for it in corpus data. If it does but unpredictably 
and arbitrarily, there is no point in looking at it through distributi-
ons because unpredictable and arbitrary information cannot be par-
sed from enumerated distributional representations. The systematic 
route that connects the meaning structure to observed distributions 
is called the distributional structure and it is positioned at the centre 
of the diagram. 

-
tical distributions. It is a structure within theoretical distribution that 
systematically relates to the meaning-related structure. Theoretical 
distributions represent the products of intellectual and analytical 

practical operation fails to produce distributional representations 
from enumerated distributions that would adequately match the 
meaning-related structure in an assumed way, it does not necessari-

There may be data-related idiosyncrasies that prevent the operation 
from building such good representations. However, there is very little 
use for any theoretical notion of a particular distributional structure 
that cannot be corroborated and observed from the data.

Thus, the central position in the framework depicted in Graph 1 is 
occupied by ideas that connect use and meaning in language. Again, 
the framework purports to make explicit assumptions about the con-
nection or correspondence between distributions and particular mea-
ning-related phenomena.

It is worth pointing out that the assumption of a systematic corres-
pondence between a distributional structure and a meaning structure 
facilitates the use of distributions as material for the analysis of mea-
ning. As stated above, without at least some explicit commitment to 
this end, it is impossible to make any reasonable interpretations about 
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meanings based on distributional observations. In simple terms, any 
distributional operation for a study on meaning proceeds by subjec-
ting the observed enumerated distributions to procedures that allow 
observations about distributional structures. Given that the relation 
between the distributional structure and the meaning structure is 

from distributional representations.

In slightly more detailed (and complicated) terms, the distributional 
structure and the meaning-related structure are inherently theoreti-
cal and impossible to observe. Thus, theoretical distributions must be 
processed (box A in the diagram) into a format that somehow mimics 
or adequately corresponds to the distributional structure while still 
allowing inspection. This format is called distributional representati-
on, and it is the central box in the lower row marked B.

Knowledge or assumptions about the correspondence between a 
distributional structure and a meaning-related structure take many 
forms. They could conceivably constitute a map between distributio-
nal and semantic features, or enumerations of expressions presumab-
ly belonging to a particular a variety of language (such as a register 
or a genre), or values for each linguistic expression concerning some 

format, I believe there is great value in explicating the general outline 
of that format as far as possible. My reasoning is that without expli-
cating the level and nature of the correspondence between meanings 
and distributions, it is all too easy to take any distributional represen-
tation simply as a description of a strongly impressionistic characteri-
sation of meaning. 

One of the consequences of such an assumption is that it makes results 
-

-
gs that are not compatible with predetermined notions, and without 

would essentially reduce the results to artefacts of the representatio-
nal format, detached from meanings altogether.

For example, a distributional structure may be represented as a featu-
re space, such as a vector space, or a meaning-related structure may 
be decomposed so that each concept is represented by a feature set 
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(as is quite common in many decompositional semantic theories). 
Let us assume, however, that the meaning-related structure is based 
on a semantic theory according to which semantic features are only 

plausibly measured only within their shared domain1. When every 
word in the data is represented as a vector, there is no practical rea-
son why one could not measure the distance between any two words 
and arrive at the observation that dog is closer to the  than to 

, for example. Interpreting such an observation indeed seems 
-

ning-related structure that only intra-domain measurements make 
any sense at all. This a fairly detailed description of the corresponden-
ce depicted in box C, farthest right in the lower row of the diagram, 

on observations about distributional representations. 

Next, I will apply this diagnostic framework to Zellig Harris’ distribu-
tional operation (1954) to illustrate how it works. I will then use it as 
the main analytical and diagnostic framework in the two case studies 
reported in Chapters 5 and 6. 

The diagnostic process begins with listing the explicated premises of 
the operation the framework is used to analyse, from which two ty-
pes of information are obtained, namely the entailments and what is 
left open. The main purpose is to make sure that both of these are 
explicated, because both might have major repercussions related to 
the research setting to which the distributional operation is applied. 
The entailments may restrict the applicability of particular procedu-

of the results. The framework is applied to Harris’ operation in the 

As discussed in Chapter 2, the intended use of Harris’ operation was 
as a rudimentary tool to establish, in rather crude terms, the extent 

information would be used as an intermediary step in analysing the 
overall grammatical (”distributional” in Harris’ terminology) structu-
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re of language. The intention was not to arrive at descriptions of mea-
ning as such. However, in illustrating the diagnostic framework, this is 
what the operation will be used for. It is applied to see what descrip-
tion of meaning it produces. Admittedly, this is unfair towards Harris, 
given that such an account was not the intended outcome. However, 
knowing that his operation is often cited as grounds for assuming a 

its deeper analysis from this perspective (Turney & Panter 2010: 148, 
Curran & Moens 2002: 59, Lin and Pantel 2002: 1).

In general, it could be said that Harris’ (1954) operation derives from 
three premises: 1) at least some distributional classes and subclasses 
have a semantic basis; 2) it is possible to measure distributional simi-

and 3) distributional similarity correlates with semantic similarity. Of 
these, proposition (1) is the most relevant, as it spells out the rationale 
for the whole operation. Premises such as these make the important 
connection between a distributional structure (box 2 in Graph 1) and 
a meaning-related structure (box 3). In this case, the distributional 
structure equals the ”distributional classes”, and the meaning-related 
structure equals the system of their ”semantic basis”. Premises (2) and 

the operation aims at a semantic description in pairwise similarity 
measurements. Premise (2) shows how the underlying premise (1) ser-
ves to bypass the analysis of distributional classes and their semantic 
basis, and to simplify the distributional similarity by comparison with 

how the three premises plot the route marked by boxes A, B and C in 
Graph 1. In other words, they address questions concerning the cor-
responding components between distributional and meaning-related 
structures, distributional representations that are used and the degree 
of assumed correspondence. 

First, premise (1) commits the operation to the notion of meaning: 
meanings are decompositional in the sense that they comprise smal-
ler components, which in turn can be shared by other expressions. 

mean that the operation is only applicable to explicitly decomposi-
tional semantic theories, but the theories have to project meanings as 



109

objects that can be compared with other meanings for shared features 
or components. The opposite would lead to a situation in which the 
meaning-related motivation for each expression in a distributional 

-
gregations of distributional classes as proxies for meaning. Further, 
premise (1) limits the operation to discrete measures of semantic si-

distributional classes and its semantic basis are. 

Second, the premises do not include any steps for handling variation 
in the contextual references of each expression. Thus, the implication 
is that what the operation provides in the way of semantic elabora-
tion is a type-level description of meaning, which is detached from 
consideration of what is meant by that word in any given context. For 
example, suppose a linguistic expression has multiple, independent 
meanings. In that case, there is no way of telling them apart (although 
Harris’ overall methodological framework does include such a step), 
and everything the operation revealed about them would concern all 
of them equally.

-
proximate distributional classes with a semantic basis implies that 
the meaning-related structure the operation emphasises is projected 
on the environment level. In other words, it excludes meaning-related 

-
res projecting themselves below those to which the environment cor-
responds. For example, if the environment is set on the phrase level, 
both meaning-related structures that manifest in adjacent phrases 
and even wider co-textual units are disregarded. Given that seman-
tic prosodies are more likely to bring about cohesion in larger text 
segments than in singular phrases, the operation would not capture 
them. Depending on whether morphological markings are conside-
red elements of the environment, information concerning them might 
also be dropped because they fall below the radar. 

Harris does not explain what he means by an environment, but it is 
probably something along the lines of an expression’s immediate su-
perordinate level of grammatical constituency. The problem, howe-
ver, is that there are several natural levels of constituency for words 
in particular, none of which is equally natural in all occurrences of 
all words. A word may have an environment triggering distributional 
class memberships on the compound, phrasal and clausal levels si-
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multaneously. Given that distributional classes related to each of the-
se levels potentially have a widely varying semantic basis, it is quite 

bring about.

These premises also leave open the exact degree of correlation 
between distributional and semantic similarity, which matters in that 
it dictates the extent to which distributional similarity can be used as 
a proxy for semantic similarity as well as the usability of any distri-
butional feature for semantic characterisation. The crux of the mat-
ter is whether there is a one-to-one relation between distributional 
classes and semantic characteristics (on which the semantic system 
in based). This raises the same issue that is discussed in Chapter 2, 
namely whether there are semantic features that do not correspond to 
any distributional features, or any distributional features that do not 
correspond to any semantic features. The vague formulation of un-

to be a hindrance from the perspective of application. If assessment 
of the distributional similarity between two linguistic expressions is 

2

in meaning. Although correlation is generally taken to hold overall, it 
is not straightforward to assume it would hold equally in every case. It 

hand box of the lower row in Graph 1.

A third salient aspect the premises leave open is whether same-to-dif-
ferent environments should be computed using types of environme-

the same environments, the same must also hold for two tokens of 
the same linguistic expression, thus leading to frequency distinctions 
among the environment types. This vagueness results from trying to 

lower row of Graph 1. Harris’ operation does not specify that this in-

structuralist and usage-based distributions, as discussed in Chapter 3.
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In sum, although there is nothing in the premises on which Harris’ 
operation is founded that renders it invalid, given that its implications 
are accepted, but they do leave serious issues open. These issues are 
crucial in terms of deciding what the operation produces as characte-
risations of meanings, and they must be resolved before its applicati-
on. Only after the explication of matters such as the degree of corre-

(i.e. whether they are categorical and/or mutually exclusive) that the 
operational outcomes can be meaningfully interpreted. Recognising 
these missing pieces is the main purpose of the diagnostic framework 
presented here.

This framework will be used in the two following chapters to analy-
se meaning-related structures brought about by a particular family 
of distributional operations (Chapter 5), and to devise a distributi-
onal operation for gauging a particular meaning-related structure 
(Chapter 6). First, however, additional analytical concepts must be 

4.3. Distributional and meaning-related structures

-
butional structure and a meaning-related structure as concepts. This 
distinction is applied in Chapters 5 and 6, which constitute the prac-
tical core of this study. First, however, I should introduce some ana-
lytical concepts that shed light on the connections between them, all 
of which are common, widely accepted methodological and theore-
tical concepts in corpus and computational linguistics in particular. 
However, the contribution of this section is to approach them in terms 
of how they serve as interfaces between meanings and distributions in 
enabling correspondence between the two structures.

4.3.1 Affinities
As a concept,  characterises notions related to systematic pat-
terns of co-occurrence that frequently arise in corpus linguistics in 
particular. In a way, it is a generalisation of concepts such as collo-
cation, colligation, repertoire and topic (in the sense of topic-model-



112

here as typical distributional structures to which meaning-relat-
-

about and how it would serve the analytical purposes of the present 

given the tendency in linguistics to assume that linguistic expressions 
are tied into networks that mutually raise the probability of occur-
rence. It also features in semantic prosody (Xiao & McEnery 2006), 
as does characterisation of the features of a register (Biber & Conrad 
2019: 52). 

predictability between a linguistic expression and a distributional fea-
ture. In the terms used to describe distributions in the previous chap-

-
ed features in its environment, and correspond with Grefenstette’s 

Hoey 2005, Partington 1998, Jantunen 2001). However, there are two 
-

tions are generally understood as properties or things belonging to 
language and having some psychological correspondence (Hoey 2003: 

ontological entailments concerning their status in language, langua-
ge use or cognition. Second, unlike collocations, which usually hold 
between lexical items, or colligates that hold between a lexical item 

expressions, and between any grammatical order or level of categori-
-

two lexemes.

Collocation could thus be considered a prime, prototypical example 
-
-
-
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sions”. In my view the importance of the type of distributional feature 
depends on how the distributional structure is formulated and what 
meaning-related structures are sought. Hence, it is an operational 
choice to delineate the exact set of suitable features, but it is still use-
ful to have a term for the general idea of a statistically observed pull 
between two linguistic signs.

In other words, it is taken for granted here that the interest in any lin-
guistic study that employs distributional operations lies in linguistic 
expressions or classes of linguistic expressions. However, there is no 
requirement that all the distributional features adhere to the stric-

-
ter might perceive typographical markings such as punctuation and 
quotation marks as not being linguistic expressions, yet treat them 
as distributional features. The same could be said about text types, 
font sizes and orthographical variation, and so on. It is not suggest-
ed here that orthographical variation is somehow extra-linguistic, for 

Let us leave open the possibility that the propensity to occur within 
quotation marks or in the caption text of an image could constitute a 

-

computing probabilities, and on what biases are inherent (Evert 2005, 

-
rement. This is equally the case with collocations: the notion of collo-
cation is often discussed theoretically independently of the statistical 

1998).

In Grefenstette’s (1995) system,  hold between 
pairs of linguistic expressions that share a high number of common 

that designate things belonging to very large categories, such as aut-
hors, athletes,  and diseases, with possibly hundreds of basic-level 
members. It is relatively unlikely that any two given members of such 
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a category would co-occur in the same environment. It is, however, 
-

nities – with a common lexicon related to that category: authors co-
occur with books, novels, , ; athletes with , winning, 
losing;  with , , , leaves; diseases with healing, 

, , and so on. Because much of what is said about roses 
can also be said about , both tend to occur in similar positions 
in similar clauses and, consequently, serve as subject arguments for 
similar predicate verbs, and so on. Similar clauses give the words si-

-

In other words, linguistic expressions with many shared over-repre-
sented features in their environments are connected by second-order 

Pantel 2010, Heylen et al 2015),  which were considered a relatively 
good measure of mutual interchangeability between words, and furt-
her as one operational route towards a measure of synonymy.  

Mutual interchangeability is a factor that may cause second-order 

interchangeability are mutually entailed. In other words, using the 
notion of mutual interchangeability begs the question of how two 
expressions are mutually interchangeable. Changing one word to 

-
ditional level, while keeping the pragmatic dimensions of the utteran-
ce virtually intact. 

word can be replaced with a denotationally very dissimilar word, whi-
le keeping the overall message essentially the same. One could also 
imagine examples when replacing one word with another would not 

expression 
highlight indulgent behaviour of any kind, whereas  (‘you 
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and hostile connotations and is never used in such a manner. Thus, 
-

fective construction senkin+N used for both serious and playful insults 
and with semantically very similar Ns. 

I give the above example not to emphasise the strong dichotomy 

it is not self-evident what being mutually interchangeable entails, and 
that it is dependent on the interests of the study.

-
-
-

possibly share. Moreover, the degree of interchangeability entailed by 
-
-

say paragraphs, the selection of a linguistic expression might easily 

By way of a concrete example, let us imagine that we have a frequent 
clause type in our data, in which a given noun (NS) is a subject argu-
ment for a limited set of transitive verbs (VT) with relatively similar 
meanings, and these verbs also draw their object arguments from a 
limited set of nouns (NO). Let us also assume that the word order is 
consistently SVO. If the environment width is set to one word on each 
side (irrespective of which word), the subject noun NS will never have 
any of the object nouns NO in its selection, nor will any of the object 
nouns have the subject noun. However, both will have high numbers 
of VT verbs. The subject noun and the object nouns will thus have se-

VT verbs, not necessarily being semantically interchangeable at all, 
although some verbs, but not all, allow semantically similar verbs to 
occur as either argument.

-
guistic expressions that share an elevated amount of the two other ty-
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that the number of nodes has to be more than three, because networks 

-
-

-
on. However, the concept’s usefulness stems from the observation that 
many meaning-related aspects of language predictably manifest as 

Halliday & Hasan 1976, for example, and semantic prosody (e.g., Xiao 
& McEnery 2006).

Further, many algorithms implementing so-called topic models 

Allocation (LDA, Blei, Ng & Young 2003), which is essentially an ite-
rative Bayesian generative model, entails the mapping of both words 
and documents in a predetermined number of ”topics” in a way that 
best explains the word by means of document distribution. Based on 

-

networks carry no assumptions about the co-text as something to be 
accounted for, whereas LDA starts from the assumption that the do-

-
ning to topics in the topic model is subject to similar considerations as 
in the diagnostic framework introduced above, namely why particular 
words systematically co-occur in the same documents.

4.3.2 Similarity and relatedness

It is customary to make a distinction between semantic similarity and 
semantic relatedness in natural language processing and computa-
tional linguistics, as well as in some psycholinguistic studies relying, 
for good reason, on quantitatively measured degrees of the likeness 
of meaning (Budanitsky & Hirst 2001, Turney 2006, Turney & Pantel 
2010). The terms attributional similarity and taxonomic similarity are 
sometimes used further to emphasise the nature of similarity (e.g., 
Turney 2006). On the other hand, relatedness is sometimes referred 
to as semantic association (e.g., Chiarello et al. 1990). 
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In short, similarity holds between two concepts that are alike, and is 
tightly connected to the notion (and problems) of synonymy. Leibniz 

truth conditions of a proposition remain unchanged when a given ar-
gument is substituted for another, the two arguments could be consi-
dered synonymous. The degree of synonymy could then be assessed 
in terms of the number of propositions that allow this switch between 
two arguments. (Miller & Charles 1991: 1) 

Roman Jakobson (1960) famously connected the notion of semantic si-
milarity, i.e. two meanings being alike, to the paradigmatic axis of sele-
ction, from where the language user selects a suitable expression from 

-
tiguity), on the other hand, refers to things residing close by, such as 
in the external world, in psychological representations of things and, 
most importantly, on the syntagmatic axis of combination. According 
to Jakobson, literary and poetic tropes of metaphoricity and metony-
my rely entirely on this kind of similarity and contiguity (ibid.) There 
is extensive discussion on the implications of this distinction in the 

-
tions, such as Lyons (1977), Cruse (1986) and Murphy (2004), to name 
a few.

The close connection between synonymy and propositional in-
terchangeability is commonly operationalised in computational ap-

environments is a sign of interchangeability. In any data, exactly the 
same environments tend to be too rare to yield reliable results for 
comparison, hence the requirement for sameness is downgraded to 
similarity. It could also be argued that, given any number of contex-
tual factors, even sequence-wise identical environments can only be 
considered similar rather than the same. The step from sameness to 
similarity opens the door to measuring environmental features rather 
than the environments themselves. If there were a way of measuring 
the similarity of two environments that could be automated, it could 
be used directly to assess the overall similarity of distributions. This is 
a much more sound approach in computational terms, operating on a 
much more abstract level than comparing environments. Because the 

kind of operationalised interchangeability entails the assessment of 



118

Sahlgren (2006) also discusses these models in terms of the connec-
tion between similarity and the paradigmatic axis on the one hand, 
and relatedness and the syntagmatic axis on the other. He bases his 
categorisation on how the models measure the distance of meaning, 

as syntagmatic, and those that aggregate the number of shared distri-
butional features as paradigmatic. The results from his comparison 
of these two types of distributional representation indeed corroborate 
the intuition that interchangeability (i.e. having similar selections in 
the respective environments) is connected to similarity and hierarchi-
cal or taxonomic sense relations, whereas appearing in each other’s 
selections is indicative of a wider and more varied range of relations. 

-
-

ring in each other’s environments and, consequently, as dimensions 
of each other’s syntagmatic vector spaces, and are thus connected to 
relatedness. In that each occurrence of both words being found may 

-

of relation. This is not to say, however, that prototypical and frequent-
ly iterated relations are not dominant. 

-
nts, implying that they are interchangeable and thereby indicating 

however, not just from a linguistic but also from a purely distributio-

terminology, which follows below.

4.3.3 Restrictions, cues and markers
I observed in the previous section that distributional similarity cont-
ributed to some form of interchangeability between two linguistic 
expressions, and that the nature of the interchangeability depended 
on the type of distributional feature. I further claimed that not all ele-
ments contributed equally as distributional features, given that there 
may be levels of grammatical constituency between the studied item 
and the boundaries of the environment. This last point is emphasised 
in the usage-based approach, according to which intermediary cons-
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tituents may also be lexicalised and thus have their own distributional 
features.

categories of distributional features. This categorisation is general 
and exhaustive in the sense that it facilitates analysis of the connec-
tion between distributional and meaning-related structures in a way 
that is applicable to any relevant situation. I use Example 1 below to 
present the three categories.

Example 1
No, jos totta puhutaan ei köyhimmillä ihmisillä ole varaa ostaa 
kalliita raketteja :)

-

as sentences. The interest in this imaginary study is in the meaning of 
the word köyhä (‘poor, impoverished’), and Example 1 depicts one of 
its environments. The question is this: What generalisable relations 
between köyhä and the other elements are there that, if aggregated, 
could convey something of the meaning of köyhä?

Köyhä in the example appears in the superlative, plural adessive case, 
köyhimmillä ihmi-
nen (‘human, person’), their syntactic relation being marked by mor-
phological agreement. Köyhimmillä ihmisillä is the unit of syntactic 
constituency closest to köyhä and, in turn, functions as the habitative, 
somewhat subject-like argument (VISK § 895) of the habitative clause 
type that is typical in Finnish. The habitative predicate structure is 

The relation between köyhä and ihminen stands out when the other 
elements of the environment are analysed for mutual, meaning-relat-
ed correspondence. Its suitability in the example is dependent only 
on this relationship. Substituting any other elements in the sentence 
might produce meaningless, unnatural or nonsensical alterations of 

köyhä. 
In contrast, combining köyhä with a head noun with which it does 

unnaturalness.
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For example, replacing vara in the negative possessive construction 
 with a noun designating a thing that cannot plausibly be 

owned, such as a process like teollistuminen (‘industrialisation’) ma-
kes the outcome nonsensical (
ostaa, ‘the poorest people do not have the industrialisation to buy…’) 
and renders the clause unnatural, as does replacing the complement 
verb ostaa with a verb that is incompatible with  a humane subject 
argument or an object argument designating material objects, and 
so on. None of the naturalness is directly related to köyhä, however. 
Substituting ihmisillä with a noun that is incompatible with köyhä 
would also make that combination unnatural. It would probably ren-
der the clause problematic in other regards as well, given the likeli-
hood of the predicate structure  having similar selectional 
constraints as köyhä.

Many linguistic theories project a certain semantic or conceptual 
compatibility between words assigned to immediate grammatical re-

-
bs and their arguments. The semantic theory presented in Fodor & 

characterisations of the meanings of lexical items, which amount to 

linguistic theories also impose semantic restrictions on grammatical 
constructions. Allow me to give two relevant examples: 1) in Cognitive 
Grammar (Langacker 1990: 172–174) the concept of valency requires 

the dependent structure, and 2) in Generative Lexicon theory (e.g., 
Pustejovsky 2013), the conceptual properties of the constituent mem-

structure is meaningful as a whole. 

In Example 1, köyhä imposes some requirements on its possible head 
nouns, which ihminen köyhä has multiple sets of 

and as ihminen
that of material poverty, is triggered. 

Distributional restriction is the process whereby distributional fea-
tures based on conceptually and grammatically constrained relations 
are directly enabled by grammatical and conceptual compatibilities. 
Aggregating distributional restrictions over a large number of envi-

-
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onal restrictions are similar with respect to the features of their mea-
ning that dictate the grammaticalness and the meaningfulness of its 
immediate constituents. The extent to which aggregating those fea-
tures contributes to characterisations of meaning in theory depends 
on the theoretical standpoint determining how grammaticalness and 

of the possible combinations the enumerated distributions can ex-
haust. In so far as grammar is understood to be essentially conceptual-

as is typical especially in usage-based models, all grammatical distri-
butional features could be considered semantically or conceptually 
motivated. 

Aside from the relationship between köyhä and elements in its imme-
diate constituent (only ihminen), other elements also seem to be so-
mehow connected to the meaning of köyhä
propositional way. In Example 1, the predicate structure ei ole varaa 

argument ostaa (buy-INF) designate states and processes related to the 
concept of material poverty, but in a contingent way. The relationship 
between them and köyhä is not grammatically constrained – as is the 
case with ihminen – nor is the meaningfulness of the clause inhibited 
to the same degree. Yet, one could still imagine that, when aggregated 
and especially taking frequencies into account, they may provide in-
direct cues or hints about what köyhä means. Whereas distributional 
restrictions could be assumed to provide insights into conceptual fea-
tures that are linguistic in a sense in whichever context köyhä is used, 
it needs to conform to the relevant conceptual compatibilities, these 
hints or cues build semantic descriptions in a positive, non-restrictive 
way. Erk (2016) studied this same phenomenon, asking what distribu-
tional operations would reveal about alligators: variable features re-
lated to an aquatic lifestyle and handbag materials were prominently 
present in the distributions.

Unlike distributional restrictions, these hints and cues are very idio-
syncratic to the data, and are based on frequently repeated propositio-

things about poverty, as well as about alligators. Yet, the combinati-
on of köyhä could be considered se-
mantically informative, even though there is no mutual grammatical 
restriction. I refer to distributional features of this kind, namely par-
tial hints and cues, as distributional cues. 
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A further distinction between distributional cues and distributio-
nal restrictions, in addition to the fact that the latter concern direct 
syntactic relations in immediate constituents, is the nature of the in-
formation they yield. When aggregated, semantic restrictions have 
a catalogue of features that enable a given word to form meaningful 
constituents. On the other hand, distributional cues provide frag-
ments of typical propositions concerning that word. In a sense, being 

seen as an axiomatic description of köyhä in terms of Carnapian mea-
ning-postulates (Geeraerts 2005: 113–115, Carnap 1956). Carnap intro-
duced his axiomatic descriptions for scrutinizing analytical truths of 
propositions, but they were implemented in semantic theories as a 
model of semantic formalism competing with decomposition theories 
(Geeraerts 2005: 113). The main architectural insight in the axiomatic 
model is that all semantic units may be described in terms of other 

limited and enumerable.

As a basic example of what semantic cues mean here, let us consi-
der the way Turney & Littman (2005) set out to tackle analogy tasks 
– namely creating a computer program that is capable of resolving 
questions such as ”what is to A what C is to D?” (see e.g., French 2002, 
Turney, Littman, Bigham & Schneider 2003). They did this by extrac-
ting sequences of text data that explicitly expressed the relation of two 
words, aggregating them as vectors and comparing them for similarity. 
The range of relations was given as a predeterminate list and included 
patterns such as ”X is Y”, ”X for Y”, ”X of Y”, and so on (ibid.). In short, 
the data would have information about the relation of two words, not 
as necessary semantic components of either of them, but by virtue of 
that relation being explicitly expressed. This relational information 
is what distributional cues are generally about. In practical settings it 

a relation by the semantic cues. However, it could be rather safely as-
sumed that, in most cases, cues are equally applicable to all elements 

In addition, distributional cues tend to be descriptive of a larger, pro-
positional semantic unit rather than just one of its elements. Because 
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I should also point out that distributional restrictions and distributio-
nal cues are not mutually exclusive: the data might include idiosyncra-

conveying both feature-based and axiomatic information at the same 
time. It may be feature-based because the constituent combination is 
possible, and grammatical or axiomatic because it is a frequent, con-
tingent utterance about the word. This highlights the point that the 
distinction between distributional restrictions and cues is analytical 
rather than ontological. My intention is to provide a tool for discer-
ning certain kinds of interface between distributions and meanings.

Finally, in Example 1 there is a third layer of distributional features. 
They do not have any particular semantic or syntactic relation to 
the word of interest, köyhä, but they are still connected to something 
that is not entirely unrelated to some of its meaning. Consider, for 
example, the clause-initial expletive No
emoji :). Both of these could be described as stylistic features of a cer-
tain informal or colloquial variety of language. 

If köyhä

is somewhat typical of such variety. Indeed, there are many words 
that come from a semantic frame, domain or sphere related to money 
and wealth: the adjective kallis (‘expensive’) but also the construction 

ostaa (‘buy’). If aggregated, one might observe 
that köyhä has some kind of connection to the conceptual realm of 
money and wealth, in any event an accurate observation. Given that 
almost any word can occur in the context of any other word, not all 
environmental elements have to register as distributional structures. 
However, if the words köyhä and raketti

-
cult intuitively to recognise and analyse. 

However, all of the above words may have the same power to conne-
ct the utterance as a whole to a given semantic realm regardless of 
the kind of proposition it expressed. I refer to features such as these 
as distributional markers. On the distributional level they point to-

linguistic phenomena, as discussed earlier. Although they may over-
lap between the two previous types of distributional features, they 
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Returning to Example 1, I can now identify one distributional restric-
tion, three distributional cues and three distributional markers. Köyhä 
and ihminen
terms of their syntactic relation, and this conceptual compatibility 
could be projected as grammatically conditioned. Köyhä is a property 
that entails the capability of ownership, for example, which ihminen 

köyhä falls within the range of ihminen’s meaningful 
properties.

The distributional cues are the predicate verb construction -
raa3, ostaa (buy-INF) and kalliita (expensive.PL.PTV). The expressions 

regarding köyhä
and expensive things are all relevant cues as to what it means for the 
head noun to be köyhä. 

Further, the same elements also function as distributional markers. 
-

network. Membership is not conditioned by the semantic information 
embedded in these distributional features, however. It is easy to ima-
gine a number of other possible words habiting the same discursive 

köy-
hä, related to unemployment or debt, for example.

The above categorisation of the three types of distributional features 
is exhaustive in the sense that any distributional feature can be assign-
ed to at least one type. This is so because distributional markers in-

However, the value of the categorisation lies not so much in discerning 
the nature of some distributional feature, but in making projections 
about the kind of feature a given meaning-related structure might 

-
respondences between distributional structures and meaning-related 

not logically impossible, but the one provided here will be quite ade-
quate for the analyses reported in Chapters 5 and 6.

olla varaa
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4.4. Conclusions

The aim in this chapter was to present some concepts to facilitate ana-
lysis of the relation between distributions and meanings. First, I int-

-
sations of distributional features thus far concern the distributional 
side of the relation, and not much has been written about meanings. 
One reason for this is that the usability of those concepts remains in-

of the theoretical commitment to deriving the meanings of linguistic 
expressions. The two following chapters, 5 and 6, both explicate their 

-
tures they address. 
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5. Vector space models and adjectival semantics

5.1 Introduction

The question addressed in this chapter concerns the characteristics of 

representations. The starting point for this part of the study is to select 
a particular type of distributional operation that, as its main contribu-
tion, will identify some general tendencies and highlight idiosyncratic 

of the selected  operation at a high level of linguistic detail. 

meaning. In the broadest of terms, it is taken more or less for grant-
ed that similarity of meaning and similarity of distribution correlate 
to some extent. I have tried to show, especially in Chapter 2, that the 
so-called distributional hypothesis, expressed in the form of broad 
correlation, has never been seriously contested. Thus there is no value 
in seeking to corroborate or refute it – in the very broadest of terms. 
What is rather of linguistic interest are the minute reservations and 

-
lated structures interact and produce a general correlation between 
meaning and distribution, but questions remain concerning its stron-
gest moorings, the main reservations and caveats, and so on.

The questions in this chapter are addressed from the perspective of six 
adjectives. First, I will introduce the adjectives and give a short over-
view of how adjectival semantics is approached in linguistics. Second, 

-
mily of distributional operations that form the backbone of this chap-
ter, namely vector space models, at the same time as discussing the 

that certain semantic relations among the studied expressions can be 
reproduced in a relatively large selection of parameters. This is simply 

of the same basic semantic structures.

Following this introduction, the two main sections of the chapter (5.2 

that are the most linguistically interesting. What makes them interes-
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they still connect to a wide variety of meaning-related structures, brin-
ging together phenomena that blur the divisions between grammar, 
semantics and pragmatics. The general analytical model combines 
three things: 1) selection of the most similar words to the studied word 

similarity most strongly; and 3) analysis of the interaction between the 
dimensions and the studied words (or their neighbours) in their real 
contexts. 

Thus, distributional similarity is considered from the perspective of 
real occurrences in the data, the aim being to understand the patterns 
of co-occurrence. Rather than providing a full catalogue of analy-
ses for each of the six studied words, the selection is quite free, and 
the discussion relies on the detailed analysis of good examples. The 

-
ce measurements of similarity rather than to explain the similarity 
measurements in their entirety for all of the studied items. When a 
more robust treatment of some exemplary structures is required, the 
main sources used are the Generative Lexicon (e.g., Pustejovsky et al. 
2013) and Cognitive Grammar (e.g., Langacker 1990). The point is to 
exemplify how a given distributional feature would be analysed in a 

distributional feature is connected to a meaning-related structure 
which is recognised in a widely used linguistic theory.

5.2 Preliminaries

5.2.1 Opening remarks
This sub-chapter focuses on three pairs of adjectives: köyhä (‘poor’) 
and rikas (‘rich’), sairas (‘sick’) and terve (‘healthy’), and nuori (‘young’) 
and vanha
are distributionally interesting. Second, the adjectives are related to 
basic concepts in social law, namely age, health and wealth, which ties 
them thematically to some of the interests that dominated the early 

The six high-frequency adjectives are all ”basic adjectives” ( -
jektiivit
which means that they are two-syllabic words with no recognisable 
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compositional or derivational elements. The members of each pair 
are each other’s sole prototypical (or , e.g., Murphy 2004 or 

, e.g., Charles & Miller 1989) opposites among basic adjectives, 
except vanha, which has a parallel opposite in uusi ‘new’. 

Etymologically the words belong to the relatively old and stable se-
dimentary layer of the Finnish vocabulary. Among the 38,951 uni-
que adjective lexemes in the data1 used here, they are in the highest- 
frequency band and their rank orders run from sixth (vanha) to 106th 
(rikas). Semantically, their core meanings (or senses) are relatively 
simple, and their denotation can be reduced to marking a simple rela-
tive position in a dimension of ”amount of possessions” (wealth), ”time 
passed since birth” (age) and ”clinical status of a person” (health). Yet, 
being high-frequency words implies that they have varied specialised 
uses and appear in several lexicalised constructions, as predicted by 

ground for variation in how the relationship of the opposite pairs is 
contextually understood.

In Finnish, adjectives denoting prototypically human qualities can 
be used in syntactic positions more typical of nouns alongside their 
adjectival uses (VISK § 626). The six adjectives studied here belong 
to this group. Thus, it is predictable that they exhibit distributional 
tensions between the relative simplicity of the conceptual structure of 
the qualities they designate and the complexity of the contextual va-
riation of their uses as words. This variation includes, but is not limit-
ed to, syntactic variation (regarding their nominal uses) and semantic 
variation. Semantic variation is most obviously present in meaning 
extensions along the concrete-abstract continuum, but also includes 

use of sairas as positive evaluative, akin to English sick as in ‘dope’ and 
‘rad’.  

Methods in distributional semantics tend to be evaluated on simple 
cases with distinctive semantic and grammatical properties, or against 
external resources describing the ground truth concerning the mea-
nings of words. This kind of approach is well-founded in the evalua-
tion of a given methodological procedure: only by controlling the 
results is it possible to see whether the procedure can yield a good 
outcome. However, this is not the point here: the aim is not to develop 
a method, it is  to explore how the outcomes of a given method relate 
to linguistic concepts used to characterise meanings. 
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5.2.2 Adjectives
The seminal study of adjectival semantics in Finnish, Hakanen 
(1973: 20), quotes the standard Finnish grammar of its day (Setälä & 
Sadeniemi 1966), which assigns a semantic basis for the grammatical 

denoting a property or quality, expressing what something is like. In 
-
-
-

tion and negative oppositional derivatives such as -  (‘un-’, ‘non-’), 
and is sometimes derived from stems belonging to other categories by 

with a category of adjectives corresponding to ”linguistic reality”, and 
vouches for the combination of all three allowing for exceptions in 
any of them.

Dixon (1977: 20) points out that not all languages have a major gram-
matical category of adjectives, however. In his view, all languages sha-

that are assigned syntactic properties by the language. Grammatical 
-

mantic types with similar syntactic properties. Although, according to 
Dixon (1977: 19–20), as categories the noun and the verb share high in-
ter-linguistic correlation in the semantic types they include, whereas 
the category of adjectives is much more varied. Some languages have 
large, open sets of adjectives, such as English with its seven semantic 
types, whereas others have small, closed sets of adjectives represen-
ting only a few, the remaining types being distributed among other 
grammatical categories. The system of types further serves as a basis 
for Dixon’s (1977: 31) semantic categorisation of English adjectives. 

Thompson (1989: 247) elaborates Dixon’s (1977) position, arguing that 
words ”expressing properties of entities” and constituting a semantic 
category of Property Concept Words are distributed varyingly across 

-
cause they function in two distinct discourse roles, namely predica-

of verbs and nouns, respectively, the adjective category is left with no 
unique, identifying discourse function. 
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Baker (2003: 190–193) takes a similar position, in a sense, namely that 
adjectives have no unique identifying properties. In his view, the ad-
jectival category is best described as ”neither nouns nor verbs”, and 
the syntactic behaviour typical of adjectives is attributable to the ab-
sence of a verb or of noun-typical features that would grammatically 
block their functioning in such places. He suggests, for example, that 

-
ta-roles necessary for verbs and the identifying function necessary for 
nouns. Thus, the only lexemes that can occur in positions that allow 

nominals) are adjectives.

Croft (1991) and Pajunen (1998) advocate the contrary position, namely 
that adjectives do possess distinct structural, behavioural or functio-
nal properties, although they also acknowledge their weaker status 
compared to nouns and verbs. The most important of these proper-

(Pajunen 1998: 366).

What Dixon (1977), Hunston (1989), Pajunen (1998) and Setälä & 
Sadeniemi (1966) have in common is their vague but at the same time 
intuitive assertion that what adjectives mean (or denote) are proper-
ties of entities. Hakanen (1973) is perhaps even more reserved and 
merely notes that the primary meanings of adjectives are expressions 
of relations, whereas Pitkänen-Heikkilä (2015) starts from the notion 
that, like verbs and adverbs, they predicate. 

Kamp & Partee (1995: 136–138) emphasize intensionality as the main 
building block of adjectival meaning. They arrive to this conclusion 
by tracing the theoretical development of characterisations of adjec-
tival meaning from summation of feature bundles that representing 

to feature intersections of feature sets (e.g. Osherson & Smith 1981). 

maps some of the nouns properties to the compound. Mostly this en-
tails seeing adjectival meaning in intensional terms, although they 
admit that there are special cases (such as “intersective adjectives” dis-
cussed below) which can be conceived as having extension.

The analysis following this preliminary discussion generally refers to 
the meanings of adjectives as denoting or expressing properties of en-
tities. Although I accept that theoretically, there must be more to this, 
I made this choice to keep the discussion relatively simple. I make no 
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assumptions that ”denoting a property” is all there is to the semantic 
structure of adjectives, but it seems that this shorthand could be still 
adopted in most cases.

However, one approach to the question ”what belongs to adjectival 
meaning?” is to consider what kind of meaning-based categorisations 
have been proposed. This is one strategy to chart the territory while 
avoiding strong commitment to particular theories of adjectival se-
mantics. Some categorisations are presented below and used as ana-
lytical tools for characterisation further down the road.

Lyons (1977: 217–276) refers to gradeability as a widely pervasive se-
mantic linguistic structure in his discussion on semantic relations and 
antonymy. He credits Sapir (1944) for introducing the term to linguis-
tics, while acknowledging that the issue has been well known to logi-
cians since Antiquity. According to Lyons (ibid.), antonymic properties 
(and adjectives denoting them) are gradable if they constitute a more 
or less continuous spectrum from one end to another. The continuous 
nature of the spectrum entails a middle ground where, depending on 
the situation, the entity assigned with the property may be somewhat 
either-or regarding it. 

Thus, the logical implications between graded oppositional proper-
ties  and q are such that things usually assignable as either  or q 
may be either , or q, neither  nor q, but not both. All things with 
temperature as a relevant property may be either hot or , they may 
also be neither hot nor , but they cannot be both at the same time. 
The term contrariness of opposition is sometimes used to describe the 
opposition of gradable properties.

Conversely, contradictory opposition holds between ungradable 
properties. When the ”universe of discourse” of the properties is divi-
ded into discrete segments (two in the case of antonymy), the middle 
ground becomes impossible. In this case, the only possible values for 
a thing are either  or q, not either  or q, and not both. Not surprising-
ly, gradeability is generally grammatically connected to the possibility 

Related to the distinction between gradable and ungradable adjectives 
are the notions of relative and absolute adjectives. Relative adjectives 
project a point of comparison against which the degree of property as-
signed by such adjectives is compared. This point of comparison may 
be explicated or contextually inferred. According to Lyons (1977: 273–
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274), it seems that gradable adjectives are always relative, too, as the 
existence of the whole spectrum is implied in their every use regard-
less of whether any other points are explicitly mentioned. Hakanen 
(1973: 20–21) also equates gradeability and relativity, although his dis-
cussion on this issue is somewhat unclear. 

A similar position is adopted in the Descriptive Grammar of Finnish 
(VISK § 605–607) and Pitkänen-Heikkilä (2015). However, from a wider 
perspective one could think of relative adjectives as a subset of gradab-
le adjectives, of which there appears to exist another subset, namely 
absolute adjectives, for which the point of comparison is context-in-
variant (Unger 1978: 54–57, Kennedy & McNally 2005: 14–15, Toledo & 
Sassoon 2011: 135–136). VISK (§ 606) points out that the gradeability 
of adjectives may be context-dependent, especially in evaluative con-
texts. The aspects of gradeability and relativity have so much weight 
in Langacker’s schematic descriptions of adjectival meaning that they 
take up much of the information expressed in them. What is left of 
the schematic description of the concept [TALL], for example, is a va-
guely elongated, upright shape (1990: 175–176), which of course is not 
in any way inaccurate or inadequate as a description of such a simple 
concept.

Bierwisch (1989: 87–89) distinguishes between dimensional and eva-
luative gradable adjectives. In the former the antonymic relation po-
sits the two carriers of the property along the same dimensions and on 

-
tion of whether the antonym is applicable in all comparisons between 
two carriers of the property. With regard to dimensional adjectives, 
there are no problems in saying , 
even if the two cups in question are exceptionally large in the normal 

is at least some markedness or reluctance in saying 
 if both are quite good. 

Interestingly, Bierwisch’s evaluative adjectives seem to overlap with 
the perhaps more common use of the term, as an expression of the 
speaker’s opinions (cf. e.g., Bednarek 2006, 2009), although that seems 
to be coincidental in that the speaker’s sentiments or opinions are 

-
re a pragmatic connection between the two: using an antonym with 
connotations leaning towards the wrong polarity would easily lead to 
unintended expressions of opinion. 
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Kamp & Partee (1995: 137–138) make another distinction, that between 
intersective and subsective adjectives. Intersective adjectives seeming-
ly have an independent extension, whereas the extension of subse-
ctive adjectives depends on the noun they are modifying (or predi-
cating). Adjectives such as mielisairas (‘mentally ill’) are intersective: 
all referents of the construction mielisairas + N are generally equally 
mentally ill regardless of N. 

On the other hand, 2 (‘abnormal, unusual’) would be sub-
sective, as the subset drawn out of the extension of N would depend 
on what is considered unusual for each category. A person being an 

 (‘abnormal dog owner’) does not entail also 
being an  (‘abnormal car owner’). In compa-
rison,  (‘a mentally ill dog owner’) would also 
be  (‘a mentally ill car owner’). Although the 
distinction between intersective and subsective adjectives resembles 
the way in which classifying and descriptive adjectives are sometimes 

-
solute and relative adjectives in the Descriptive Grammar of Finnish 
(VISK). 

Note, however, that neither  nor mielisairas in their usual 
meaning is gradable in the way discussed in Lyons (1977), there being 
no normally middle ground between ’abnormal’ and ’normal’ just as 
as there is no middle ground between ’mentally ill’ and ’mentally not 
ill’. Nor are they relative in the sense of drawing the point of compa-
rison contextually (cf. e.g., Kennedy & McNally 2005). This does not 
mean, however, that the properties they denote could not be contex-
tually conceptualised as gradable. Be that as it may, with regard to the 
nominal use of Finnish adjectives, the distinction between intersecti-
veness and subsectiveness raises interesting questions.

-
-

ve tools and as a basis for potential semantic features of the studied 
lexical items. I will use them such that there will be no need for an 
over-encompassing discussion of the possible interactions between 
the categorisations. 

epänormaali
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Second, it would seem that adjectives can change contextually 
between categories with relative ease. The possibility of contextual 
variation is explicitly mentioned in many of the studies cited above 
(e.g., VISK 2008, Kamp & Partee 1995). For example, the aforementio-
ned mielisairas and , when used evaluatively or even dero-
gatively, can shift between intersectiveness and subsectiveness. If so-
meone is described as mielisairas in a description or evaluation of their 
on-going behaviour, the intersectiveness seems to weaken. Equally, 

, when frequently (perhaps even predominantly) used as 
an evaluation, may achieve a degree of intersectiveness, just as a per-
son showing abnormal behaviour or traits in one way could easily be 
thought of as showing them in other ways as well, or that one strand of 
perceived abnormality is but a symptom of more general, essentialist 
abnormality.

5.2.3 Grammatical and semantic variation within 
lexemes

In addition to being usable in typical syntactic positions, many Finnish 
adjectives – including the six studied here – may also be used in po-
sitions prototypically assigned to nouns, namely in the main verbal 

The separation of adjectives and nouns as distinct grammatical ca-
tegories is thought to be a relatively late historical development in 
Finnish. Many of the old adjectival derivative elements also serve a 
nominal purpose, such as -inen and -rA (Hakulinen 1955: 311–312). VISK 
(2004) notes that the overlap of nominal-adjectival and nominal uses 
is typical of adjectives that denote distinctly human properties in par-
ticular, while Hakulinen (ibid.) also gives other examples. It should 
be noted that the nominal use of adjectives to which both VISK and 
Hakulinen refer is distinct from cases in which the head is elliptically 
omitted.

In the current context it means treating adjectives syntactically as full 
nouns. It would be quite possible to start from the notion that the ad-
jective köyhä and the noun köyhä, for example, are distinct but homo-
nymous lexical items, with distinct morpho-syntax. A noun would not 

There would be some merit in and good arguments for such an ap-
proach. For instance, it would be quite feasible to discuss this variati-

-
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tiation between two senses of a polysemous word coincided with the 
fault line between two major grammatical categories, treating them as 
two distinct units would not be entirely unwarranted.

Yet, this is not the position I opt for here. Instead, I treat lexemes as 
singular lexical entries, with undivided, albeit complex, distributions. 
Nor do I have any intention to divide occurrences of the studied words 
operationally according to their senses in other regards, even if some 
of them exhibit relatively obvious polysemous structures. This is not 
deny that some polysemous structures are used to explain distributi-
onal structures. In fact, except for a few preliminary remarks, most of 
which are based on dictionary entries and established lexicographical 
research, I will make very few  assumptions about the semantic 
structures of these words. When I use them I endeavour to keep to 
general assumptions and intuitions about their meanings on a very 
literal, out-of-context level. 

5.2.4 Data 
The data set for the study comes from the internet discussion forum 

-
vided into subforums covering the usual sections of general-interest 
discussion forums. The contents from 2010 to 2017 (Aller Media Oy 
2019) have been donated for research purposes, and a pre-parsed, lem-
matised, and grammatically annotated version of the data is hosted 

-
ed via the KORP corpus tool (Borin, Forsberg & Roxendal 2012). The 

single year (2014) was selected to keep the size of the dataset on a scale 
that would allow computational processing with a normal contempo-
rary workstation. A random sample of ten million sentences with a 
word-token count of 10 or more was generated from that year using 
the KORP API and deposited in a local database. The total word-token 
count of the research data for this study is a little under 180 million3.

David Crystal (2011: 21) characterises the usual register of internet dis-
cussion as inherently a form of written language in which likeness to 
the spoken language is invoked by means of specialised and conven-
tionalised signals, both linguistic and orthographic. This seems aptly 
to describe the Suomi24 material, although it has not been thoroughly 
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examined or compared to standardised written corpora – in this stu-
dy or elsewhere. Although Suomi24 allows for user registration, only 
a fragment of the posts were written by registered users, the bulk of 
them being from people opting to remain unregistered (Lagus et al. 
2016: 36). Perhaps as a result of this, the variety of registers in the data 
is relatively wide, ranging from the fully formed sentences in the stan-
dard written registers of Modern Finnish to less controlled segments, 
best characterised as rants and ramblings. Intentional trolling – such 
as the unhinged exploitation of copy-pasting and reply-functions – is 
also present. It seems, however, that computer-generated content by 
bot users is rare: it should be noted that this assessment is not ba-

in his ability to recognise computer-generated segments while being 
exposed to a considerable mass of Suomi24 texts during the research 
process.

Suomi24 data has been used in linguistic studies of the Finnish lan-

and rhetoric (Lahti 2019), and in studies on sociolinguistic variation 
(Heimala-Lindqvist 2010, Hynönen 2014), among other things. The 
focus in the present study is not so much on Suomi24 as a dataset - it 
is simply used as a convenient repository of written language, with 
perhaps slightly more direct dialogical qualities than, say, newspaper 
corpora. In other words, the idiosyncrasies are not the main interest, 
but they do have to be considered in the drawing of any conclusions. 

As an easily accessible platform with a low threshold of participati-
on, Suomi24 could be considered a good, representative dataset of the 

However, it is biased towards the tones and the topics of the discussion. 
General modes of airing grievances and a frequently aggressive tone 
naturally prevent certain segments of language users from participa-
ting, as does the uneven distribution of activity across the subforums. 
Thus, distributions  charting the use of linguistic items skew towards 
areas that are relevant to the topics and rhetorical practices that are 
most common in the data. This is a general feature of any dataset of 
language use harvested from the wild and not purposefully produced 

such data will inevitably highlight those that are frequently relevant 
in their contexts of use, in this case an internet discussion forum.



137

5.2.5 Vector space models
Vector space models are currently a well established, and possibly the 
most widely used family of methodologies applied in natural langua-
ge processing and computational linguistics to study the meaning of 
linguistics items (Turney and Pantel 2010). The performance of these 
models has been evaluated in various ways: with multiple-choice sy-
nonym questions, whereby Rapp (2003) achieved a score of 92.5 per 
cent in the Test of English as a Foreign Language (TOEFL); using ve-
ctor-based word representations (compared with the average human 
score of 64.5%); and including multiple-choice analogy questions, 
whereby Turney (2006) achieved a score of 56 per cent on the SAT 
college entrance test (compared with the average human score of 57%) 
(Turney and Pantel 2010). The use of modern methods based on neu-
ral-network technology, such as Word2Vec (Mikolov et al. 2013) and 
BERT (Devlin et al. 2018), has produced even more impressive results 
in recent years.

The genealogy of vector space models lies in information techno-
logy: for the purpose of information retrieval, the contents of text do-

credited to George Salton, although according to Dubin (2004), the 
development of vector space methodology was much less linear than 
the common citation culture tends to depict. From a more modern 
perspective and in the context of current applications of vector space 
models, two studies took multiple steps forward in their development, 
namely Deerwester, Dumais & Harshman (1990) and Schütze (1992). 

points representing condensed vectors of words are plotted so as to 
match their distances for visual inspection. 

The major innovations reported in these two papers were the use of 
vector spaces as descriptions of words rather than as documents, and 
the application of a relatively complicated linear algebraic algorithm 
(SVD, Singular Value Decomposition) to condense the word-by-fea-
ture matrix. Schütze (1992) did this solely to reduce the computatio-
nal workload and matrix sparsity, whereas Deerwester, Dumais & 
Harshman (1990) maintained that the condensation step was a crucial 
phase in the process and improved the results. The latter approach 
was branded Latent Semantic Analysis, or Latent Semantic Indexing. 
The researchers went on in later papers to claim that the SVD algo-
rithm resembled the way human cognition processed information, 
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and they suggested that this made the results more ”human-like” (e.g., 
Landauer & Dumais 1997). Some studies have refuted claims that SVD 

-
ciency of the operation), and claims about the psychological realism 
of Latent Semantic Analysis have not gained much traction, either.

The modern, standard vector space model uses Neural Networks 
trained on extensive text datasets (Mikolov et al. 2013). The network is 

-
mance is optimized, it has built a vector space representation for every 
word in the data as a side product. These vectors are then used as mo-
dels of word meaning in a large variety of tasks. Generally, they have 
brought about remarkable improvements in the results of earlier vec-
tor space models, but there have also been studies showing otherwise 
(Levy & Goldberg 2014).

The downside of SVD (and similar methods such as PCA, which in 

to interpret the condensed dimensions because the new embedded 
dimensions are expressed as combinations of proportions of the ori-
ginal ones. This downside is most relevant when interpretation of the 
dimensions is based on an intuitive and perhaps un-analytical rea-
ding of them. If the dimensions comprise collocating lexemes (as they 

tail of any that list proportions of such collocates. However, what this 
tends to highlight is the need for an explicit frame of interpretation 
linking the meaning-related and distributional structures, as discus-
sed in Chapter 4. Furthermore, as a linear algebraic process, SVD is 
transparent and deterministic. Neural-network-generated represen-
tations, on the other hand, are somewhat random (in the sense that 

there is no straightforward way to link the original features to the em-
bedded dimensions produced by the neural network. To alleviate this, 

-
dels produced by neural networks statistically.

The present study implements the vector space model in an old-fashio-
ned manner. ”Raw” feature by word matrices are used, and no con-
densation (i.e. embedding) algorithms are implemented: the aim is to 
gain maximal transparency of the structures brought to the fore by the 
data. This is not a work of methodological development, it is rather 
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a curious intervention into the vector space model from a linguistic 
perspective. It is assumed that the raw feature matrices already hold 

would base its models. The outcome might be rougher, but the gene-
ral distributional structures are in place: the condensation algorithms 
do not generate them. If and (most likely) when modern algorithms 
yield improved results compared to raw feature matrices, it will be 
possible to produce a more accurate model from less information by 
combining dimensions that ”go together” but are kept separate in cru-
der approaches. 

In this case, however, it would seem necessary to use a combination of 
qualitative and quantitative linguistic analytical tools in the process of 
identifying the dimensions that ”go together”, even though that might 

here is, after all, to chart the interface between distribution and mea-
ning from the perspective of linguistics. 

Before the arrival of Word2Vec (Mikolov et al. 2013), the general opera-
-

nition of the distributional features and environments used to extract 

word lists and frequency caps to further limit those dimensions; 3) 
normalisation of the vectors and/or the weighting of values in the di-

measurement of the distances between the vectors in the word space 
(e.g., Turney & Pantel 2010). When Word2Vec became the de-facto 
standard method, operational selections were rendered somewhat 

-
hed, reduced to a few parameters regarding the starting point of the 
unsupervised machine-learning algorithm.

Each environment of each word in a sparse vector space model is ad-
ded to a word-feature matrix. The features are the other elements of 
each environment. The environments are aggregated, and when the 

given feature occurs in the same environment as the word the row 
represents. This row-word is often referred to nowadays as the node 

-

from each environment. 
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A relatively strong standard approach in older vector space models is 

as the environment, and each word other than the node word in that 
window as a feature. This was in congruence with common operatio-
nal choices in detecting collocations (Sinclair 1991, Hoey 2005). When 
combined with frequency caps cutting out function words, this has 

-

the features as collocations, especially if the frequencies are weighted 

-
-

left or right. Sometimes the data is syntactically pre-parsed, and the 
features are direct dependency relations of the node word regardless 
of their distance in the sequence. Sahlgren (2006) evaluates the de-

results are of semantic relatedness rather than semantic similarity.

too few occurrences for statistically reliable observations, or with too 
many and thus considered to have no distinctive uses at all. The no-
tion that frequent items have no distinctive uses is likely to abhor a 
linguist reading this, as it has the author, time and time again. Yet it 
may become more palatable if one bears in mind that most imple-
mentations of vector space models involved the most obvious layers 
of lexical semantics, such as ”hot is the antonym of cold”, and so on. 

Normalisation and weighting schemes were introduced to mitigate 

Normalisation simply makes the vectors of equal length, and could be 
compared to turning scores into frequencies relative to the node word 
frequency. Weighting, most commonly based on PMI (pointwise mu-
tual information) but also on other techniques such as LLR (log-likeli-
hood ratio), essentially scales the scores to take account of the feature 
frequencies, thus dampening the scores for very frequent dimensions 
and amplifying those for rarer ones. A comprehensive discussion on 
the measures of association these weighting schemes generally emp-

for vector space models was cosine distance rendered the scaling step 
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almost redundant. Cosine distance is based on the angle between two 
vectors, and it remains the same regardless of their magnitudes. In 
other words, the values of the dimensions matter only in relation to 
each other. Most often, cosine distance was chosen as the metric be-
cause it has been used in previous successful implementations.

5.2.6 Parameter configurations
-

tional parameters could reproduce similar results. The following ana-

-

drawing up of distributional representations. The fact that many of 
the parameter combinations pass a basic meaning-related test is al-
ready quite informative and surprising. This test is simply to see whet-
her the Agglomerative Hierarchical Clustering algorithm4 applied to 
vectors for sairas, terve, nuori, vanha, rikas and köyhä can cluster them 
according to their direct oppositional pairings - in other words, whet-
her they can replicate a clustering resembling Graph 1 below.

Graph 1: 

The pairwise similarities between the pair members are of no con-
cern here, nor is the clustering above the bottom-level pairing. What 
matters is that on the level of similarity at which the algorithm has 
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vanha + nuori, sairas 
+ terve and rikas + köyhä.

scheme and 4) a distance metric. The selection of parameters tested 
-

ons. The combinations are limited when they are mutually exclusive. 
For example, because the Jaccard distance is not based on scores on 
each dimension, but simply on whether there is a score along some 

main categories: bag-of-words-based, syntactic-relation-based, and 

+1 and -1 word windows. The +/-1 window also includes a variant in 
which the features are tagged indicating whether they occur to the left 
or right of the node word. Lemmatised and non-lemmatised versions 
of all of these variants are also produced. 

Bag-of-words-based
number of words counting from the node word. The elements of that 
environment make up the distributional features. Not only is this a 
relatively normal, established and frequently used approach in word 

or less standard notion of collocation in corpus linguistics. The major 
dimensions in this scheme are essentially node-word collocations in 
corpus-linguistic terms, especially if a weighting scheme emphasising 

-
res is added for general interest. Non-lemmatised bags of words may 
be expected to carry some syntactic information apart from the lexical 
in languages that use morphological case markings to signal syntactic 
relations, whereas lemmatised bags concentrate on lexical co-occur-
rences independent of the syntactic structures in the environment.

Syntactic-relation-based
of syntactic constituency and use features that correspond to the four 

-

are the most transparent from the perspective of distributional restric-

between the node and the dimension. Abstracting higher-level vec-
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tors that combine these would have gone against this motivation, as 
would including spaces in which the restrictions are less pronounced. 

-

lemmatised form of the word standing in that particular relation to 
the node word. 

The reason for keeping word forms open in bag-of-words schemes 

the features are tagged to indicate their respective relation types. 
-

onal restrictions, and the relations were selected from this perspecti-
ve. When the syntax-based features are subjected to cosine analysis, 
especially with PMI-weighted vectors, the operation comes close to 
colligational analysis, albeit that the colligational patterns and simila-

Two ways of identifying relations have been used in all four cases. The 

already includes, and the second on sequence and a simple rule-based 
system exploiting case and number agreement. Only the immediately 
following or preceding words are considered features in the ”sequen-
ce-based feature space”, whereas in the ”dependency-based space” 

automatic syntactic parser performs relatively well as a rule, but it is 
expected to struggle somewhat in more colloquial segments of data. 

parsing methods here, but the general tendency (based on a summa-
ry evaluation) seems to be that the two approaches complement each 
other in terms of precision and recall.  The dependency parser is so-

parser is relatively reliable but misses relations that do not reside in 
immediate adjacency. The latter method also has some systematic 

when the head noun is also in the genitive), but this complementary 
approach is fully adequate for the current study. 

Finally, the third type of feature scheme concentrates solely on distri-

of which is based on the case-form distribution of the node word and 
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-
ces it has regardless of the elements that accompany them. Essentially, 
the vector comprises observations on how many times the word has 

-
gument, an adverbial and so on. Both sub-types are included princi-
pally as curiosities, as it is linguistically interesting to observe whether 
minimal distributional information would reproduce similar basic se-
mantic structures as those based on various lexical co-occurrences. 

What is also intriguing is the thought that a certain conceptual struc-

syntactic positions independently of the lexical features of the envi-
ronment. Onikki-Rantajääskö (2006), for example, refers to the expe-
riential and metaphorical nature of the case system in Finnish, which 
predicts that case distributions are at least partially semantically dri-
ven. This is tentatively tested by comparing the two types of environ-

Category Scheme Variants N

1. Bag of words 
schemes of the node

Lemmas/words 2

three words on either 
side of the node

Lemmas/words 2

one word on either side 
of the node

Lemmas/words, order mar-
king / no marking

4

one word on the right 
side of the node

Lemmas/words 2

one word on the left side 
of the node

Lemmas/words 2

2. Syntactic rela-
tions

lemmatised feature word 
plus syntactic-relation 
tag based on sequential 
parsing

argument, verbal object 
argument, all arguments

5

lemmatised feature word 
plus syntactic-relation 
tag based on dependency 
parsing

argument, verbal object 
argument, all arguments

5

3. Node word Aggregate dependency 
counts

– 1

Aggregate case counts – 1

Table 1: 



145

-
ture spaces. The number expands if one takes into account the rest 

and distance metrics. After a preliminary examination, two cutting 
schemes were selected: one involving the counting of all dimensions 
(”no-cut”) and the other excluding all dimensions with an observation 
count of one for each node word of the six words studied, as well as 
those which appeared only with one of the six node words (”cut”). No 
upper-frequency cap was introduced in either of the schemes. 

Most common dimensions tend to be discounted in word space mo-
dels because those that presumably often occur with any word (as 
high-frequency feature words are assumed to do) do not point to-

-
de-word group (cf. e.g., Geeraerts 2010: 174–177). In other words, it is 
assumed that high-frequency dimensions are incapable of distin-
guishing between any two node words. The same rationale applies to 
employing weighting schemes based on association measures, such 
as log-likelihood ratio or pointwise-mutual information. Evert (2005: 

-
tionalise the notion of association: some measure the amount of sta-
tistical evidence available, some measure the degree of association as 

-
rences to their expected numbers in an information theoretical fra-
mework. The fourth group of heuristic measures comprises other 

groups.

the collocating pairs, the same tests are used to detect collocation. 
However, from the perspective of distributional restrictions, and es-
pecially from a structuralist position, there is no linguistic reason to 

a high degree of association or that are surprisingly (in the informa-
tion-theoretical sense) over-represented in the observed distributions 
of a node word would be somehow more indicative of the meaning of 
the node word. 

terms of salience and entrenched patterns of use. Any weighting sche-
me is likely to balance out the most frequent features, so there should 
be no need to introduce upper-frequency limits if they are used. Thus, 
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given that metrics and weighting schemes in combination control the 

-
mes (”cut” and ”no-cut”) were applied to the bag-of-words and syntac-
tic-relations schemes, but not in the node-word-distribution scheme. 
There were no dimensions unique to one node word, nor any features 
whereby some node word would have had only one observation in the 

-
ed identical representations.

Finally, two distance measurements were applied, namely Jaccard 
distance and cosine distance. The Jaccard index is a measure of how 
many common elements two sets have relative to the number of uni-
que elements in the sets combined. It thus essentially discards the 
frequency information in from the feature matrix, and concentrates 
simply on whether a given feature is observed or not in the environ-
ments of each node word.

Cosine distance is based on the angle between two vectors. Because 
the length (magnitude) of the vectors is not a factor in the outcome, it 
includes built-in normalisation. The cosine distance is often the stan-
dard metric in word space models (Turney & Pantel 2010), which is 
why it was chosen here. The two metrics, cosine and Jaccard, were 
applied to bag-of-words and syntactic-relations schemes, but not to 
the node-word distributions. Because all of the morphological forms 
and dependency relations were observed multiple times for each 
node word, the Jaccard index would have signalled identical sets for 
each one. Thus only cosine was used. Altogether, all this resulted in 

the 

as input data for a hierarchical clustering algorithm (average linkage 
method5), the predetermined count of clusters being set to three. If the 
cluster produced matched the 
as “correct”, otherwise as “incorrect”. Correctness here refers simply 

-

-
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to the evaluative criteria in the tests, in other words correspondence 
with the pattern presented in Graph 1.

-
come do still correspond to some meaning-related structure. One 
could imagine some meaning-related dimensions on which the oppo-
sitional pairs are not each other’s closest neighbours. For example, on 
the dimensions related to negative evaluation, sairas and köyhä could 
well be closer to each other than to terve and rikas, respectively. Given 

-
cording to which köyhä and rikas are more similar to each other than 
to sairas, terve, vanha and nuori

Table 2 below presents a summary of the results. It shows each possib-

outcome, and zero means incorrect.
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Jaccard Cosine

 cut uncut top cut 
pmi

uncut 
pmi

cut uncut

dep all 1 0 1 1 1 0 0

dep object 0 0 0 0 0 0 0

dep head 0 0 0 0 0 0 0

1 0 1 1 1 0 0

dep subject 0 1 0 0 0 0 0

seq all 1 0 0 1 0 0 0

seq object 0 0 0 0 0 0 0

seq head 0 0 0 0 0 0 0

1 0 1 1 1 0 0

seq subject 0 0 0 0 0 0 0

bigram both word 1 1 0 1 1 0 0

bigram both lemma 1 0 1 1 0 0 0

bigram both marked word 1 1 0 0 1 0 0

bigram both marked 
lemma

1 0 1 0 1 0 0

bigram left lemma 1 1 0 1 1 0 0

bigram left word 1 1 0 0 0 0 0

bigram right lemma 1 0 1 0 0 0 0

bigram right word 1 1 0 1 1 0 0

range 3 lemma 1 0 0 1 0 1 1

range 3 word 1 1 0 0 1 0 0

range 5 lemma 1 0 0 1 1 1 1

range 5 word 1 1 0 1 1 1 1

dependencies - - - 0 0 0 0

case forms - - - 0 0 0 0

Table 2: 

exactly with the 
major categories – syntactic and bag-of-words – were able to repro-
duce the -
rations. In general, the bag-of-word schemes performed better with 
a wider range of cutting, weighting and measuring schemes. Jaccard 
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-
ration, which is interesting given its relatively rare use compared to 
cosine distance in vector space models.

The main observation, however, is that a wide variety of distributional 
structures can reproduce the 

-

They thus distinguish between things that somehow correspond to 
basic denotative or conceptual meaning (or other meaning-relat-
ed things correlating with distinctions of the conceptual meaning). 

are essentially identical and thus there is no reason to present them 
in detail. 

test did not fail by very much. For example, both node-word distribu-
tions, which use only dependency-relation tags or case forms as fea-
tures without any lexical information, posit vanha and nuori as being 

these two, relatively aberrant vector spaces (given how vector space is 
more commonly used) can very nearly reproduce the semantic struc-
ture required by the task. Graph 2 below shows these results in detail.

Graph 2: Clustering results for dependency-based (left) and case-distribution-based 
(right) vectors, subjected to cosine, uncut and un-weighted measurement

The reason why vanha and nuori in particular fail to match up in the 
hierarchical clustering in these spaces could relate to the fact that 
vanha has an alternative canonical opposite in uusi -
ming this would require more detailed study.
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selected for further, more comprehensive study, namely the modi-

This selection is based on the wider interests of the present study, the 
aim being to identify the interfaces between syntax, semantics and 
distributions especially in terms of distributional restrictions. For that 
reason, the focus will be on narrower and syntactically explicit con-

-
ded, there are more reasons why two words would co-occur in it and, 

-
rent interactions are aggregated, the level of detail in the information 
necessarily decreases. This is because the evaluation includes manual 
analysis of the actual occurrences, and keeping tabs on an exponen-
tially growing number of possible interactions becomes increasingly 

Consequently, the characterisation of aggregations of such diverse and 
extensive co-occurrences tends to default to very vague descriptions 
along the lines of ”X has something to do with Y”, which admittedly is 
one way of describing semantic relatedness. This practical issue is also 
connected to the value assigned to collocations in corpus linguistics. 
One reason why collocations, starting from Firth, are dealt with as if 
manifesting their very own type of meaning (e.g., Leech 1974) is to pre-
serve their independent status while refraining from connecting them 

matter when one considers narrower windows and explicit syntactic 
relations. In this case, the number of possible interactions (while still 
surprisingly varied) is controllable to the extent that something can be 
said about them, and possible connections to semantic structures can 
be highlighted. I address this issue in the following section.

5.3 Modifier-based spaces

5.3.1 Background
-

bination, vectors constitute a space in which distributional features 

alternative ways in which the heads of the studied adjectives are ext-
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racted as distributional features by applying 1) a simple rule-based, 
sequential method (“sequence-based”) and 2) the dependency anno-
tations of the data (“dependency-based”). In addition to alternating 

measurements, Jaccard and cosine, on the results. When the distribu-
tions of adjectives are considered from the perspective of these spaces, 

-

keeping the terms environment and co-text separate. Environment is 

in which the environment resides. 

Vector spaces based on head selection generally yield quite congru-
ent nearest-neighbour lists for all the adjectives under study, but a 

resulting from the selection of either cosine or Jaccard as the distance 
metric, which changes the nearest-neighbour lists more than switch-
ing between sequence- and dependency-based features. The six adje-
ctives share between 18 (köyhä) and 25 (vanha), and between 16 (köyhä) 
and 25 (rikas) of their dependency- and sequence-based neighbours 
when measured with cosine and Jaccard, respectively. Same sco-
res are between 15 and 23, and 15 and 21 between cosine and Jaccard 
neighbours in dependency- and  sequence-based spaces.

neighbours, they also vary in how they are organised in rank order. 
Roughly dividing the neighbours of each of the adjectives into three 
groups would produce relatively consistent relationships between 
the Jaccard and cosine lists for all pairs (the examples come from the 
closest neighbours of sairas): 1) negatively or positively evaluative, 
high-frequency adjectives, denoting prototypically but not exclusively 
humane qualities, such as hullu (‘crazy’), tyhmä (‘dumb’),  (‘stu-
pid’), omituinen (‘strange’) and outo (’weird’); 2) pro-adjectives, i.e. de-
rived from pronominal stems (tällainen (‘similar to this’), samanlainen 
(‘similar’) and semmoinen (’similar to it’)), which derive the qualities to 
which they refer indexically from the context of use; and 3) adjectives 

-
gs, which are less likely to be qualities of anything other than humans 
(mielisairas ‘mentally ill’, itsekäs itsekeskeinen ’ self-centred’, 
narsistinen ‘narcissistic’, ilkeä ‘mean’, harhainen ’delusional’). Many 
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of these words are also strongly evaluative. Groups 1 and 2 appear in 
both the Jaccard and the cosine lists, but group 3 only in the latter. 
The presence of group-3 neighbours explains a great deal of the smal-
ler overlap between the cosine and Jaccard lists compared to sequen-
ce- and dependency-based lists: the overwhelming majority of words 
that occur in one or both of the cosine lists but do not occur at all in 
Jaccard share group-3 traits. 

In most cases, according to their literal, out-of-context meanings, 
neighbours that would be considered good candidates for synonyms 
of the node word would be in group 3. This could easily lead to the 
disregarding of groups 1 and 2 as noise, bad results or methodological 
artefacts. As a consequence, the use of Jaccard as a metric could be 
dismissed simply as an inferior methodological choice or, conside-
ring the data used here, as lacking in terms of size or qualitative rep-
resentativeness. Nevertheless, I argue here that both of these metrics 
could tap into viable similarities between distributions, and that the-
re is a certain systematic similarity not only between the node word 
and its group-3 neighbours but also between its group-1 and group-2 
neighbours, regardless of how well they return the best synonym can-
didate for any given word. What they do yield is an informative perspe-
ctive on the distribution of the node word. I should also point out that 
neither the Jaccard nor the cosine approach used here proposes , 
which is perhaps the closest synonym of sairas (cf. e.g., Kielitoimiston 
sanakirja 2020) in modern Finnish, as a close neighbour. Interestingly 
Turku NLP Word2Vec (Luotolahti et al. 2015) models do not propose 
it either amongst its nearest neighbours - neither the one trained on 
the whole Suomi24 data nor the one trained on the Finnish TreeBank.

The assumption that both Jaccard and cosine would yield reasonable 
-

ctives on how distributions and meanings are connected. I discussed 
these two positions in Chapters 2 and 3 in the context of structuralist 
and usage-based views on distributions. 

Jaccard maps the whole usage range of a given word by a given set of 

number of distinct to shared types of distributional feature. This ap-
proach corresponds closely to how Zellig Harris (1954), for example, 
outlined his distributional operation (to the extent that one can say 

-
cant in cosine, too, but it also opens up another path through which 
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two words could cut their mutual distance. Two words with relatively 
few shared dimensions may be close to one another if some of the 
dimensions are highly important to both in terms of frequency. Thus, 
cosine could value local, intense areas of similarity. For the local area 
to have an impact, it has to be one in which both compared words 
have a relatively high concentration of their ”mass”. In this way, cosine 
is connected to the similarity of use in salient and distinct dimension 
types, which could intuitively be linked to entrenched patterns of use, 
predicted and emphasised in usage-based approaches to language.

Intuitively, one might presume that both of these approaches essen-
tially return the same candidates in the case of really good synonyms. 
Two words with highly similar meanings would imaginably share 
most of their distributional options and their most typical and sa-
lient uses. Interestingly, the observations presented below imply that 
no such candidates exist, not at least among the lexical items studied 
here. Moreover, the question of which approach to give precedence if 

operation is used to gather evidence for a meaning-related phenome-
non, the analyst must be open to its yielding results that are not imme-
diately corroborated by the intuitions of language users (or evaluated 
against their intuitive judgements). In short, the purpose for which 
the operation is used here is not to replicate the semantic intuitions 
of average language users, but to use observations about distributions 
to make further meaning-related observations that might be invisible 
otherwise. 

This general approach – that data and patterns related to frequencies 
and the frequency of co-occurrence can be used to make observations 
about language use regardless of whether the linguistic intuitions 
of language users can corroborate them – has been an established 
methodological standpoint in corpus linguistics for decades (cf. e.g., 
Sinclair 1991). The methodological implication is, however, that given 
the need to accept that the distributional operation may produce ar-

-
roborated by a representative sample of test subjects cannot be used 
as a yardstick. 

In this case, the focal point of evaluation is moved to linguistic ana-
lysis. The uncertainty related to that is whether the analyst’s scrutiny 
for artefacts and noise is considered reliable. This, however, applies 
equally to all linguistic methodologies relying on the analyst’s scruti-
ny to identify and characterise linguistic phenomena.
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The position selected here, , is that both cosine and Jaccard are 
connected to distributional consistency, and that such consistency 
may, in some (perhaps most) cases connect to meaning-related struc-
tures. I will give some examples of those in the following sub-sections. 
My aim is to highlight certain interesting tendencies such that they 
could perhaps be generalised outside the context of the six adjectives 
under scrutiny. I do not discuss the grounds for such generalisations 
here, however.

Applying the analytical tools discussed in Chapter 4, I aim to formu-

neighbour lists in a little more detail. All the dimensions in these ve-
ctor spaces are based on nominal heads of which the noun-adjecti-

charts the distributional restrictions or space of possible grammatical 
valencies and the semantic constraints of the studied items. Jaccard 
distance is based on how much these spaces of possibilities overlap 
in the given sample of language use, whereas cosine measurement 
emphasises the most frequent features  in each measured vector. 

Before going into more detail on this, I will show why the qualitative 
analysis of the heaviest dimensions makes sense and how the cosine 

dimension. This is taken up in Chapter 5.3.2. If the reader is well ac-
quainted with how Euclidean distance between unit vectors relates to 
cosine distance, it is perhaps advisable to proceed directly to Chapter 
5.3.3. Readers who are less familiar with computation-oriented lin-
guistics may be best helped by visual examples, bearing in mind how 
features aggregate to distances. I provide these in the next sub-section.

5.3.2 Cosine and the heaviest dimensions
Regardless of whether the distance is a cosine or a Jaccard measure, 
it could be described as the degree of overlap between areas corres-
ponding to the sum of values for each vector’s dimensions. Each value 
of a Jaccard measure could simply be considered one, making all di-
mensions of equal weight. Thus, the distance between two vectors is 
based solely on how much the count of their distinct dimensions push 
them apart. In that sense, there are no dimensions that would pull the 
vectors closer together, and all the dimensions are equal. With a co-
sine measure, however, individual dimensions may prise the vectors 
apart more than others. How these individual dimensions  contribute 
to the overall distance is perhaps best illustrated with a hypothetical 
example.
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Suppose there are two vectors, one for sairas and one for terve, scaled 
to be of the same magnitude (i.e. unit vectors). When the two vectors 
are visualised as histograms, the scores for each dimension of an area 
are comparable in size (although not the same size – as the sum scores 
of the unit vectors do not equal 1 or 100% – but thereabouts):

Graph 3: Exemplary, imagined vectors for sairas and terve, arranged by dimension 
weight

Graph 3 shows the dimensions arranged left to right according to 
the scores in descending order. Each number of on horizontal axis 
corresponds to the unique index of a dimension. They are not align-
ed between the vectors, however, so that the dimension number six 
would be the same dimension in both histograms. The cosine distan-
ce between two vectors depends on how the dimensions align: it is 
great if the high scores of one vector match the low scores of the other. 
The maximum distance is thus brought into alignment, whereby the 
rank orders are reversed, as in Graph 4 below.

Graph 4: Imagined vectors of sairas and terve, dimensions aligned to maximise 
distance
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each dimension, conversely reduced by overlap in each dimension. 
This overlap is visualised in Graph 5, the dimensions of Graph 4 being 
set on the same scale. The darkest colour depicts the area of overlap.

Graph 5: Imagined vectors of sairas and terve, the dimensions aligned 
to show the overlap in maximal distance

In short, the distance is equal to the sums of the areas left over from 
the overlap, and one could think of the pairwise similarity of word 
space vectors in terms of this overlap. The overlapping areas grow 
when the vectors resemble each other, as big scores are more likely to 
match with big rather than small scores. The alignment of dimensions 
in Graph 6 leads to the overlapping pattern in Graph 7, which shows 
an alignment with a considerably larger area of overlap and thus a 
smaller distance compared to that in Graph 5.

Graph 6: Imagined vectors for sairas and terve, a more realistic alignment of dimensi-
ons, arranged according to descending sairas weights
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Graph 7: Imagined vectors for sairas and terve, the same alignment as in Graph 6, but 
showing the overlap

Cosine similarity is mathematically close to the Euclidian distance 
between two vectors of equal size. They are not equal, but their rela-
tion is such that for any two pairs of vectors of the same length, if the 

second pair, the Euclidean distance is also greater. Thus, if the inte-
rest is in the closest neighbours and the dimensions that contribute 
to making the distances short, the Euclidean distance between L2-
normalised vectors (i.e. unit vectors scaled by their magnitude) and 

-
ces between dimensions are squared in the computation of Euclidean 

same goes for cosine distance. Hence, the high overlapping peaks 
-

servation that most distributions related to word frequencies follow a 
power curve and thus there are always relatively few dimensions with 
very high scores compared to the long tail of low scores, it immediate-
ly becomes clear how dimensions with the highest overlapping scores 
largely dictate the vector-similarity scores. One could even measure 
how much a given dimension contributes to the similarity of two ve-
ctors by computing its proportion of the total overlap. From here on I 
refer to the dimensions contributing the most as the heaviest dimen-
sions.

The predictability with which cosine blends distributional restric-
tions with distributional cues is now clear: what is frequent and recur-
ring is informative of a word’s meaning beyond its being established 
as simply as possible in terms of meaningfulness. Of course, what is 
frequent and recurring depends on the salient structures of a given 

-
gent factors in the data. A thread about ice hockey is much more li-
kely to include environments in which tuomari viheltää (‘the referee 
blows the whistle’: the word tuomari means both referee and judge in 
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Finnish) than a thread about a legal case. This contingent recurrence 
of certain features is the crux of the distributional cue. It also predicts 
that Jaccard and cosine could be systematically compared for gauging 
distributional restrictions and cues.

5.3.3 Salient patterns of sairas
Let us now look a little more closely at the neighbours of sairas to 
highlight some features that appear to be typical of how cosine as-

-
sairas include words 

such as mielisairas (‘mentally ill’), narsistinen (‘narcissistic’), harhainen 
(‘delusional’), väkivaltainen (‘violent’), denoting aberrant or even pat-
hological psychology or behaviour. Nor would it be far-fetched to cha-
racterise mielisairas as a direct hyponym of sairas. Although adjectives 
seldom form taxonomic systems (Pitkänen-Heikkilä, 2015), compound 
adjectives in particular – in a similar fashion to morphological oppo-

of the adjective. In this case, mieli
to in sairas resides in the mental faculties. 

Narsistinen and harhainen could also be thought of as sharing features 
of the meaning of sairas related to clinical, pathological, psychological 
states. Narsistinen -
hology – may, in turn, seem to be similarly related to mielisairas as mie-
lisairas is to sairas. The Finnish medical encylopaedia Terveyskirjasto 

antisocial personality disorders (Huttunen dlk00407).

In short, one could think of the qualities denoted by these adjectives 
as objects capable of forming taxonomical hierarchies based on the 

-
tion, the group-3 neighbours of sairas include words such as itsekäs 

kateellinen (‘jealous’), which are not equally pathologi-
cal as the ones mentioned above, nor do they represent clinical states: 
they rather designate unwanted psychological traits. Neighbours with 
a clinical link (narsistinen, mielisairas and harhainen) are often used in 
a very similar way, the reference to clinical concepts not being literal. 
However, at the same time they have the connection to clinical desig-
nation that kateellinen and itsekäs lack.

Examination of the shared heavy dimensions between sairas and the-
se group-3 neighbours indicates two sets with strong responsibility 
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sairas (or another of the 

behavioural patterns (such as käytös, huumori, huumorintaju, -
mielle or ), or explicitly contra-factual mental constructions (such 
as fantasia, kuvitelma or harhakuvitelma): the two groups are labelled 
the BEHAVIOUR and FANTASY groups, respectively. 

The second set, labelled the INSULT group, comprises constructions 
in which the head noun sairas denotes a person or people, but in a de-
nigrating or aggressive manner. These nouns are markedly vulgar and 

saasta  ‘pile 
of excrement’, nettikiusaaja ‘internet bully’, trolli ‘troll’, and so on. The 
nouns have relatively low frequencies, which is why their PMI scores 
with sairas are high. Quite a number of them are colloquial or stig-
matised medical references to mental health (e.g., kaheli ‘nutter’ and 

 ‘psychopath’), which combined with sairas or mielisairas 
form either tautological or contradictory expressions: terve -
ti (‘healthy psychopath’) would be a highly marked, even poetically 
aberrant and oxymoronic expression. 

However, the communicative intention in using these composite NPs 
is not to convey information about the referent, but rather to ampli-

-
ferent registers (Jakobson 1966) and levels of language. Besnier (1996) 
and Brown (1999: 224) made similar points.

The two sets comprise a considerable amount of the overlapping mass 
between sairas and its group-3 neighbours in both sequence- and de-
pendency-based head-selection vectors. For example, 87.9 per cent of 
the overlapping mass between sairas and mielisairas is an accumulati-
on of the 50 heaviest dimensions. Of these, 19 belong to the INSULT 
group (accumulating 35.7% of the total overlapping mass) and nine to 
the BEHAVIOUR and FANTASY groups combined (16.0% of the to-
tal overlapping mass). Corresponding shares with the other group-3 
neighbours are comparable. The proportions seem to be slightly hig-
her in the sequence-based approach, which would again be congru-
ent with the usage-based perspective: it is more likely that patterns in 

longer and more complex patterns. 

The derogatory and insulting utterances for which sairas, its 
neighbours and INSULT head-selections are used are easy enough to 
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recognise from the outset. It is also easy intuitively to see how they 
could form a pattern of language use with a distributional presence. 
Such a distributional presence is especially prominent if the vectors 
are PMI-weighted or there is a similar weighting scheme. A more dif-

acts in pragmatic terms, and to identify other, comparable categori-
es. For example, the term pragmatic function as employed by authors 
such as  Croft (1991), Thompson (1989) and Pajunen (1998) refers to 
how linguistic expressions participate in organising utterances into 
communicative actions. In this case the phenomenon is not related 
to structuring the communication as a whole: it is rather a category 
of related speech-act types. Not all of the insults are directed towards 
readers, for example, as some may refer to third persons, and many 
of them vary according to the level of aggressiveness and humour. 

distributional impacts, it is still worth charting how this particular 
sairas 

INSULT dimensions, as noted earlier, sho-

-

acts is not something that would concern proponents of the struc-
turalist notion of grammar or meaning, whereas it nicely highlights 
how distributions are structured around salient patterns of use in usa-
ge-based models. 

Whereas both cosine and Jaccard produce relatively similar clo-
sest-neighbour lists for sairas, the INSULT dimensions seem to int-
roduce a group of neighbours that are not present in Jaccard, namely 
group 3. Many of these could, out of context, be considered good can-
didates for semantic similarity with sairas, most of them being negati-
vely evaluative attributes of humans pointing towards unwanted psy-
chological traits. Some even share the connection of sairas to medical 
and clinical registers. 

However, these words are not brought into the proximity of sairas by 
their distributional features directly related to health or pathologies, 

in cases of cosine measurement, the potential to be used in these con-
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neighbour of sairas. This is interesting and surprising, for it is not that 
the data would include no discussion on health-related issues. Quite 
the contrary, health-related forums make up a considerable portion 

candidates. Methodologically this is also interesting, as it implies that 
simply being able to reproduce expected results does not mean that 
an operation has done so based on intuitively predictable features.

The observation that not all possible close synonyms (from the out-of-
context, literal perspective) of sairas
corroborates this. For example,  does not, which is one reason 
why it tends not to occur in closest-neighbour lists, and neither does 
its cardinal opposite terve. This explains, in part, why it is lower in the 
proximity rank in cosine than in Jaccard lists. A consequence of terve 

how sairas is used is that, in terms of rank order, sairas is closer to terve 
than terve is to sairas  is the 
closest neighbour of terve
exception being Jaccard-measured dependency space, in which sai-
ras is superseded by aikuinen (‘adult’). Overall, the closest-neighbour 
lists of sairas and terve are much closer to each other in the Jaccard 

the distributional structures indicating that not only are sairas and ter-
ve more similar, their respective neighbour lists are also more alike. 
This, again, indicates that something more systematic is going on in 
the structures into which Jaccard seems to tap. Some of this could be 

of sairas: as they are missing from terve, they push the sets of closest 
cosine neighbours further apart.

The major impact of the INSULT dimensions raises two questions. 
First, given all possible pragmatic phenomena, why does this aggres-

distributional similarities? Second, what does it say about a word’s 

It seems that, as a rule, derogatory and vulgar expressions, and per-

consistently assigns much weight. The mechanism through which this 
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co-selection. In other words, especially in modes of linguistic commu-

expressions tend to have a high probability of mutual co-occurrence. 
Internet discussion forums contrast strongly here with news journa-

-
sions are more restricted (cf. e.g., Koivunen et al 2021): they have high 
rates of mutual co-occurrence. Second, there is a very low probability 

ihmissaasta ’hu-
-

expressions, are reinforced from two directions: positively amplifying 
the rate of co-occurrence and negatively diminishing their use in less 

profanities and curse words must be tightly controlled for them to 
have maximal impact: if the frequency is too high, the expression is 

the other hand, too low a frequency might render the expression too 
obscure and cloud its immediate understanding, thus undermining 

Given the now known fact that the INSULT group accounts for a con-
siderable amount of the overlap that positions sairas and mielisairas 
close to each other, how telling this is of their respective meanings re-
mains unclear. In other words, what does it say about their meanings 

function? Conversely, what does it say about the meaning of terve and 
 that they do not? It could be argued that being of service in de-

be used in contexts such as these. The observation that these features 
bring together words with similar meanings to begin with corrobora-
tes this. Thus there must be some leeway in how the relevant patterns 
of use employ a range of semantically similar expressions.
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-
se words certainly play some part, I would argue that the tendency is a 

that could take any sickness-designating expression and turn it into 
an insult. The relevant distributional features are concentrated on the 

-
ctive, there is no reason why  could not be used in these contexts 
although it observably is not. After all,  is equally used as a collo-
quial positive evaluative (‘rad, sick’), just like sairas. 

-
terisation of the meanings of these words. I maintain that they should 

the concepts they designate. Although  and sairas can be used in 
contexts of use to refer to similar qualities or states,  the qualities and 

The same goes for the polarity between sairas and terve, which is one 
conceptualisation to which sairas can refer, but which does not serve 
as the basis of those patterns, either.

The above observations also challenge the concept of the distributio-

from semantic restrictions stands, and is corroborated here. There are 
two kinds of extractable meaning-related information, one based on 
Jaccard distance and the other on cosine. However, the cosine patterns 

of distributional cues. It is not a question of  propositional fragments, 
traces of things often said about things that are sairas. Neither would it 
be satisfactory to characterise them simply as distributional markers. 

-

speech acts in question provides more detailed information than the 

of meaning what is comparable to a lexicographic note, namely that 
a given word is often an insult. Moreover, from a purely operational 
perspective, the above analysis gives reason to assume that if any word 

will skew the meaning towards them.
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5.3.4 Jaccard and contrasting distributional  
restrictions

distributional restrictions indeed could be connected to the mea-
ning-related structures that dictate the boundaries of meaningful use. 
If so, they could be used to produce a characterisation that could, in 
turn, be plausibly connected to the semantic features of those words. 
It was operationally a relatively straightforward task to pinpoint co-
sine distances in salient or entrenched patterns, but it is somewhat 

to Jaccard proximity. 

As observed, cosine distance is essentially reducible to a limited num-
ber of heavy dimensions or frequent environment types, which can be 
analysed manually by triangulating the words sharing the given set of 
dimensions, the dimensions themselves and the environments pro-

all the distributional features are  represented equally, and the distan-
ce equals the number of shared types compared to the total number 

-
nts that would allow interpretative observations. Everything is thus 
much more dispersed and unfocused. Given the equal focus on the 
whole area falling inside the distribution, the most fruitful analytical 
approach is to consider distinctions, in other words to look at sets of 
dimensions that are consistently excluded from the distributions of 
one set of words and consistently included in the other.

that the former tend to show smaller distances for words from a relati-
-

rence in set size contributes directly to the Jaccard distance. Indirectly, 
it means giving precedence of proximity to words that are equal in 
their levels of abstractness. This conjecture derives from the notion 
that the number of feature types indicates the breadth of applicability. 
The more potential contexts of use a word has, the less it is semanti-

-
tions, which in turn translates as wider meaning. This tendency cer-
tainly holds in the set of words studied here: Compared to the other 
adjectives in their respective semantic domains, the canonical opposi-
te pairs (the six adjectives selected as the focus of the study) have con-
siderably higher frequencies (and distributional feature-type counts) 
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than the other words in the same domains. They also carry conside-
rably more general meanings. Of the basic high-frequency adjectives, 
by far the most frequent is vanha. I have already shown that vanha is 
semantically the widest (or least restricted) of these words given that 
it has two canonical opposites, nuori and uusi. In other words, the se-
mantic restrictions on whether the use of nuori or uusi is appropriate 
do not hold with vanha.

As noted in the previous section, the Jaccard metric prioritised proad-
jectives and other adjectives with indexical meanings (in group 2) in 
the nearest-neighbour lists for all six adjectives. It is tempting to read 
some kind of conceptual structuredness in the proximities of these 
highly general and widely applicable words. However, the proadjecti-
ves et cetera are best thought of as markers of wide distribution, and 
not just in the type-token ratios of their distributional features, but 
also in the width of those features in terms of lexical and semantic 
categories. Nevertheless, the relevant information should be obtained 
from the list of each proadjective.

The proximity lists in themselves do not reveal much about the pos-
sible links to a meaning structure. A more informative approach could 
be to compare the adjectives in relatively similar frequency bands for 

end, the adjectives are paired with their canonical opposites to focus 
on the connection between the selection restrictions and a more con-
ceptual level of meaning. It is widely accepted that canonical opposi-
tes share a considerable degree of semantic similarity (e.g., Lyons 1977, 
Murphy 2010). 

-
cting the qualities denoted by the lexical expressions. For example, 
Langacker’s (1990: 175–176) schematic description of the concept of 
[TALL] only includes a relative position on a vertical scale as its con-
tent. Correspondingly, [SHORT] would be identical otherwise, except 
for its location on that scale. 

Murphy (2010: 11) refers to cases in which the oppositional relation (as 

the quality in question is referenced and could thus be considered 
conceptual. In other cases, however, it follows the words in question, 

motivate the oppositional relation. 
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For example, Kielitoimiston sanakirja (KTS 2020) refers to the collo-
quial use of sairas as a general, intensifying adjective meaning ’strong, 
great, immense’, as in minulla on sairas  (‘I have an immense 
headache’). The oppositional relation to terve is not retained in this 

sairas. On the other hand, the oppositional relation with 
köyhä is retained in the second sense listed in KTS (2020) for rikas, na-

rikas eläimistö (‘rich fauna’) rikas kieli (‘vivid and lively idiolect’). 

Murphy (2010: 12–13) argues that semantic relations should be best 
thought of as a subgroup of special metalexical concepts, which are 
cognitive representations of a language user’s experiences of langua-
ge that is beyond their linguistic capacities. Semantic relations would 
then belong neither to the mental lexicon nor to  grammar (nor to  the 
usage-based combination of the two). She rather sees them as con-
ceptions about language use, similar to observations and opinions 
about current buzzwords or annoying expressions used by some de-
mographic groups, whose language one detests.

Like Murphy, I have reservations about the kind of status given to se-
mantic relations in language. That said, I heuristically take for grant-
ed the systematic, conceptual similarity of canonical opposite pairs. I 
assume that when the head selection distributions are combined so 
as to include only the dimensions that both opposite pairs share, they 

-
larity. 

All of the six canonical adjectives prototypically modify person-den-
oting nouns. This general position is expressed in -
kirja (KTS), for example, which either lists human-qualifying uses as 

”persons or other living organisms”. This does not mean – in terms of 

nominal heads, especially in this dataset. However, the prototypicality 
of human nominal heads (and the denotata of prototypically human 
qualities) are taken as assumed starting points in this study. 

Two groups of dimensions for each oppositional pairs are analysed, 
namely exclusively shared and mutually excluded. The former are 
shared by a given oppositional pair and only them, whereas the lat-
ter are shared by at least two of the other four adjectives but neither 
member of the pair. One consequence of exclusively analysing sha-
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red and mutually excluded dimensions is that the head selections 
they reveal do not include the head nouns that are  exclusive to either 
pair. Instead, the majority comprises those in which the distinction 
between them is contextually relevant. Thus, the only head dimensi-
ons analysed are those that co-occur with either pair in this dataset, 
as manifested by observed occurrences. This has varying implica-
tions for each pair. In the case of sairas, this means that dimensions 

INSULT 
heads) would likely be disregarded by virtue of terve not having them. 
Howeve, as was mentioned also earlier, these dimensions are much 
less prominent in Jaccard spaces in any case

In some cases this is positive, in that it makes it easier to concentrate 
on features shared by both members of the pair and to focus on the se-
mantic features. The use of sairas
is not the main focus of interest now. On the other hand, in some ca-
ses the invisibility of dimensions distinctive to either or opposite pair 
could be seen as less than satisfactory. 

For example, there might be conceptually related and consistent di-
mension pairs  (such as nuori  vs vanha ukko ‘young child’ vs ‘old 

-
xical selection of the head noun. In these cases, the heads could give 
a skewed view of each adjective’s distributions. This is important to 
keep in mind, because some of the following argumentation is based 
on negative observation. The fact that dimension types such as these 
are not found in the shared dimensions – although they could possib-
ly be found independently in the dimensions of each member of the 
pair – should be taken into account. 

I will now provide some examples of meaning-related structures that 
surface when the exclusively shared dimensions are analysed in fur-
ther detail. The aim is not to carry out a comprehensive study of the 
semantics of the selected adjectives, it is to highlight and exemplify 

One such feature – observable in the exclusively shared and mutually 
excluded dimensions – is whether or not the quality or property den-
oted by the adjective is inherited in the part-whole hierarchy of the 
concept denoted by the head noun. Although the discussion in the 
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description of these distinctions is quite extensive, the main argument 
is that distributional distinctions based on the Jaccard metric captu-
re conceptual structures that are similar and perhaps closely related 
to the notion of variation in gradability. As gradibility is perhaps the 
most central semantic feature discussed in the study of adjectival se-
mantics, it is interesting to note something similar emerges, when the 
distributions of the oppositional adjective pairs are contrasted to the 
other pairs.

For the lack of a better term, the semantic property of an adjective 
on which these distinctions are based is labelled its meronymic in-
heritability. In short, it is about whether the property denoted by the 
adjective can be equally assigned to the meronyms of its prototypical 
carriers.

Of the adjectives studied here, sairas and terve and vanha and nuori ex-
hibit dimensions related to meronymic inheritability, whereas köyhä 
and rikas do not. The prototypical carrier of the properties designated 
by the six adjectives, a person, is divisible into parts either physically 
(limbs, organs and so on) or, perhaps metaphorically, as psychological 
or spiritual constituents. Physical parts include nouns such as -

 ‘skull, noggin’, kasvot ’face, visage’,  ‘thyroid’ and käsi 
‘hand, arm’, whereas psychological constituents include sielu ’soul’, 
mieli ‘mind’ and asenne ‘attitude’.

 and terve have 45 head nouns in the sequence-based and 31 in 
the dependency-based analysis, which occur with both of them, yet do 
not occur with the other four canonical adjectives (i.e. they are exclu-
sively shared by them). More than half (27 and 16, respectively) are 
nouns that could be interpreted as meronyms of person. Interestingly, 
just a handful of those are physical parts (  ‘skull, noggin’, solu 
‘cell’, ulkonäkö ‘physical appearance’, kynsi ‘nail’ and  
‘thyroid’); the majority represent parts of a more metaphorical – psy-
chological or mental – nature, such as  ‘addiction’, syyllisyys 
‘guilt’, mielikuvitus ‘imagination’, moraali ’morality’. These are essen-

BEHAVIOUR and FANTASY 
earlier. Correspondingly, vanha and nuori have naama (‘face’), kasvot 
(‘visage’) and assorted words for genitalia. Meronyms of person are 
also present in dimensions exclusive to vanha / nuori, but they are not 
very prevalent: 15 and 8 out of 274 and 290, respectively, belong to this 
category. 
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In contrast, rikas and köyhä have no comparable dimensions. 
Correspondingly, their mutually excluded dimensions include nilkka 
(‘ankle’), lihas (‘muscle’), kudos (‘tissue’),  (‘body’), äly (‘intellect’), 
suoli (‘bowel, intestine’) and näkö (‘sight’), among quite a high number 
of other body parts and psychological traits (4.4 +- 1.8% with a 95% 

-
mensions belonged to this group). The exclusion of these meronymic 
heads is so strict as to approach the boundaries of meaningfulness in 

context – what a rich kidney means. 

Further, the meronymically inheritable adjectives fall into two sub-
categories: those with implied inheritability and those without. This 
division is based on whether or not the property implies it is inherited 
across the meronymic hierarchy if one member has it. Of these, vanha 
and nuori imply meronymic inheritability, whereas sairas and terve do 
not. In other words, if someone is considered vanha, all of their sub-
parts are generally also thought to be vanha. If a person is described 
as sairas, it does not necessarily entail that all of their possible consti-
tuent parts are also sick. It is more commonplace to assume that phy-

Interestingly, meronymic inheritability opens up secondary dimensi-
ons of gradeability for adjectives that are gradable and have non-imp-
licating inheritability. It can be graded in terms of how severely or in-

sairas, a person may be very sick if they 

very severe one. In the case of implicating inheritable and gradable 
adjectives, this secondary axis does not exist. If one part of the whole 
or the whole itself is considered to have the property, it is equally car-
ried by its parts. 

The inheritability may explain the use of intensifying or quantifying 

as valmis (’ready’). On the subject of gradeability, Lyons (1977), for 
example, would consider valmis to be ungradable as there is no midd-

such as melkein valmis (‘almost ready’) are very common and idioma-
tic. From the perspective of meronymic inheritability, the thing being 
done consists of multiple subtasks (parts), of which almost all are rea-
dy, but as the readiness of one part implies readiness of the other parts 
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or of the whole, it leaves the whole in the middle ground between rea-
dy and not ready. Table 3 below shows the meronymic inheritability 
of the pairs.

sairas / terve köyhä / rikas nuori / vanha

Meronymical indepen-
dence

No meronymical impli-
cation

Meronymical depen-
dence

Table 3: The variations of meronymic inheritance

In the case of sairas, if the location of the sickness is salient to the ove-
rall well-being of the person, the person is considered sick as a whole. 
If the location is atypical and peripheral, this is less likely. Moreover, 
there are no inter-co-meronymy implications regarding sickness: a 
person with a severe heart condition might have a perfectly healthy 
digestive system, and so on. Contrast this to the case of the pair nuori 
/ vanha. This, too, allows for meaningful division into smaller consti-
tuent pieces, but unlike sairas / terve, there is a strong implication of 
property values between co-meronyms and between the part and the 
whole. In other words, all parts (limbs, organs and other body parts) 
are assumed to be of the same age as the person as a whole. This as-
sumption is contested in idioms such as someone being  or 

, but the obvious metaphoricity of such examples works 
more to strengthen the general assumption than to diminish it. 

In common use, the meronymic heads of sairas / terve and vanha / nuo-
ri sairas / terve + part-of-a-person 
(regardless of whether that part is literal or metaphorical) are used to 
describe a person or their condition, the meronyms in the vanha / nuo-
ri constructs are used metonymically to refer to the person as a whole:

Example 1
Suomalaiset endokrinologit haluaisivat rajoittaa annoksen siihen 
, mitä terve kilpirauhanen tuottaa.
’Finnish endocrinologists would like to limit the dose to what a 
healthy thyroid produces.’



171

Example 2
se lisää työllisyyttä kun pitää ottaa uusia toimitusjohtajia, [ei6] istu 
vanhat homehtuneet pyllyt samoilla palleilla aina..
‘The employment rate goes up when hiring new CEOs, the old 
mouldy buttocks will not be sitting on the same chairs all the 
time...’

adjectives. One could refer to an old or a young person as a whole 
by their old or young parts, as the inheritance of the quality between 
the parts and the whole is entailed by the adjective. This seems not 
to be the case with sairas / terve. Similarly, oppositional relations are 

state of health, may have  or , whereas it would be 
odd to describe n as having , even bordering on 
meaningfulness (with the possible exception of organ transplants, for 
example). 

-
jectives requires a certain conceptual form of the head noun, namely 
that of being divisible into smaller parts, a property enjoyed by most 
material objects. If this is the case, then why do rikas and köyhä have 
no inheritability, given that they are well capable of modifying the 
same, prototypically human head nouns as sairas, terve, vanha and 
nuori? The answer is that although they do modify the same nouns 
(constructions such as vanha ja köyhä are not uncommon by any 

referent. In the Generative Lexicon, type coercion serves to handle 
instances such as when an adjective is used to modify a head with a se-
mantic type that is not compatible with the semantic structure of the 
adjective. In this case, the meaning of the noun is coerced into a type 

 (‘fast 
car’) are results of such coercion, as speed is a property of movement 
and thus a process, whereas a car is a material object. In this case, ’the 
capability to be driven fast’ is a product of querying a suitable meaning 

Schreuder 2013) This does not mean that constructions such as  
 (‘fast and heavy car’) are ungrammatical or unmeaning-

ful. Similarly, in this case rikas coerces the person-referent type into a 
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form that links up to social structures that make owning things and 
material possessions possible, not the material aspects related to the 
physical body, required by vanha and sairas. In Cognitive Grammar, 
the schema of rikas would include information about which aspects 
of the noun are used to elaborate its base (Langacker 1990, Leino 1993: 
91–93). That the base is incompatible with the notion of divisibility is 
part of its schematic description.

Regarding the vector space representations of word distributions, the 

meronymically inheritable and uninheritable adjectives, but not 
between its implied and un-implied variations. Further, the distribu-
tional similarity caused by this inheritability is recognised if the ad-
jectives have the same prototypical heads, bringing with them their 
prototypical subdivisions that could function as overlapping dimen-
sions. For example, if the selection of studied adjectives had included 
rikkinäinen (‘broken’), its similarity based on this feature would have 
gone undetected because its prototypical head nouns are material, 
inanimate objects such as machines, tools or vehicles. However, it 
would have similarity with other adjectives with similar typical heads, 
and with similar tendencies towards inheritability.

Whereas divisibility and meronymic implications are unmistakably 
conceptual and seem to tease out some boundaries regarding mea-
ningfulness (and thus distributional restrictions), person-denoting 

-
ctives under scrutiny. The largest segment of person heads occurs in 
the pair vanha / nuori, with 119 of 274 and 125 of 290, respectively, of 
exclusively shared dimensions in sequence and dependency-based 
spaces falling into this category. Further analysis of the exclusive head 
selection for this pair reveals that  the largest subgroups within them 

-
sed expressions for men and women (28 and 28).  

The latter group is closely related to meronymic inheritability and the 
-

ring to a person by one of their bodyparts is a normal metonymical 
reference where a part is used to refer to the whole. The meronymic 
occurrences predominantly modify nouns denoting genitalia or other 
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sexualised aspects of the human physique. This is connected to the 
overall tendency in this data set, in which age often arises in the con-
text of sexual eligibility.

This is not a matter of distributional restriction, as was the case with 
meronymic inheritability, it is a distributional cue pointing towards 
a contingent, culturally conventional and data-idiosyncratic conne-
ction between age and sexual eligibility. Although the connection 
between age and sexuality is a culturally prevalent theme, it would 
be strange to project it as part of the semantic or conceptual meaning 
of either nuori or vanha in a way that would contrast them against the 

sexualised head nouns with rikas / köyhä or terve / sairas less meaning-
ful, yet they only occur with vanha / nuori. Although I maintain that 
the distinction in meronymic inheritability projected by the head se-
lection is well-grounded, it is also quite interesting that this other type 
of meaning-related structure seems to be connected to a very similar 
distributional structure. In the case of sairas / terve, there are no per-
son-denoting heads that would match the meronyms in the same way 
as with vanha / nuori. It thus seems that these two layers of meaning in 
the latter case interact: the connotational connection to sexual eligibi-
lity is enabled by the meronymic inheritability of vanha / nuori.

Person-denoting nouns also constitute sizeable contingents of the 
exclusive dimensions of rikas / köyhä (7 out of 21 and 10 out of 38 for 
sequence and dependency-based vectors, respectively). As with vanha 
/ nuori, the selection of person-denoting heads is connected to con-
tingent contexts in which the evaluation of some person-denoting 
head nouns as either rich or poor is relevant. Interestingly, the largest, 
clear semantically motivated subgroup within these comprises the 
designations for rural people and professions: maalainen ‘countrysi-
de dweller’, talonpoika ‘peasant’, maajussi ‘hay hat’ and maanviljelijä 
’farmer’. This, again, is attributable to idiosyncratic features related 
to the discourse of wealth in the data, in which the contested econo-
mic status of farmers is a recurring topic. Given the general populist 
nature of political and economic discussion, it is not surprising that 
farmers are described both as a hardworking group oppressed by ur-

subsidies. The ironic tone is indicated by the use of quotation marks 
(Examples 3 and 4), an irregular word order (Example 5) and marked 
vocabulary (messias ‘essiah’ in Example 5).
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Example 3
No entäs nuo rikkaiden ”Maanviljelijöiden” tukiaiset tuloja ne ole 
tarpeetomia noille ”Nalleille”?
’Well, how about the subsidies for the rich ”farmers”, they are un-
necessary income for those ”Nalles” [Nalle is a popular nickname 

subsidies] ’

Example 4
eu muistaa tukea meidän ”köyhää maanviljelijää”
‘The EU remembers to support our “poor farmers”’

Toivottavasti meidän [ei] elättää enää tarvitse tuota ” köyhää ” 
maanviljelijää.
’Let’s hope that we no longer have to support that ”poor” farmer.’

Example 5
Olet kaikkien köyhien maanviljelijöiden viimeinen toivo ja mes-
sias
“You are the last hope and the messiah for all poor farmers”

In addition to the above are some ethnic designations (amerikkalainen 
‘American’, arabi ‘arab’) and person-denoting nouns that relate more 
directly to money and wealth (  ‘inheritor’,  ‘banker’). 
The last-mentioned are connected to the tendency of the pair rikas / 
köyhä to receive nominal heads related to the semantic domain of mo-
ney. Along with the two money-related person nouns, the heads for ri-
kas / köyhä include nouns that denote units of wealth or money: omai-
suus ‘fortune, estate, wealth’, elintaso ‘living standard’, ostos ‘purchase’, 
etuus sosiaalituki ‘welfare aid’ and satanen ‘hund-
red-euro banknote’. That head types related directly to the domain of 
money are more typical of rikas / köyhä than explicitly health-related 
heads are to sairas / terve

between the opposite pairs such that things relating to health, which 
is assigned the quality of sickness, are very seldom assigned the quali-
ty of health, and so on. Nevertheless, there would be no reason to as-
sume, if that were the case, that rikas / köyhä would behave in the same 
way, namely having typically rich and typically poor things in their 
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distinctive head selection. The observation that there is a relatively 
high number of exclusively shared domain-marking head nouns com-
pared to the two other canonical pairs still stands.

I have now considered how, within the very narrow space of distri-
butional information, the number of meaning-related things seems 

cues and domain markers are already present at this level, and they 
contribute to the distributional representations. At the same time, the 

distributional markers and distributional cues linked rikas and köyhä 
-

cations within them. There was no similar connection to the domain 
sairas and terve. 

, terve, vanha and nuori showed positive markers of one of their 
shared conceptual features, meronymic inheritability, whereas this 
corresponded, as it should have, with the lack of such markers for köy-
hä and rikas, given that they do not have the corresponding semantic 
feature. 

conceptual features would probably have been observed. This does 
not explain why sairas and terve did not show distributional cues or 
markers related to health, however. It thus seems that words have re-

are prototypically connected. The idiosyncracy is further driven by 
peculiarities in the dataset, in this case Suomi24 and its conversational 
and discoursal conventions.

5. 4 Bigram spaces

5.4.1 Background
Although there was some alternation between the dependency and 

of a vector space is expanded such that any adjacent words, regardless 
of their syntactic relations, serve as features, and words occurring on 
the left-hand side of the node word are also allowed. Having charted 
the general trends and the most striking observations regarding the 
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-
butional representation changes when the view is expanded.

Among the retained neighbours, the dimensions inherited from the 
-

ping vector mass. Hence, the accumulated similarity inherited from 
-

cases they reinforce the existing similarities, but in others they push 
words apart. Given that all the words have distinct combinations of 
dimensions, it is not straightforward to make general observations 
about tendencies. The main interest in this section is to examine what 
meaning-related structures may be connected to dimensions that are 

space, thus these dimensions are sometimes referred to as new becau-

in the previous section.

The analysis in this section concentrates on cosine-measured spaces. 
The reason for this is practical: cosine measurement does not treat 
dimensions as equal, and variation in their weighting allows the con-

This would be impossible with Jaccard measurement because each 

has a much higher number of dimensions, there being two features 
for every occurrence of a node word, compared to around one feature 

The analysis concentrates on the neighbourhoods that constitute the 
closest 30 words to a given node word (e.g., sairas) according to cosine 
measurement. The starting point is that all these words share some 
distributional properties (i.e. dimensions or groups of dimensions) 
with the node word. If the properties are connected to meanings, then 
these neighbours should show some meaning-related similarities. In 
other words, if distributional properties and meaning-related structu-
res are systematically connected, the evidence for this connection is 
stronger than it would  be if only the node word were considered. In 
practice, this means some kind of cross-referencing between words in 
the neighbourhoods and important distributional groups. Essentially, 
the analysis targets the meaning-related structures of each studied 
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word by comparing its distributional features to the features of its 
neighbours for systematic correspondence.

I will extract two groups of dimensions from the 30 closest neighbours 
per studied word: 1) those with a high average overlap between the 
neighbours and the studied word and 2) those with the largest amount 

-
dencies binding together the neighbourhood as a whole, whereas 

group wide dimensions (because the impact is spread widely) and 
the second one heavy dimensions (because of the strong but possibly 
compact impact). It may be that some dimensions are both wide and 
heavy, but this is not very common. For the most part, I treat wide and 
heavy dimensions as a singular group in the analysis, and use the 50 
heaviest and 50 widest .

What these dimensions are, how they relate to their respective node 
words and to what meaning-related things they are apparently con-

node words are used in the data, even if the words selected for analysis 
could be described as semantically relatively simple. In reality, usa-

distributions. 

in their respective nominal uses. Usage as a noun is more stable 
among some of the adjectives analysed here, accruing semantic fea-
tures not necessarily entirely transparent, whereas among others it is 

the heavy and wide dimensions include aspects related to nominal 

are more typical of  adjectival usage (5.1.2)  and then move on to the 
nominal dimensions (5.1.3).

-
ties is based largely on syntactic criteria. This, again, is for practical 

consistently reproduced than those based on semantic judgements. 
Semantic consistency is analysed within each syntactic group, and 
possibly connected to other similar semantic subgroups. There is no 
assumption here of any hierarchy between syntactic and semantic 
features, quite the contrary: the distinction between them is only used 
for analytical purposes.
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In general, verbal dimensions (in which the dimension word is a verb) 
are closely related to verbal argument selection, and for that reason 

discussed in Chapter 5.2 they are the most category-typical groups. 

of which are more typical of adjectival usage, some of nominal usage. 
Correlation scores between the dimension categories typical of nouns 
tend to be relatively high. That is to say, if a given neighbour has high 
scores in one noun-typical category, it is also likely to have high scores 
in other noun-typical categories. For example, scores on genitive-mo-

right-side and left-side verb dimensions usually have relatively strong 
correlations (ranging from 0.63 to 0.79) and relatively high negative 

-0.33 to -0.51). In short, neighbours with high scores on dimensions re-

less likely to have high scores in dimensions representing environme-
nts in which they occur in a place that is typical for subject or object 
arguments of a verb, and so on.

In themselves, these correlation rates would perhaps not be conside-
red particularly high, but correlations between the dimension groups 
tend to be very modest if at all noticeable. This simply shows how 
the expansion of syntactic relations to include nominal usage brings 

However, correlations between dimensions related to adjectival and 
nominal usage, respectively, are not very strong in general because the 
neighbourhoods contain a considerable number of adjectives with 
established dual uses as both nouns and adjectives (such as työtön 
‘unemployed’), and the exclusivity of a given dimension type to either 
adjectives or nouns is seldom without exceptions. 

It is also worth pointing out that the studied adjective pairs vary in how 
their overlapping dimensions split into typically adjectival and nomi-
nal uses and, correspondingly, the extent to which their neighbour-
hoods have words from either grammatical category. In general, sairas 
and terve have high numbers of overlapping dimensions related to ad-
jectival usage, whereas köyhä and rikas have high numbers related to 
typically nominal usage. Vanha and nuori
vanha skewing towards adjectival and nuori towards nominal use. 
However, the comparative form of vanha, vanhemmat (most typically 
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‘parents’ although the productive compositional ‘older’ + plural also 
occurs), is included in the distribution of vanha here, which brings 
with it obvious nominal environments. Moreover, and perhaps relat-
ed to this, köyhä and rikas share many more of their closest neighbours 
than either sairas and terve or vanha and nuori. Of the total 54 unique 
neighbours accrued as new by the lemmatised bigram spaces, 38 ap-
pear as neighbours of both köyhä and rikas. 

5.4.2 Adjectival dimensions

In general, usage in syntactic positions typical of adjectives is most 
7 representing intensifying 

expressions (mostly adverbs and particles), which function to modify 
adjectives by specifying a given area in the scaled property they de-
signate. Other expressions similarly used, such as nominal genitive 

(VISK 2008: § 664). According to VISK (2008: § 647 – 667), adverbs and 
other adverb-like expressions (some particles, some specialised forms 
of otherwise full nouns) in Finnish generally modify predicating 
expressions in clauses and are categorised into six functional groups: 
temporal, spatial, habitual, intensifying, quantifying and commenting 
(including modal adverbs). Intensifying adverbs are generally adjecti-

With regard to other adverbs, the extent to which a given word can be 
used across functions seems to depend on its lexical (and semantic) 
properties. These properties are features of characterisations, which 
in Cognitive Grammar are conceptualisd as grammatical valency and 
in Generative Lexicon as type coercion. In general, the tendency of 

capacity for predication. In this regard, if adjectives are used for predi-
-

bials. For the same reason, predicative clauses may produce sequences 
in which the relation between an adverb and a noun is reminiscent of 

adverbs still receive scores as dimensions of nominal node words.

Of the adjective pairs analysed here, sairas and terve stand out in the 
adverb 
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dimensions from here on refer to adverbs used in an adverb-like 
way, whether true adverbs, specialised nominal forms or particles). 
Consequently, more of the overlapping mass between them and their 
nearest neighbours comprises adverb dimensions than with the other 
four adjectives. As a rule, the dimensions studied in this sub-section 
are the 50 heaviest and 50 widest for each member of the oppositio-
nal pair. The lists are then merged and the duplicates removed, which 
leaves 173, 164 and 163 key dimensions for sairas / terve, köyhä / rikas 
and nuori / vanha, respectively. Of these, adverb dimensions comprise 
69 for sairas / terve, but only 21 for köyhä / rikas and 20 for nuori / vanha, 

-
ry. They modify the extent or degree to which the quality or proper-
ty denoted by the head adjective applies (VISK 2004: § 664), thereby 
setting that quality or property in terms of gradeability. High scores 
signal the frequent contextual importance of (or other pragmatic mo-
tivation for intensifying) that gradeability: 37 of the sairas / terve ad-

sairas / 
terve:  (‘badly’), vakavasti (‘seriously’) vaikeasti (‘severely), -
tumattomasti (‘incurably’),  (’permanently’). In the context 
of health, all of the above are idiomatic adverbs predominantly desig-
nating the severity of the condition rather than anything else. 

Rikas / köyhä
nuori / vanha have four upward and two downward. In addition, the 
major groups of remaining adverbial dimensions include the modal 

-
bitual descriptive dimensions, primarily -sti  derivations of adjectival 

-

grammatical, semantic and functional features that perhaps represent 
the distributional patterns of the six adjectives, rather than staying 

more generally), such as in VISK (2008).

In sum, the four dimensional types modifying the node adjective are 
grouped as intensifying, habitual, modal and severity dimensions. I 
discuss each of them below under their respective headings.
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restricted group and only reside in this left-side slot, their distribution 
-

on these dimensions. This is worth noting, in that the sequence-based 
-

words, one dimension may represent more than one syntactic relation 

dimensions restrict the overlap they generally provide for adjectives. 

Interestingly, although lexically restricted to modifying other adjecti-
ves, intensifying adjectives in Finnish are not syntactically restricted 
to modifying words occurring in adjectival syntactic positions (i.e., ad-

-

they are used in otherwise noun-typical syntactic positions:

Example 6
[...], joka ajaa ainoastaan ökymaatilallisten ja todella rikkaiden 
asioita.
’[...], who only  promotes the interests of opulent farm owners and 
the seriously rich

In Example 6 above, todella rikkaiden is a genitive-case possessive mo-
asioita ‘interests, issues’) of the clause, 

and forms a coordinated NP with a nominal ökymaatilallisten. It has a 
-

ral. This shows how even very clear distributional markers of nominal 
versus adjectival use can coincide in the same context, and how the 
adjective-noun category in Finnish could not be dealt with entirely by 
referring to polysemy, let alone homonymy.

As is to be expected given the sheer number of relevant dimensions, 
sairas / terve on the one hand and köyhä / rikas and nuori / vanha on 

dimensions or an overlapping mass in the neighbourhoods of köyhä 
/ rikas and vanha / nuori -

between opposite-pair neighbourhoods regarding upwards versus 
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sairas and terve 
-

ons are almost identical (t-test score p = 39.6%8

Terve has extensive overlap with its neighbours on these dimensions, 
whereas sairas does not. This observation is congruent with a point 

-
sional adjectives. Given that sairas is considered negatively connotat-
ed, a move on the scale from fully healthy to sick is rather expressed 
as “almost healthy” rather than “a bit sick” in positively evaluative 
contexts. 

The following analysis concentrates mostly on sairas and terve, simply 
because the other two pairs do not have so many intensifying adverb 
dimensions. I mention them if they show some relevance to the ove-
rall discussion, however. When the words that, in the bigram-based 
spaces, are closest to sairas, the highest scores on the intensifying-ad-
verb dimensions are observed for vastenmielinen (‘repulsive’), nauret-
tava (‘ridiculous’), itsekäs kiero (‘crooked’),  (‘stupid’) 
and tyhmä (‘dumb’). For the neighbours of terve vahva (‘strong’), heik-
ko (‘weak’), herkkä (‘delicate, sensitive’) and onnellinen (‘happy’). The 
top downward-intensifying neighbours are all those of terve: normaali 
(‘normal’), siedettävä (‘tolerable’), asiallinen (‘decent’), järkevä (‘reaso-
nable’),  (‘smart’), hyväkuntoinen (’in good shape, in good condi-
tion’) and rauhallinen (‘peaceful, relaxed’), with the exception of the 
pro-adjective samanlainen (‘similar’), which occurs in both neighbour-
hoods.

The lists seem to support the observation that the intensifying dimen-
sions carry information related to evaluation rather than just marking 
the possibility of gradeability. Both sairas and terve frequently have 

as well as relatively simple and broad meanings and clear evaluative 
value (evaluative in the sense used by e.g., Bednarek 2009). Tyhmä, 

-
mea (‘handsome’) and kallis (‘expensive’) also appear in similar lists 
for the other four adjectives. Fiksu occurs in all of the lists, and tyhmä 
in most of them. Rather than literally pointing towards mental capaci-
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ties, these adjectives ( , tyhmä and typerä) are most frequently used 
to express broad ranges of subjective approval or disapproval. 

A glance at some of the outside occurrences of sairas -
tuition. For example, the frequently occurring combination tosi tyhmä 
(Example 6 below) is seldom used with reference to something being 
literally moronic; it rather combines all sorts of negatively evaluated 
traits, some of which are more to do with a lack of intellect (short-sight-

recklessness or just inappropriateness in a very broad manner:

Example 7
Mun mielestä on esim. tosi tyhmää haukkua ulkonäön perusteel-
la!
I think it is, for example, really dumb to bad-mouth someone be-
cause of their appearance!

In addition to these high-frequency words, sairas in particular has 
itsekäs, vastenmielinen and kiero), 

out-of-context meanings, while being at least as strongly evaluative. 
Terve has a corresponding set of words, but they are mostly to be found 

siedettävä, asiallinen, hyväkuntoinen 
and rauhallinen are good examples. Although at least two neighbours 
of sairas, kiero and itsekäs are unmistakably humane qualities, none of 
the terve neighbours are, at least not to the same degree. They all have 

For example, most instances of the melko + A + N construction have 
dogs as N when A is terve, experiences when it is rauhallinen, and hou-
ses or cars (and sometimes spouses) when it is hyväkuntoinen. Thus, 
the similarity between them brought about by these dimensions 

about pragmatic conventions in hedging or emphasizing it. 

sairas 
and terve, described in Chapter 5.2, it seems that no such tendency is 
paralleled more widely in evaluative contexts. Quite the contrary: sai-
ras and terve both have close neighbours, and much of the overlap is 

the prominence of this set of dimensions (and the neighbours they 
bring with them) points towards the use of sairas and terve in subje-
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ctive evaluation relatively much more often than rikas and köyhä, or 
vanha and nuori
than what is described as ”evaluative prosody” (e.g., Partington 2017: 
193; see also Chapter 3 in this work).  and terve have no latent pull 
towards negatively or positively evaluative contexts, they rather have 
latent negative or positive evaluative value in themselves.

In other words, sairas and terve and, but to a much lower degree, köy-
hä, rikas, vanha and nuori are used as the nexus of evaluative senti-
ments. They are evaluative in their context but non-obvious to the 
extent that they are overtly (and perhaps solely) evaluative. The much 
more frequent use of sairas and terve in evaluative functions makes a 
lot of sense, and could be intuitively corroborated, but it is surprising 
that this seems to be such a dominant feature of the distributions of 
these words, and perhaps even that there should be such variation to 
begin with. Again, it seems that subjective evaluation, broad meaning 
and high frequency form a combination that predicts high scores in 

-
sily be ascertained empirically. There are many reasons why the three 
should be linked, enough to form a hypothesis around them. For 

in order properly to convey evaluations. This, however, falls outside 
the scope of the present study, in which the interest lies in whether a 
combination of the three factors could be linked to meanings.

It thus seems that some kind of negative or positive semantic prosody 

of sairas and terve. I will not argue here that these adverbs (at least 
most of them) have some imbued negativity in them (as assumed in 
some views on semantic prosody; on this discussion cf. Whitsitt 2005). 
Instead, certain pragmatic conventions that prevail in the data dictate 

-
ging the positive and intensifying the negative. It cannot be stressed 
enough that this tendency is considered an idiosyncratic feature of 
language use in this internet discussion forum (and perhaps in similar 
forums in general), and not an overarching pragmatic convention in 
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The three remaining groups of modifying dimensions (habitual, mo-

that they all include some semantic components in place of simple (or 

expressions of degree or quantity. Many of them are morphologically 
-sti adjectival derivations, which turn an adjective into an adverb-like 
word used for modifying a predication (either an adjective or a verbal 
predicate). Semantically, the quality or property the adjective deno-

domain in which the quality resides (e.g., henkisesti sairas ‘mentally 

degree of certainty the quality manifests (or the degree of reliability of 
the information concerned (varmasti sairas ‘certainly ill’, oletettavasti 
köyhä -

sairas, ‘serious-
ly ill’). Given the lack of a better descriptive term, this last group (3) 

sairas and 
terve dimensions and their neighbours. Rikas and köyhä combined 
have four dimensions belonging to all three groups, and vanha and 
nuori have none.

The number of nearest neighbours brought about by habitual and 
location adverbs as well as adverb-like dimensions is relatively small 
among all the adjectives under study. This is not unexpected in that 
these dimensions are semantically very selective. The modifying lexe-

the condition (or lack thereof in the case of terve) of being physical 
(  or ruumiillisesti ‘physically’ or ‘corporeally’) or psychological 
(henkisesti, psyykkisesti ‘mentally’, ‘psychically’). Other cases include 
seksuaalisesti and  (‘sexually’), and moraalisesti (‘morally’). 

 and terve are the words with by far the highest scores here, 
standing out amongst their closest neighbours with their accumulat-
ed high scores and the range of dimensions within which they score. 
Each of the nearest neighbours of either word with scores on these 
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dimensions has a very limited selection of dimensions compared to 
sairas and terve. Thus, these dimensions form a distributional feature 
that binds sairas and terve together more closely than it binds their 
respective neighbourhoods. It could therefore be described as conne-
cted to their semantic structures, whereby their oppositional relation 
is foregrounded. 

Among the nearest neighbours of each of the two words, relatively 
high scores are also shown for , ,  and vam-
mainen (‘balanced’ or ‘stable’, ‘unstable’, ‘mature’ and ‘handicapped’ 
or ‘disabled’), and again the opposite pair vahva and heikko (‘weak’ 
and ‘strong’). Terve has 13 neighbours with above-zero scores on these 
dimensions, and sairas has four: vammainen, vastenmielinen, kiero and 
samanlainen (‘handicapped’ or ‘disabled’, ‘repulsive’, ‘crooked’ and ‘si-
milar to’), the last of which is an adjectival derivation of the pronomi-
nal root sama (‘same’), and a close neighbour of both sairas and terve. 

locating sairas and terve nearby in the bigram spaces. Charles & Miller 
(1989) claim that most direct (or canonical) oppositional relations are 
attributable to distributional co-occurrence rather than interchangea-
bility in their environments. According to their results, the test subje-
cts were readily able to place the missing adjectives in given cotexts 
without confusing adjectives and their antonyms. The error rate went 
up considerably when the cotext shrunk in width from the sentence 
level down to that of the noun phrase, and remained relatively high. 
The authors concluded from this that the antonymic pairs they stu-
died (strong/ , / ) were less interchangeable, and that 
the reason for the prominent status of their mutual, canonically op-
positional relation lay elsewhere. Justeson & Katz (1991), in turn, point 
out that in many cotexts in which direct antonym pairs co-occur, their 
positions are somehow syntactically parallel. They conclude that ge-

should not be discarded entirely as an explanatory factor.

If the observations reported here were read in the context of this de-
bate, they would imply that the interchangeability between direct 
antonymic pairs resided not on the level of noun phrase but in even 
narrower segments. In the case of adjectives, these segments are their 
immediate nominal heads and the words used to modify them - espe-
cially, it seems, the latter. This concerns only one of the three pairs, 
however, which also indicates that oppositional relations (direct or in-
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(2010) account of semantic relations predicts such a position.

Seven overlapping modal adverb dimensions
sairas and terve and their neighbours, namely (oikeasti ’really, truly’, 
selvästi ‘clearly’, varmasti ‘certainly’, muka ‘as-if, allegedly’, ns ‘abbr. 
so-called’, näennäisesti ‘seemingly’, tod.näk ‘abbr. probably, likely’), 
two for rikas and köyhä, and none for vanha and nuori. Among the 
neighbours of rikas and köyhä, only these two have non-zero scores. 
Between sairas and terve, sairas has higher scores in these dimensions. 
However, their respective neighbourhood scores skew towards the 
neighbours of terve
This means that sairas stands out more strongly on these dimensi-
ons in its neighbourhood than terve, which could be characterised 
as a more typical member of its neighbourhood in this regard. Other 
high-scoring neighbours include , älykäs, heikko, turvallinen, jär-
kevä, onnellinen and rehellinen (‘honest’), all neighbours of terve. The 
words are familiar from the lists of intensifying adverbial dimensions, 
and the evaluation context also seems to be correspondingly present . 
Most of the cotexts reveal an ironic or otherwise contrafactual attitude 
towards the predication conveyed by the adjective:

Example 8
kyllä se ylpeys vielä käy lankeemuksen edelle ns terveilläkin.
‘Indeed, pride will also precede a fall for the so-called healthy’

Closer examination of the dimensions reveals a structure whereby 
modal expressions of certainty skew towards the neighbourhood of 
sairas, and those of uncertainty, and negative evidentiality in particu-
lar, towards the neighbourhood of terve. Although the number of such 
dimensions is much smaller among the other studied words (köyhä, 
rikas, vanha and nuori), thereby making the sample unreliable, they 
corroborate the structure that uncertainty relates to the positively and 
certainty to the negatively evaluative member. The two dimensions 
with wider usage are oikeasti and ns. Rikas scores relatively moderate-
ly in both, whereas köyhä has a high score in the former. In short, the 

the positively evaluative has both.

-

in this data. Various reservations, regarding certainty or intensity, are 
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frequently attached to positively evaluative adjectives, whereas the 
certainty and intensity of negative evaluations are reinforced.

Again not surprisingly,  impose restrictions on the 

some options would perhaps not be possible given the conceptual 
incompatibility. In the same way as an adjective denoting a psycho-
logical quality or state, such as vainoharhainen (‘paranoid’), is hardly 

physical (such as ruumiillisesti, ‘in bodily fashion’ or  ‘physi-
cally’),  and  (both ’badly’) are unlikely to modify adjec-
tives denoting qualities that are inherently positive. In this case, this 
is probably more a question of semantic or conceptual compatibility 
than semantic prosody. 

This group is also strictly restricted to sairas and some of its neighbours: 
mielenvikainen (‘deranged’), vammainen (‘handicapped’), narsistinen 
(‘narcissistic’), harhainen (‘delusional’), uskovainen (‘religious’), inhi-
millinen (‘humane’), kiero (‘crooked’), itsekäs mielisairas 
(‘mentally ill’). , kiero, inhmillinen and uskovainen -
ked’, ‘humane’, ‘faithful, believer’) are assigned scores only because of 
their co-occurrence with syvästi (‘deeply’). Vakavasti (‘seriously’) and 

of the remaining neighbours with non-zero scores in the severity mo-

-
-

sed earlier. Parantumattomasti (‘irrevocably, with no chance of a cure, 
terminally, incurably’) has non-zero scores in other neighbours of 
sairas except for vammainen (‘disabled’) and narsistinen (‘narcissistic’). 
The probable reason for this is that both refer to conditions that are 
prototypically thought of as permanent, resulting in the potential tau-
tology of  narsistinen (‘irrevocably narcissistic’), for 
example. It is a highly subjective question of judgement whether or 
not there is something strange in that construction. However, the fact 
remains that there were no occurrences of this type in this data set. It 
is not a question of sample size either, there being no occurrences in 
the whole Suomi24 dataset.

Unlike other dimensions in this group, syvästi -
-

ction of heads intersects the positively evaluated heads at the point of 
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inhimillinen (‘humane’) and uskovainen (‘believer, faithful’). Among ot-
her words with high scores in this dimension, beyond sairas and terve, 
are close synonyms of uskovainen, uskonnollinen (‘religious’) and uskova 
(‘believing’), as well as kiitollinen (‘grateful’), kunnioittaa9 (‘respect’), ra-
kastaa (‘love’) and rakastua (‘fall in love’). 

In contrast, negatively evaluated words with high scores include ma-
sentua (‘become depressed’), vihata (‘hate’), loukata (‘insult’) and huo-
lissaan (‘worried’). This is not to say that syvästi (‘deeply’) is a neutral 

groups. Instead, being syvästi
state depending on what the state is. There are multiple perspectives 
from which to explain this kind of phenomenon. 

-
city of the spatial conception of DEPTH and how that brings with it 
entailments that are contextually plausible. Syvästi sairas (‘deeply ill’) 
or masentunut (‘deeply depressed’) conceptualises the progression of 
a medical condition as a downward movement and underlines the 

 kiitollinen (‘deeply grateful’), like uskovai-
nen (‘faithful, believing’), makes use of the spatial conceptualisation 
to convey the degree of internalisation of the experienced sentiment. 
Further, inhimillinen syvästi, refers not 
to a person but to abstractions of human activities such as taide (‘art’), 
tiede (‘science, wissenschaft’) and uskomus (‘belief ’). Here, syvästi refers 
to the high relative salience of the activity. In The Generative Lexicon 
(e.g., Pustejovsky 2013), the matter is again about type coercion: the 

syvästi to 
accommodate the semantic type of head. 

The point here is that syvästi is a possible dimension only for adje-

value in this dimension is not necessarily a marker of any particular 

metaphorically conceptualising the property in terms of vertical dire-
ction and/or inside-outside relations.
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number of miscellaneous categories of adjective-typical dimensions. 
What these are and how much of the overlap they consume is a lexe-

köyhä / rikas and vanha / nuori they 
are somewhat more important than for sairas and terve, given that the 
adverb dimensions turned out to be rather dominant in the last-men-
tioned pair. However, that does not translate immediately into a large 
amount of overlap for the dimensions presented here. As, in the main, 
adjectival dimensions, their importance is due to the distribution 

Köyhä / rikas, in general, have a relatively high number of nominal 
dimensions, sairas and terve have adjectival dimensions, and vanha / 
nuori reside somewhere in between. 

they do not completely capture all situations in which the relation-
ship between the dimension and the node is like that between a mo-

to some extent. The most prominent, which are prevalent in the over-
lapping dimensions of köyhä and rikas, are based on constructions in 
which the node adjective is preceded by a dimension noun in the ab-
lative case:

Example 9
Suomi on maaperältään köyhä ja kurja
‘Judging by its soil, Finland is poor and wretched ’

Syntactically, the node adjective köyhä predicates the subject argument 
of the clause ( -
mensional noun 
fact that the example does not entail that  is poor in other res-
pects: the poverty is in its soil. Similar constructions also occur when 

 köyhä , for example. Because the meaningfulness 
of the co-selection of  and köyhä in cases like these is down to 

Chapter 5.3, I could have dealt with them there. However, as neither 
the dependency nor the sequence-based approach captured them, 
they only showed up in the bigram spaces.

Chapter 5.3, yet carrying much of the same information, are dimen-
sions related to adjectival coordination. Interestingly, this relatively 
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common syntactic structure, whereby more than one adjective modi-

of sairas and terve as well as köyhä and rikas, but occurs in abundance 
with nuori and vanha.  and terve have a total of six related dimen-
sions , rikas and köyhä have four. In contrast, vanha and nuori have 34. 
Nine of these further specify the age and include adjectives such as 

, murkkuikäinen and alaikäinen; 12 are qualities of phy-
sical appearance – mostly but not exclusively positively evaluative, in-

 (’long-haired’); six of them relating to coordinated adje-
ctives are intellectual qualities (again, mostly positive); three relate to 
ethnicity; the remaining four (  ‘crummy’, tavallinen ‘ordinary’, 
yksinäinen ‘lonely’,  ‘without chronic conditions’) have no 
obvious features in common. The scores in the coordinated adjecti-
val dimensions skew heavily towards neighbours of nuori (t-test, p < 
0.01%), the closest of which include many adjectives denoting physi-
cal appearance, much more so than vanha
nuori is often used in combination with other qualities of characteri-

-
ctives with which it is coordinated. Bigram spaces, with both left- and 

Coordination evidently does build distributional similarity between 
coordinated adjectives – especially in cases of frequent combinations 
in which the adjectives can occur in varying order (such as nuori hyvän-
näköinen nainen ‘young good-looking woman’ and hyvännäköinen nuo-
ri nainen ‘good-looking young woman’). Nevertheless, it is somewhat 
unclear what kind of semantic feature could be considered relevant 
here. For example, going by the closest-neighbour lists, it would be 
tempting to think of nuori as having some aspect of meaning related 
to appearance, especially positively evaluative physical appearance, 
given the considerable segment of such neighbours it has. Although 
such associations might exist, the distributional connection between 
nuori and these physical attributes relies on their being frequently 
used about women. Thus, youth as a property frequently co-occurs 
with gendered, physical attractiveness. 

-
-

tic variation based on sensory adjectives. It has a common functio-
nal denominator expressing some reservation about the relationship 
between the entity and the property the node adjective assigns to it. 
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One of these is formed by a group of dimensions based on the sensory 
verbs kuulostaa (‘to sound’), näyttää (‘to seem’), tuntuu (‘to feel’) and 
vaikuttaa (‘to seem) - or an adjectival derivation morphologically re-
lated to them, namely kuuloinen (‘sounding’), näköinen (‘looking’) and 
tuntuinen (‘feeling’). Although not a derivative (or a noun derivative) of 
a sensory verb, but a derivative of a copula verb, oloinen (from olla, ‘to 
be’) carries a similar function. The construction employing the verb 
is of the form [SENSORY.V] + A/N.Abl, where the adjective is in the 
ablative case, and the meaning of the composite vaikuttaa sairaalta is 
‘seems ill’. The adjectival variant A/N.Gen + [SENSORY.A] (e.g., köy-
hän näköinen, ‘poor-looking’) turns the construction as a whole into 
an adjectival phrase. Neither of these variations is grammatically ad-
jective-exclusive, but as they are open to both adjectives and nouns, 
they do not require any of the six adjectives to be analysed as nouns to 

more frequent with sairas / terve than with the other four adjectives, 
although given how few adjectival dimensions rikas and köyhä have in 
general, they do have a considerable number.

The function of these constructions is most frequently connected to 

denoted by the genitive adjective is explicitly expressed as being ba-

speaker expresses some reservations about the subject’s continuing 
healthy state despite earlier observations:

Example 10
Aivan terveen näköinen se ainaki viimmes oli , kun eilen juteltiin
‘Quite healthy-looking she was at least the last time, when we tal-
ked yesterday’

The perceptual aspect could explain some of the prevalence of sai-
ras and terve compared to the other four adjectives. Given that health 
generally is a transient state, and being meronymically inheritable 
generally has relatively complicated gradeability, it opens up seve-
ral avenues of speculation about a person’s condition: they may have 
been sick earlier but are now much more healthy-looking, or despite 
having a given condition, otherwise seem healthy, and so on. Compare 
this to age: people do not usually move back and forth on the age sca-
le, nor is there much space for subjective judgement and speculation 
in the sense that age can be described in objective terms more easily 
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person looks young despite being old (or vice versa) is in all accounts a 
relevant observation, given the contexts in which age generally comes 
up in this data, room for speculation on this matter is much narrower 
and simpler. From this perspective, the dimensions would be conne-
cted to the complexity of the gradeability scale.  

Interestingly, the relevant occurrences of rikas and köyhä are not 
expressions of uncertainty about making judgements as to whether 
someone is rich or not, they are rather descriptive of situations in 
which someone wilfully gives a false impression about their wealth. 
In other words, the gradability as such is not complicated, but it is 
perceived as open to active manipulation:

Example 11
minkkiturkkieukko saa hirveän hyvää palvelua (koska näyttää 
rikkaalta, tosiasiassa henkilö voi saanut perinnöksi tai pöllinyt 
turkin ja koulut on käymättä
’The lady in fur gets good service (because she looks rich, in reali-
ty, such a person might have inherited or nicked the fur, and drop-
ped out of school.’

Further, in some constructions an adjective functions in a position that 
is somewhat reminiscent of the indirect object of a verb that designa-
tes the negation of a predictable transition between states or identi-
ties, and expresses a given state or identity as outstanding: säilyä (‘pre-
serve, stay’),  (’remain, keep’) are two examples. Hynönen (2017:  
38) refers to these as semi-copular predications, classifying them as a 
subgroup of nominal predicates with some verb-like qualities. Given 

construction is equally applicable to nouns and adjectives. Here, too, 
sairas and terve have the most overlapping dimensions. 

Example 12
Oikeampi kysymys on, että voiko pestä hiuksensa joka päivä myr-
kyllä ja säilyä terveenä
’A more correct question is, can one wash one’s hair with poison 
every day and remain healthy.’
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Example 13
Sikapiikit, kortisonit, solusalpaajat ym mömmöt ja myrkyt, ovat 
arkipäivää Suomessa, niitä syötetään ihmisille, että nämä pysyisi-
vät sairaina ja kuluttaisivat mahdollisimman paljon lisää myrkky-
lääkkeitä, muka terveydenhoidon nimissä.
’Pig shots, cortisone, chemo etc., dope and poisons are com-
monplace in Finland, and they are fed to people to keep them sick 
and consuming the poison drugs as much as possible, allegedly in 
the name of healthcare’

The primary observation is supported by a small sub-group of adver-
bs performing a similar function. Again sairas and terve have many 
dimensions, but rikas and köyhä also punch above their weight. These 

muka (‘allegedly, presu-
med likely to be untrue, purportedly’), ns. (abbreviation, ‘so-called’) 
and näennäisesti -
signment of a property to an entity is not open to both non-factual and 
contrafactual readings: it is always explicitly contrafactual.

köyhä/rikas and sairas/terve is captured 
by the operation. The distribution-based information about their dis-
tinct but related semantic properties is thus represented as the same 
thing. It contrasts to nuori and vanha
regarding the negotiability of the property’s assignment to an entity. 
Further, there is a third syntactic group, again having a similar func-
tion. These are constructions in which a node word is again a comple-
ment in a predicate construction, but this time in the translative case. 
The dimension verb designates the act (often a speech act) of assig-
ning identity and is exclusively to be found as a dimension overlap-
ping sairas and its neighbours:

Example 14
nauraa paskasesti ja haukkuu sairaaksi ja vainoharhaiseksi.
’Laughs a shitty laugh and calls [pejoratively] sick and paranoid.’

for example. Syntactically, all the constructions are relatively similar: 
the predicating adverbial is marked with the translative locative case 
and could be either a noun or an adjective. However, it depends on 
whether the identity is assigned to the verb’s object (Example 14) or 
assumed by its subject (Example 15). The dimensions marked by the 
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verb are related to these constructions and are predominantly negati-
vely evaluated. They include haukkua (‘call pejoratively, bark’, leimata 
(label, stigmatise’), nimitellä (name pejoratively’), tekeytyä (‘pretend to 
be’), diagnosoida (‘diagnose’), and so on. As with the two groups discus-
sed above, these constructions retain a certain nonfactuality (or even 

Example 15
Se mikä nykyisin vielä leimataan sairaaksi , hyväksytään aika-
naan normaaliksi.
’What is now stigmatised as sick will in time be accepted as nor-
mal.’

Diagnosoida is a relatively rare case in which it seems that the three 
types of distributional features overlap. First, it seems to instantiate 
the predicating adverbial construction [IDENTIFY] + A/N.Trans. One 
could discuss these in terms of image schemas, for example (e.g., 
Langacker 1990). The schema includes two or three components, of 
which the identity that is being assigned comprises one. The remai-
ning two are reserved for the party being assigned the identity and the 
party causing that assignment. The adjective elaborates the compo-
nent of identity, and the subject and object arguments the other two. 
Each IDENTIFY verb then adds its unique components to the schema 

-
self or is it done by someone else. Diagnosoida keeps the two compo-
nents separate, and the subject argument assigns the identity to the 
object argument.

Second, it could be considered a distributional cue: being diagnosed 
is a very common way of having one’s condition recognised and me-
dically acknowledged. The pattern [IDENTIFY] + A/N.Trans is by no 
means the only way to express this relation. Thus one could imagine 

diagnosis and sickness (or general malfunction in the case of non-hu-
man entities) as components of a common semantic or conceptual 
frame. Third, diagnosis belongs to the specialised terminology of the 

identify it as a possible distributional marker if it can be connected 

Whereas sairas functions as translative-case complement in the con-
text of verbs such as leimata, nimitellä and tekeytyä, terve and some of 
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its neighbours function as an essive case predicating the adverbial with 
verbs such as  and säilyä. These constructions entail the quality 
of the complements being projected as a pertinent or consistent state, 
which is more natural with some adjectives than others. Syntactically, 
this group would belong to more noun-typical dimensions, which I 

-
cause, functionally, they are closely connected to the other dimension 
related to uncertainty concerning the match between an entity and a 
property.

5.4.3 Nominal dimensions
For illustrative purposes, köyhä is used to exemplify most of the 
noun-typical dimensions bridging meaning-related and distributio-
nal structures, just as sairas
5.3. The selection of köyhä -
ber of noun-typical dimensions, which allow more grounded observa-
tions to be made than words with only a handful. It also seems reaso-
nable to focus on one exemplary case rather than employing several 

kind of semantic description emerges. After all, it is not the intention 
here to provide a complete account of distributional corresponden-
ces with semantic structures that would be equally applicable to any 
word. The aim is rather to provide some solid entries to complement 
the catalogue of possible correspondences.

The closest neighbours introduced by dimensions related to nominal 
rather than adjectival syntactic roles are generally new, hence the new 
neighbours tend to be nouns rather than adjectives. Most of those that 
are adjectives are less prototypical, denoting qualities or properties 
that are less gradable, they tend to lack obvious antonyms and they 
have fairly-well-established nominal uses (e.g., työtön, ’unemployed’). 

these new dimensions.

-
gational systems rather than word order. That said, the unmarked 
clausal word order is SVO. The consequence of this general tendency 
is that the NP left of the verb is usually its subject argument, whe-
reas the NP to the right, in the case of a transitive verb, is its object 
argument. Thus, in the left-side verb dimensions (i.e. left from the 
perspective of the node word) the node word functions as the object 
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argument of the verb, and in the right-side dimensions it functions as 
the subject argument. However, the fact that the words in question are 
adjectives, and in a considerable number of occurrences function in a 

-

and the respective scores are higher when the verb is on the left side of 
the node word because they are not in competition with the frequent 
dimensions related to modifying positions.

-

the meaning-related structures with which they seem to correspond. 
Although verbal argument selection is perhaps the most commonly 
studied interface between syntax and semantics, and some kind of 
standard in the development of semantic theories (e.g., Katz & Fodor 

-
ons, especially on the left side, are best interpreted in this operation as 
distributional cues rather than distributional restrictions.

types of syntactic distributional information is particularly pertinent 
when the focus shifts to verbal dimensions. The main reason for this 
is that, in Finnish, the relation between a predicate structure and its 
main arguments is much more relaxed in sequential terms than that 

SVO word order is simply the unmarked option. A further reason is 
that, in the case of predicate structures, it is much more common for 
the argument to take the form of a more complex compositional NP 
structure rather than a singular adjacent word. In the case of adje-

a node adjective may accrue the same left-side verb dimensions from 
both V + [A + N] (Example 16) and V + A/N (Example 17) types of 
construction.

Example 16
Pyrin aina olemaan avulias ja auttamaan nuorta väkeä sekä hätää 
kärsiviä
’I always strive to be obliging and to help young folk and those in 
need.’
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Example 17
Käytännössä katupartiolaiset auttavat nuoria antamalla ensiapua

aid.’

This issue has two notable implications. First, it seems that the opera-
tion gives precedence to sequences rather than to syntactic relations 
in governing proximities. Consequently, although repetitive patterns 

-
larity is assigned to nouns that occur on the right side of the verb for 
reasons other than syntactic construction. 

One such reason is the possibility mentioned above to function either 

adjective-nouns. In cases in which the node and dimensions are not 
directly co-selected (as they are not, at least syntactically, in the V + [A 
+ N] cases), neither selection restriction nor grammatical valency alo-

-

types are seemingly able to tap into intuitively accessible meaning-re-
lated structures when understood as distributional cues. I discuss this 
phenomenon in more detail later on.

between any polysemous structures within a lexeme unless the en-

No such step is taken in the present study. It is, of course, a property of 
any distributional operation that purports to represent a lexical item 
as a singular point in space (vectors could be thought of as coordi-
nates in space, one vector corresponding to one point) instead of an 
area. Nevertheless, the consequences are much stronger here than 
in the analysis conducted earlier. One reason for this is, as explain-

noun-typical positions and, as such, between adjectival and nominal 
uses. As also noted earlier, it is not entirely unfounded to think of ad-
jective and nominal uses as representing distinct senses. Second, given 
that nouns may refer to categories with more concrete extensions, it is 
perhaps easier to consider clearer sense-divisions between them than 
between adjectives, which refer to qualities and properties and thus 
form categories of higher levels of abstraction only for that reason.
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Polysemy, in other words the distinction of various senses, is exemp-
nuori as a noun. First, it usual-

ly refers to an adolescent or young adult person (Example 18), with 

the reference is one of collectively designating an entire local demo-

kids or children when referring to an adolescent descendant (Example 
19) and in this way it is similar to the comparative form of vanha, van-

 (‘parent’).

Example 18
 monesti nuoret haluavat muuttaa muualle
’ Young people frequently want to move elsewhere’

Example 19
KUN nuori haluaa koetella siipiään , niin sitä ei saa jarrutella , 
vaan päin vastoin tukea.
’When a youngster/adolescent wants to spread his/her wings, you 
shouldn’t hit the brake; on the contrary, you should give support.’

Because the dimension of haluta (‘to want’) is agnostic towards the 
two polysemous senses of the lexeme nuori and treats them as equal-
ly descriptive of the lexeme’s distribution, the meaning structure to 
which any of the verb dimensions corresponds is taken as equally 
descriptive in both senses. Consequently, as features that are likely to 

given lexeme are also likely to have higher frequencies (and therefore 
-

tional representations skew towards features that are widely shared 
-

tical.

It is noteworthy that, although the term sense is used above as a mat-
ter of convenience and perhaps implying that ”the problem” would 
have been solved by classifying the lexemes into senses and building 
a unique vector for each one, the issue is much bigger, and it is ques-
tionable whether it should even be framed as a problem. The reaso-
ning is that division into distinct senses as a starting point is almost as 
problematic as treating the lexeme as a semantically undivided whole. 
Vagueness and ambiguity among senses are common phenomena in 
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opt for terms such as meaning potential (e.g., Fauconnier & Turner 

could have contextually, and indeed many semantic theories concent-
-

gs a given lexical item may have (e.g., Récanati 2004, Pustejovsky 2013). 
Furthermore, the issue is easily expanded to question whether stable 
and permanent word senses are plausible representations of the se-

thoroughly charted in Recanati (2004). The general position adopted 
in this study is that lexical items have distributions, and whatever the 
semantic structure of these items and however it would be divisible 

-
tures, but showing identical sequences. Recurring lexical and gram-
matical co-occurrences (collocations and colligations) have been the 
staple of corpus linguistic studies for a very long time. However, for-

albeit not very much and not for very long. Biber (2016) notes how, 
in English, spoken conversation and academic writing employ mul-

-
ments and written language by means of larger formulaic patterns. He 

observations concerning morphologically richer languages, such as 
Finnish, in which syntactic patterns are not as easily reduced to pat-
terns of lexical co-occurrence among grammatical words. Although 
the Suomi24 forum does not concern spoken conversation or aca-
demic writing, it is still worth noting that the sequential tendencies 

-
cern certain content words, but with several syntactic variations.

Below I present two examples of how sequential patterns of köyhä af-
-

ves the verb riistää (‘to extort’) and the second the noun raha, ‘money’. 
Riistää (’extort, dispossess’) is a verb that forms constructions, which 
in addition to a subject argument may have arguments designating 
the dispossessed item or items (PATIENT in terms of semantic roles) 
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and the people or persons who are dispossessed (MALEFACTIVE). 
The construction may specify either or both of the PATIENT and 
MALEFACTIVE roles. The PATIENT role may manifest only as the 
object argument, whereas the MALEFACTIVE role is free to manifest 
as either the object or an adverbial argument, referred to as an obli-
que argument (e.g., Vilkuna 2o003) or a valence adverbial (Hakulinen 
& Karlsson 1979) in the tradition of Finnish linguistics. Thus, if both 
are present, the adverbial is always the MALEFACTIVE and the obje-

it could manifest as either object or adverbial. If the predicate structu-
re only has the object, it is syntactically ambiguous between PATIENT 
and MALEFACTIVE. The ambiguity is usually resolved by semantic 
means.

The occurrences that contribute to the riistää dimensions of köyhä 
exhaust all these possibilities. In Example 20, the object argument 
köyhiä in riistää köyhiä is the MALEFACTIVE, and the PATIENT is 

köyhiltä is again the MALEFACTIVE, but 
this time it manifests as an adverbial argument, and the PATIENT is 

MALEFACTIVE, the latter manifesting as the adverbial argument 
köyhiltä and the former as the object .

Example 20
Miksi tukisi järjestelmää joka pääsääntöisesti riistää köyhiä ja tu-
kee ainoastaan super-rikkaita?
“Why support a system that primarily dispossesses the poor and 
supports only the super-rich?”

Example 21
hallitus/kela / verottaja muut viranomaiset antaa rikkaille ja huija-
reille ja riistää köyhiltä ja osattomilta
‘the government/kela [the Social Insurance Institution of Finland] 

-
lent and extort from the poor and the bereft’

Example 22
tavoitteena on keventää eliitin verotusta ja riistää köyhiltä loput-
kin
“[...] the aim is to lighten taxation of the elite while extorting from 
the poor the little they have”



202

As in Examples 20, 21 and 22, köyhä may function as the head of either 
the object or the adverbial argument, all leading to the same riistää + 
köyhä sequence. Köyhä
in an argument NP, as in Example 23. Again these types lead to the 
same riistää + köyhä sequence and aggregation of the left-side riistää 
dimension.

Example 23
joka riistää köyhimpiä maita ja hyödyttää harvoja

few”

Interestingly, many dimensions of köyhä (and of other adjectives) are 
such that there seems to be a high level of entrenchment in the se-
quences – regardless of the syntactic relations involved. Whereas most 
of the constructions appear in the formats V + köyhä.N.OBJ, V + [köy-
hä.A + head.N.OBJ], V + köyhä.ABL + [head.N.OBJ] (or even V + [köyhä.
GEN.N + head.N] with a possessive relation between the genitive mo-

-
responding V + A/N sequences – or are sometimes non-existent. Thus, 

regard to meanings and distributions, this seems highly interesting in 
that the lexical item here seems to have some distributional tenden-
cies that are somewhat independent of the syntactic construction. In 
terms of grammatical valency (Langacker 1990: 175–177), for example, 

-
le still seemingly manifesting the same sequential tendency:

Example 24
Miksi kirkko vastustaa tätä ja sortaa köyhiä?
‘Why does the church oppose this and oppress the poor?’

Example 25
ahneita yrittäjiä jotka sortaa köyhää kansaa
‘Greedy entrepreneurs who oppress poor people’

Langacker’s cognitive grammar depicts grammatical valencies as 
image-like schematic relations between dependent and indepen-
dent structures, the dependent structure enabling positions for the 
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independent structures to enter. The trajector (usually the compo-
nent going through a motion, a transition or action) and landmark 
(the component against which position the trajector is compared) 
positions are the main ones (Langacker 1990: 6). In both of the above 
examples, sortaa is the dependent structure that 

that in Example 24, köyhä designates an autonomous structure that 
alone is capable of elaborating the landmark substructure in the ove-

its trajector (occupied by kansa) and a relative yardstick of the normal 
amount of wealth. This composite structure then elaborates the land-
mark position in the overall expression. Interestingly, the sequence 
could also be interpreted such that köyhä is the main occupant of the 

point of elaboration. 

If omitted, köyhä would function as a nominal-like, independent 
-

ed by many left-side verb dimensions would dissolve. Pustejovsky’s 
(2002: 425) type-coercion structure could perhaps explain the same is-
sue: the argument structure of the verb sortaa coerces its second argu-
ment into a human-like semantic-grammatical form, in this case no-
minalising the adjectival köyhä. How the resulting referent would be 

köyhä’s qualia struc-
ture. Regardless of how the phenomenon is described semantically, it 
is noteworthy that the sequential structure of oppressing-verb + köyhä 
seems to have an independent status beyond the syntactic relations 
that manifest it.

In a similar fashion to the sortaa + köyhä sequence discussed above, 
raha (‘money’) and tulonsiirto (‘income redistribution’), the former in 

Raha co-occurs frequently with both rikas and köyhä, in a way that, 
from the perspective of adjacent lemmas, produces identical dimen-
sions, as in köyhä/rikas

constructions.
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Example 26
[...] yhteiskuntajärjestelmän tarkoitus nykyään siirtää köyhien 
kaikki rahat rikkaiden taskuun [...]
‘The purpose of the social order today is to transfer all of the mo-
ney belonging to the poor into the pockets of the rich’

In Example 26, rahat (money-PL.NOM) functions as the object argu-
ment for the predicate verb siirtää (‘transfer’). Rikkaiden (rich-PL.GEN) 

rikkaat (rich-
PL.NOM) is the subject argument of the predicate structure 
huolta (‘knows how to take care of ’), whereas rahoistaan is the head of 
an adverbial complement NP.

Example 27
Omista rahoistaan rikkaat kyllä osaa pitää huolta [...]
’Their own money the rich know how to take care of ’

Example 28
Miksi me lapioimme miljarditolkulla rahaa köyhiin maihin [...]
’Why do we shovel money by the billions to poor countries’

In Example 28, rahaa (money-SG.PTV) is the object argument for the 
predicate verb  (‘shovel’), köyhiin (poor-PL.ILL) is an adjective 

rahat (money-PL.NOM) 
as the object argument of the predicate verb ottaa (‘take’) and köyhien 

-
bial in Example 30 is a deverbal nominal derivation, its genitive modi-

the subject or to the object of the stem verb. In this case it is the object.

Example 29
Mistä silloin otetaan rahat köyhien elättämiseen
‘Where is the money taken from to feed the poor’

Example 30
kerättyään suuria määriä rahaa  jatkaa loisimista meidän 
kaikkien taskuilla
‘Having collected great amounts of money, a rich [person] conti-
nues to feed on the pockets of all of us’
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Example 30 rikas (rich-SG.NOM) is the subject argument of the pre-
dicate verb jatkaa (‘continue’). Rahaa (money-SG.PTV) is part of the 

In the context of sequences containing raha + köyhä/rikas, it is not un-
common to observe environments in which the syntactic makeup of 
the clause is atypical, as in the case of Example 31 below. The verb nyy-
siä usually favours a two-part subject-object structure, and if there is 
a third one, it tends to be the extracted party rather than the recipient 
who is present:

Example 31
[...] etteivät nyysisi kaikkia kansamme rahoja rikkaille ökyrosvoil-
leen [...]
‘So they would not nick all of our people’s money to give to their 

There are also sequences in which raha + köyhä/rikas.[ABL/ALL] seem, 
perhaps by virtue of the spatial transition present in these locative ca-
ses, to carry some of the burden of predication even without an expli-
cit verbal structure:

Example 32
Näiden ahneudelle riitä mikään , lisää rahaa rikkaille ja köyhiltä 
pois , työaikaa vaativat myös [...]
‘There is nothing to satisfy the greed of these people, more money 
for the rich and away from the poor, demanding working hours as 
well [...]’

Example 33
Kaiken yksityistäminen , rahat rikkaille veroparatiiseihin , kyllä 
me
‘Privatising everything, money for the rich in tax havens, yes we

Sometimes it seems that the syntax of the predicate structure is stret-
ched in some other way to accommodate an uninterrupted raha.
[NOM/PART] + köyhä/rikas.[Abl/All] sequence.

Example 34
Ja joka tapauksessa siis raha köyhiltä ole pois
‘In any case, money is not taken away from the poor’
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In this case, the segment raha köyhiltä ole  contains a negative pre-
dicative structure olla  + NP.All, in which the syntactic subject argu-
ment refers to the PATIENT the ablative case MALEFACTIVE lacks, 
or will have to do without, but the grammatical negative component ei 
has been omitted for one reason or another (on reasons for omitting 

footnote 4, this is relatively typical in colloquial Finnish. Perhaps a 
less marked order for this segment would have been if the predicate 
elements and the adverbial had followed the subject argument raha. 

There are possible textual and thematic reasons why the adverbial 
here follows the subject, but expressed in this way, the segment does 

21, 22 and 23. It reinforces the impression that the explicit predicate 
elements in the raha köyhille/rikkaille structure are optional, or even 
redundant to some degree, and that the core members of that pattern 
are the nominal members.

The example of rahat rikkailta/köyhiltä is highly interesting because, 
at the same time, it could be read as a semantic cue – the possession, 
dispossession and repossession of money being semantically crucial 
to the notion of richness or poverty, and as a relatively lexicalised pat-
tern, the unbroken sequence of raha rikas/köyhä seemingly having the 
power to dictate the syntactic structures around it. 

Most structures connecting meanings and distributions discussed so 
far involve a combination of two distinct distributional perspectives: 
structuralist and usage-based. Emerging from the structuralist notion 
of distribution is the idea that it is possible to detect stable features of 
meaning by analysing possible and impossible selections in the envi-
ronments of a given lexical item. The usage-based notion, in turn, al-
ludes to the relevance of studying the distributional areas that are, in 
terms of frequency, most distinct or most salient. The following discus-

the structuralist approach based on distributional boundaries. The 
reason for this is, because the prototypical carriers of the properties 
designated by the six adjectives are all human, there are very few sys-

handled here is not large enough to exhaust the range of possibilities. 



207

left-side dimensions, namely those related to their use in noun-phra-
ses most commonly standing as an object argument, a constituent of 
the object argument NP, or some adverbial NP with varying traces of 
an argument-like nature. Thus, even if the data set was large enough 
to study the left-side verb dimensions as distributional restrictions, gi-
ven the operational choice here to consider them from the perspective 
of frequent and salient patterns they are treated as distributional cues.

The following analysis of köyhä
left-side verb dimensions and the closest neighbours they yield. These 
three groups are matched with broad semantic characterisations. Two 
questions are addressed. One relates to whether the combination of 
characterisations could be used to describe the meaning of köyhä, and 

köyhä or to 
the categories it designates. After introducing the three groups, I will 
deal with the questions in that order.

-
hood of köyhä project to their object arguments semantic features re-
lated to subjugation and oppression: riistää (‘exploit’), ryöstää (‘rob’), 
rahastaa (‘cash in’), sortaa (‘oppress’), alistaa (‘subjugate’), syrjiä (‘discri-
minate’), kurjistaa (‘make wretched’),  (‘trample on’).  This sec-
tion addresses the question of whether verbs such as sortaa require a 
conceptual feature related to, say, subjugation or subordination on the 
part of their object argument. If so, there would be poetic, metaphori-
cal or ironic markedness in occurrences going against that, such as the 
sole sortaa + rikas sequence of the data in Example 35 below.

Example 35
”Wahlroos kertoo kuuluvansa sorrettuun rikkaiden vähemmis-
töön ja antaa sen kuulua.”
”Wahlroos says that he belongs to the oppressed minority of the 
rich, and he lets it be heard.”

Here, the verb sortaa is in the form of a passive-voice participle mo-
-

dicate verb kuulua
(rikkaiden vähemmistö) but its relation to it is akin to that between a 
verb and its object argument. The head of the NP is vähemmistö (‘mi-
nority’), which reduces the markedness of the use of sortaa somewhat. 
Rikas + vähemmistö is not rare either, but as noted, sortaa + rikas only 
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is enough to trigger a distributional boundary, such as proposed in 
Cruse (1980). Does the requirement that a semantic component be 
related to subjugation then form part of the grammatical valency of 
sortaa in a way that the plausibility of a subjugated position would be 
a compatibility issue between a verb and its argument? If so, köyhä 
indeed has such compatibility. 

Whatever each writer using the word köyhä in a verbal object argu-
ment position means, in each of these environments it refers to so-
mething that is subjected to the semantic role assigned by the argu-
ment structure of the verb. The distributional information facilitates 
determination of the salience of being subjected to that role among all 
referents of köyhä
merging of all occurrences with the same referents. In other words, it 
is not necessary to project the salience of being oppressed as a salient 
semantic component to all uses of köyhä even if they were extensio-
nally identical.

Further, if there are verbs among the left-side dimensions that share 
some similar features in the semantic roles they assign to their argu-
ments, the salience of such features could be measured by means of 

are shared among the environments. There are problems related to 
the reliability of semantic judgements when one attempts to identify 
semantic features across sets of verbs and to classify verbs accordingly. 
Nevertheless, let us forget such problems for now and – for the sake of 
argumentative simplicity – assume that the categorisation presented 
below has validity. 

What, then, can minimally be said about the referents of the obje-
ct arguments of each of the environments exhibiting this distributi-
onal feature, namely (riistää (‘exploit’), ryöstää (‘rob’), rahastaa (‘cash 
in’), sortaa (‘oppress’), alistaa (‘subjugate’), syrjiä (‘discriminate’), kur-
jistaa (‘make wretched’) and  (’trample on’), as a left-side verb 
dimension of köyhä? Perhasp a kind of lowest common denominator 
is that a subordinate position in a social hierarchy is imposed upon 
them and that economic exploitation might be involved. Henceforth, 
I will refer to this group of dimensions as the OPPRESSION group. 
Again, in the absence of detailed information about the referents of 
köyhä in each of its environments sharing these features, it could be 
said that they share the feature of being OPPRESSED and, given that 
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OPPRESSION-group dimensions are a salient distributional feature 
of köyhä, being OPPRESSED is also a salient feature among the cate-
gory of its referents.

There is a second group of dimensions alongside the OPPRESSED 
group, which is almost equally salient. It includes six of the most pro-
minent köyhä-neighbourhood dimensions: mollata (‘put down’), syyl-
listää (‘incriminate’), ylenkatsoa (‘look down on’), halveksia (‘despise’), 
solvata (‘insult’) and vihata (’hate’). A common feature among these 
is that they all express a strong negative sentiment and attitude from 
the subject argument towards their object argument. Some of them 
are speech-act verbs expressing that sentiment. Others are verbs de-
signating the sentiment itself, which I will refer to as the DESPISED 
dimensions. The problem here is that there is no way of immediately 
telling from these distributional observations alone whether the ca-
tegories being OPPRESSED are also being DESPISED, as there is no 
way of telling whether the categories overlap. There is reason to assu-
me so intuitively, in that there is a dimension that could be assigned 
to both (nöyryyttää, ‘to humiliate’), but the fact remains that it is not 
known. In short, one can say that being OPPRESSED and DESPISED 
are both salient features among the referents of köyhä, but one cannot 
say whether being both OPPRESSED and DESPISED is a combined 
feature.

Completing this account of the major left-side dimensions, the third 
major group consists of the verbs huolehtia (‘look after’), auttaa (‘help’), 

 (‘defend’), elättää (’provide for, support’). These verbs sha-
re the feature that their object arguments are assisted or supported, 
and thus belong to the AID group. Again, there is no way of kno-
wing whether being AIDED is something that categories described 
as OPPRESSED also share. In other words, interaction and overlap 
among these three groups cannot be taken for granted.

A reservation is thus warranted here: the three groups of dimensi-
ons, AIDED, OPPRESSED and DESPISED, do not necessarily over-
lap in any given occurrence, and they should be treated as indepen-
dent in this regard. The closest neighbours of köyhä related to the 
OPPRESSED group – meaning those with the highest scores in these 
dimensions – are kansalainen (‘citizen’), eläkeläinen (‘pensioner’), työ-
tön (‘unemployed’), työläinen (‘worker’), heikko (‘weak’), suomenkielinen 
(‘Finnish speaking’) and duunari (‘blue-collar worker’). What these 
neighbours have in common is the perceived submissiveness of their 
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economic-political position, which is most clear in dimensions that di-
rectly relate to the economic abuse of the subordinate position: riistää, 
ryöstää and rahastaa. Interestingly, many of these neighbours designa-
te categories in which this subordinate position is usually constructed 
as undeserved and unjust, namely kansalainen, suomenkielinen, eläke-
läinen and työläinen. Kansalainen and suomenkielinen in particular are 
common social in-groups among writers for the Suomi24 forum.

The AIDED group, namely yhteiskunta (society’), venäläinen (‘Russian’), 
yrittäjä (‘entrepreneur’) and kansa (‘people’), are united by verb dimen-
sions related to assistance and support. A core dimension is elättää, as 
discussed above, which has connotations related to parasitic relations, 
whereby the party referred to by the subject argument is economi-
cally burdened by the well-being of the party referred to by the di-
rect-object argument. Thus, as the shared value conferred on these 
neighbours by the dimensions in question is related to the position of 
the recipient of help or assistance, it often comes with connotations of 
dependence and undeserved support. As discussed earlier, in many 
environments in which these node words, and especially elättää, co-
occur are instances when the node word is the direct object and when 
it is the subject. 

Kansa, yhteiskunta and yrittäjät are equally construed as recipients and 
donors in these transactional relations. The dimensions thus corres-
pond to a frequent participant role in such relations. Nevertheless, 
köyhä occurs exclusively in the recipient role, except in a few construc-
tions of the type elättää köyhien rahoilla (‘support with the money of 
the poor). The predicate verb is most frequently in the passive voice in 
real-life occurrences of this pattern, and the object argument resides 
on its left side, as in Example 36 below: 

Example 36
Ay porhoja yli 200 000 € vuosiansiolla elätetään köyhien rahoilla
‘Labour-union magnates with an annual income of over €200,000 
are supported by the money of the poor 

Köyhä is part of an adverbial phrase designating the means or instru-
ment by which the action of the verb takes place. The head of the ad-
verbial phrase, rahoilla, is in the allative case and köyhä functions as 

Money extracted from the poor is used to provide for what or whoever 
resides in the verb-preceding position in the clause.
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The DESPISED group of dimensions contains verbs designating de-
nigration and negatively evaluative speech acts, and related utteran-
ces explicating perceived evaluations. Neighbours related to these 
dimensions include tavis (‘normie’), työtön (‘unemployed’), kateellinen 
(‘jealous, envious’), työläinen (‘worker’) and yrittäjä (‘entrepreneur’). 
Tavis, again, is a frequent device for in-group reference, and yrittäjä, 
similar to the AIDED dimensions, may occur in both roles, namely as 
the target or the source of the negative sentiment.

The question now arises as to whether the three features OPPRESSED, 
DESPISED and AIDED could be treated as complementary characte-
risations of the word köyhä. In other words, if they are treated as cor-
responding to semantic features, does köyhä have them all? Or is it rat-
her that it has them in co-texts in which it is used in correspondence 
with OPPRESSED, but is vague or ambiguous towards the other two?  
This question has wide implications, in that many distributional ope-
rations are based on aggregating features over a range of uses. If these 
uses cannot be un-problematically aggregated as characterisations of 
the same entity, they must be interpreted in some other way.

Why is this such a problematic issue? It is hardly likely that these 
three features are utterly unrelated, but all seem to manifest a similar 
subordinate position in the social hierarchy. This is not the issue here, 
however: it is rather whether the features can be combined so as to 
express what is usually or saliently referred to as köyhä in the Suomi24 
dataset as an OPPRESSED, DESPISED and AIDED category. In short, 
are these features descriptive of the same thing or not? Whether they 
could or should be combined as characterisations of the same seman-
tic element is obviously dependent on the level of abstraction to which 
the relevant type-level element is projected. Nevertheless, it could be 
assumed that, in a given context of conversation in which köyhä assu-
mes an established meaning related to, say, AIDED features, a parti-
cipant might claim to be köyhä mutta ei sillä tavalla köyhä (‘poor but 
not that kind of poor’), “that kind of poor” meaning the DESPISED 
features. This would signal that the two meanings of köyhä pass the 
classic identity test of polysemy (Tuggy 1993).

The example of kansa illustrates the problem. Kansa is, overall, the 
11th-closest neighbour of köyhä but has the strongest correlation with 
it in the three groups of dimensions mentioned above. However, in 
the AIDED group, kansa is just as likely to be the one being aided as 
giving aid. The AIDED verb elättää, which usually designates a highly 
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asymmetrical role between the party burdened with providing and 
the dependent party being provided for, and even has some parasitic 
connotations, has kansa in both subject (Example 37 below) and object 
(Example 38 below) positions:

Example 37
[ammattilaisurheilijat ja iskelmälaulajat] tienaavat miljoonia ja 
satoja euroja, mutta kansa elättää näitä mukisematta
‘[professional athletes and pop singers] make millions and hund-
reds of euros, yet the people provide for them without qualms’

Example 38
Perussuomalaistyyppinen kansallisuuskiihko ei elätä kansaa. 
‘True Finns type of nationalism does not provide for the people’

It seems that kansa does not refer to the same category in both cases. 
In Example 37 (and in other similar occurrences), it represents an in-
group for the writer voicing grievances related to unjust and parasitic 
relations that burden . On the other hand, kansa itself is the 

independently looking out for itself. It seems that these two categori-
sations cannot be extensionally identical. Although it is clear that the 
context of both segments is contemporary Finnish society, in terms 
of truth conditions the same group of people cannot simultaneously 
have the economic independence required by the subject position of 
elättää
resulting image would be akin to Baron von Münchausen yanking 
himself by his hair. These two groups extensionally overlap because 
they both include people in a dependent economic position, but it is 
somewhat open whether they also contain the segment of people that 
is capable of carrying the economic burden of upholding society. 

On the level of intension, however, it is clear that the focus in Example 
37 is on the latter group, and in Example 38 it is on the former, depen-

-
mantic features related to distributional dimensions might not neces-
sarily be features of the same category. The other option is to consider 
the notion of kansa
no disagreement between Example 37 and Example 38: the disagree-
ment rather concerns the economic and political circumstances con-
cerned. The matter would be un-problematic in the case of material 
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or physical entities, on which two contradictory views could prevail 
-

brought about by the assumptions and notions held about them. If 

köyhä or kansa (or love or ), it is not at all clear whether they are 
parallel or didactic descriptions of the same thing, or whether they 
are two distinct concepts. Further, it should be not taken for granted 
that commonly held assumptions and beliefs should be logically con-
sistent.

One way of resolving the question is by means of polysemy, ma-
king the case that kansa as a passive, dependent mass and as a beast 

 
sense-structure. Kielitoimiston sanakirja (KKS 2020) divides the mea-
ning of kansa into four senses, and both of those discussed here would 
be allocated as sub-senses under its third sense: ‘peasant folk, wor-
kers, lower classes’. It would perhaps be more reasonable to assert that 
both of the referents of kansa discussed here are within the meaning 
potential of that same sense. If senses are assumed to have meaning 

things, here two categories of things designated by kansa. Members of 
this category may be contradictory in some of their features, as long 

-
bership. In other words, the contradictory features are not among the 

this is so, the distributional evidence would relate to something other 

distributionally observed features such as OPPRESSED, AIDED and 
DESPISED point?

One could also surmise that, because the three features relate prima-
rily to contextual references of köyhä, there is a possibility that they 
relate to the concept of poverty rather than to any lexical meaning. In 
other words, because of the conceptual connections between poverty 
on the one hand, and a subjugated social status, the relevance of aid 
and the propensity to be evaluated negatively on the other, any word 

-
ces could trigger these connections contextually. This would detach 
the distributional features observed here from any sense-related mea-
nings of köyhä and portray them as structures of larger conceptualisa-
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tions. However, it does not seem to be the case, at least entirely, as I 
will show next.

The distributional importance of the three groups of left-side verb 
dimensions is a testament to how correlations dictate the overall 
proximity to köyhä in their scores. Table 3 below lists the 11 closest 
neighbours in rank order. It is slightly opportunistically stretched to 
include kansa, an example discussed earlier. The rank score in the 
fourth column refers to rank order based on Pearson’s correlation 

neighbours in the table are ranked highly in both orders and familiar 
from the discussion above.

Overall rank Neighbour translation Left-side verb rank

1. rikas ’rich’ 26.

2. työtön ‘unemployed’ 3.

3. vähävarainen ‘low-paid, with 
little means’

44.

4. pienituloinen ’small-income’ 41.

5. kansalainen ’citizen’ 2.

6. duunari ’blue-collar’ 8.

7. varakas ’wealthy’ 43.

8. työläinen ’worker’ 4.

9. veronmaksaja ’tax-payer’ 14.

10. eläkeläinen ‘pensioner’ 7.

11. kansa ’people’ 1.

Table 3: Köyhä’s closest neighbours, their overall rank orders, and rank orders by 
left-side verb dimensions

The major exceptions – words that have proximity overall but do not 
share the features related to the three left-side groups of verb dimen-
sions – are vähävarainen,  and varakas. Varakas (‘wealthy’) 
has an antonymic relation to köyhä (and a synonymic relation to ri-
kas), and for that reason alone is generally not eligible for the featu-
res in question. Vähävarainen (‘less + resources + ADJ’) and -
nen (‘small + income + ADJ’), on the other hand, are highly relevant. 
Similar to köyhä, they designate a property that could be characteri-
sed as the lower end of the scale based on the availability of economic 
resources. Both would appear to exemplify the relatively more pro-
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ductive type of lexicalised compounds in Finnish, and they also share 
several morphological features concerning their formation: both are 
based on the combination of a quantifying, semi-independent stem, a 
stem denoting a unit of monetary possession and the -inen denominal 
derivative. 

As adjectives – or words residing in the more adjectival reaches of the 
adjective-noun continuum of Finnish – it would be somewhat predic-
table that they lacked the noun-typical dimensions, which left-side 
verb dimensions arguably are. However, köyhä is no less an adjective 
than they are, and could still accumulate scores in the dimensions in 
question while occupying the adjective-typical position of an adjecti-

if one uses the construction köyhät ihmiset, in which the noun head 
of the NP is the highly generic, almost tautological ihmiset (‘humans, 
people’). This tendency could well be connected to a reluctance to use 
köyhä in a purely nominal position.

Thus, it is unlikely that adjectival tendencies alone are enough to pre-
vent vähävarainen and  from having non-zero scores in 
these left-side verb dimensions. Instead, it would not be out of place 
to argue that these two adjectives are conventionalised productive eu-
phemisms intended to circumvent the poverty-related social stigma of 
köyhä. Although both  and vähävarainen could be identi-

noting that they do occur in this particular, less formal dataset alon-
gside köyhä. Thus their propensity for formal registers probably does 

It is fairly obvious how stigmatisation is connected to the three featu-
res OPPRESSED, AIDED and DESPISED. This would indicate that 
they are lexical features of the meaning of  köyhä. This observation 
corroborates the interpretation that neither vähävarainen nor -
loinen has dimensions related to propositional structures that are si-
milar to OPPRESSED, AIDED and DESPISED, but they use equally 
euphemistic vocabulary. However, I should also point out that both 
could be used in place of köyhä in many OPPRESSED, AIDED and 
DESPISED contexts. In contexts of use, the designation related to 
small economic means would be enough to guide a reference to the 
intended category of people, regardless of whether the reference was 
the stigmatised köyhä or either of its common euphemisms. Although 
semantically and pragmatically viable, such environments do not 
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comparison, köyhä seems to be both semantically and distributionally 
distinct in this regard.

The observations related to distributional cues are puzzling in some 
sense. On the one hand, a considerable amount of distributional in-
formation picked up by the operation concerned what was often said 
about the entities to which  köyhä refers, which could be characteri-
sed within three semantic categories. However, I have also shown that 
such a characterisation could not un-problematically be taken to be 
an accumulative description of the same thing. Nevertheless, a com-
bination of the three categories turned out to be typical of köyhä as a 
lexeme, being absent from its close synonyms. 

It is relatively easy to resolve the issue of references and lexeme-level 
meanings by allocating the distributional characterisations to an inte-
rim level of meaning. These characterisations are features assigned to 
typical referents of köyhä, but only when  referred to with that word. 
Paraphrases steered clear from making references containing these 
features. The existence of these paraphrasing lexemes implies that 
patterns of co-occurrence produce associations, which motivated the 
idea of semantic prosody discussed in Chapter 3, for example. This 
does not resolve the issue of interaction between the three features, 
however, namely whether or not they should be seen as characteri-
sations of the same object. In any case, in distributional terms they 

These questions are not limited to köyhä, as other adjectives studied 
here also exhibit similar behaviour. For example, given the left-side 
verb dimensions, the picture drawn from the meaning of nuori also 
connotes something in potential need of help and assistance (auttaa), 
an object of perceived evaluation (haukkua, kunnioittaa) as well as of 
sexually-oriented preferences, gazes and advances (kiinnostua ‘to be-
come interested’, kiinnostaa ‘to interest’, kuolata ‘to drool’, ihastua ‘to 
become infatuated’, naida ‘to marry, to copulate’, seurustella ‘to date, to 
go out with’, tykätä ‘to like’). Of its closest neighbours, the ones most 
closely related 1) to assistance are köyhä, iäkäs ‘aged’, mummo ‘granny’ 
and kokematon ‘inexperienced’, 2) to perceived positive or negative eva-
luations are ulkomaalainen ‘foreigner’, tyhmä ‘stupid’ and hoikka ‘thin, 
of body type’ and 3) to sexual orientation are tyttö ‘girl’,  
‘twenty-something’, sinkku ‘single’ and ulkomaalainen ‘foreigner’. In a 
similar fashion, one could study whether the combination of ihastua 
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and nuori -
ning of nuori. Thus far in this section I have shown how this would 
be a viable use for a vector space approach while also showing that 
assuming all close neighbours share distributional similarity for the 
same reasons is precarious. Many subtypes of distributional features 
are to be observed, each with its interfaces with meanings of the lexi-
cal items in question.

-
tions. Earlier, during an investigation focused on exclusively shared 
and mutually excluded head dimensions of canonical opposite pairs, 
it came to light that systematic patterns in restrictions correlated with 
each pair’s core conceptual features. Here I show how the more lexi-
cally detailed dimensions also show tendencies related to oppositio-
nal relations, again focusing on left-side verb dimensions. 

The discrepancy between köyhä and rikas in their selection of left-side 

and how they are portrayed in the medium of which this particular da-

of köyhä to which the features OPPRESSED, DESPISED and AIDED 
are connected, rather than that related to the gradable availability of 
economic resources. In other words, what is typically predicated for 
the referents of köyhä
the referents of rikas -
her victims of extortion or receivers of aid or assistance. On the other 

objects of imitation.

However, many of the neighbours shared by rikas and köyhä include 
contrasting lexical pairs, some approaching an oppositional relation. 
The morphological opposites hyvätuloinen (’high-income)’~ -
loinen (’low-income) are included in both, for example. Less-directly 
contrasting groups include duunari (‘blue-collar worker’), työläinen 
(‘worker’) ~ yrittäjä (‘entrepreneur’),  (‘burgher, member of the 
owning class’),  (‘capitalist’), lexicalising in some sense the 
oppositional, or at least complementary employee ~ employer rela-
tion. 
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It would be intuitive to assume that these words were included in the 
neighbourhoods of both köyhä and rikas because of their mutual simi-
larity: being close to one would mean being close to its most immedia-
te neighbour as well. This would result in many shared environment 
types and thus high scores in many shared dimensions. In short, the 
presence of these pairs or groups would be attributable to what is sha-
red by köyhä and rikas
to vectors in general, but it is not the case in left-side verb dimensi-
ons. The dimensions these words share with köyhä or rikas are either 
distributionally complementary in the sense that they share similar 
but not the same dimensions, or they are the same but only because 

kadehtia (‘envy’) and riistää (‘extort’), yrittäjä (‘entrepreneur’) and -
talisti, often in the plural, are the ones who are envied and who do the 
extorting, respectively, whereas duunari (‘blue-collar worker’) and työ-
läinen (‘worker’) do the envying and are subjected to extortion. Elättää 
is the exception here: depending on the point of view, both entrepre-
neurs and employers – internalised in their cotexts – could be seen as 
providers in the parasitic relationship.

Charles & Miller (1989) claim that it is not a question of distributio-
nal similarity, and that canonical (or direct) opposites are formed and 
reproduced by means of their occurrence in the same environments. 
Thus, to apply the notion of general tendency suggested by Sahlgren 
(2006), for example, namely that co-occurrence is typical of semanti-
cally related lexical items whereas interchangeability is typical of tho-
se that are semantically similar, in terms of ”distributional semantics” 
direct opposites are related rather than similar. However, Justeson & 
Katz (1991) found that this co-occurrence frequently came about in 
sentences in which the syntactic environments between the opposites 
were somehow paralleled, or showed some other form of symmetry. 
Structures such as ellipsis frequently allow these paralleled structures 
to avoid strictly sequence-based distributional descriptions, such as 
n-grams. According to Justeson & Katz (1991), direct oppositionality in 
distributional terms is a very special relation combining interchan-
geability and co-occurrence. In short, canonical opposites require 
both strong similarity and relative frequent explicit contrasting in 
same environments.

This is a position that could be corroborated and elaborated here. 
First of all, in light of the extensive analysis, there is a considerab-
le level of interchangeability between all of the canonical opposite 



219

pairs, enough to establish their special relation without any patterns 
of co-occurrence. Nevertheless, they have very distinct uses in some 
regards. The left-side verb dimensions show some kind of lexicalised 
diametrical oppositional relation between rikas and köyhä. Köyhä is 
the object argument for verbs such as sortaa, riistää and rahastaa, whe-
reas rikas has suosia. Further, the subject arguments for the cases of 
the type leikkiä / näytellä rikasta
poor (köyhät, example 39), or similarly implicated by other contrasting 
elements (example 40)

Example 39
Helsingissä köyhät leikkivät rikasta kun, kun 40 neliön neukku-
kuutio maksaa 300 000 € 
’In Helsinki, the poor play rich when, when [sic] a 40-square-met-
re Soviet cubicle costs €300,000.’

Example 40
Niiden lapset asuu viemäreissä ja aikuiset leikkii rikasta maan 
päällä
‘Their kids live in sewers while the adults play rich above ground’

The contrast between viemärissä (‘in sewers’) and  (‘above 
ground’) evokes a symmetrical relation between rikas and the unna-
med oppositional nature of the adults, which may be relatively intui-

köyhä. There are fur-
ther complementary distributional tendencies in structures such as 
köyhät köyhtyy and rikkaat rikastuu, which tend to reside in the same 
cotexts. Although this observation is not based solely on the bigram 
structures discussed in this chapter, a close reading revealing a rather 
considerable number of occurrences rather convincingly supports 
the intuited strong oppositional relation between the two. The crucial 
matter from the perspective of the present study is that this, too, is a 
meaning-related structure that leaves traces in distributions and may 
be targeted by an operation.

In any case, it is interesting that this relation between köyhä and ri-
kas spans from the syntactically parallel structures pointed out by 
Justeson & Katz to structures where the contrast conveyed by semantic 
rather than syntactic parallelism. Cotexts such as these thus reinforce 

-
neously. The rikkaat rikastuvat, köyhät köyhtyvät structures constitute 
a prototypical case.
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5.5 Conclusions

The focus in this chapter was on simple vector space models, which 
were produced to study three oppositional pairs of adjectives. The aim 

-
served dimensions would produce when aggregated. Distributional 
restrictions, cues and markers were used as concepts to show how the 

-
racterisations of meaning.

Even simple and robust vector space models yield lists of closest 
neighbours that are remarkably less noisy. In almost every case, eve-
ry word appearing in these lists seemed to have a reason to be the-

shared semantic or pragmatic features, typical either of the dataset 
in question or of more general structures prevailing amongst users of 
Modern Finnish more widely. Although perhaps not optimal for use 
in most natural language-processing applications, such lists are very 
useful tools for linguistic inquiry. They allow an analytical perspective 
on the behaviour of words and bring to light other words that are used 

-
ce compared to methods that reduce the dimensionality of the data 
such as LSA (Landauer & Dumais 1997) and, even more so, Word2Vec 
(Mikolov et al 2013), in which the optimally distinctive dimensions are 

information exclusively on the head nouns the adjectives are used to 

when the focus was on distributional restrictions using the Jaccard 

which is the core concept in the study of adjectival meaning. However, 
instead of showing structures that directly correspond to some of the 
variations discussed in previous studies on adjectival semantics, the 

each pair were able to traverse the meronymical hierarchies of their 
respective head-selections. The three pairs exhausted the three pos-
sibilities of meronymical inheritance. That such a thing happened is 
not surprising, given that the dimensions were selected to highlight 

However, the reason why precisely this feature emerged during the 
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data. Had other adjectives been compared, other features would have 

-
ctions. Thus, the method is applicable to studying consistent concep-

that manifest as distributional regularities in the corpus.  

Studied as distributional cues, the head selections highlighted how 
the adjectives, especially sairas

re-introduction and predication (Pajunen 1998: 347) they contributed 
-

ten piled up with other semantically similar expressions. In terms of 
generalisability, whether or not a given distributional operation such 

foremost on whether the expressions are used for such purposes, or 

Among the words that can be used in such a way, the prominen-
ce of their usage depends on two things: the sensitivity of dimensi-
on-weighting schemes such as PMI to frequency patterns related to 

override more conceptual or semantic sources of distributional simi-
larity.

The analysis of vector space models in the second half of the chapter 
focused on words that co-occurred on either side of the node word. 
Given that the positions of immediate adjacencies in clauses tend to 
be grammatically governed, the dimensions were analysed in groups 
based on their likely syntactic relations to the node adjectives. These 

The adjective-typical dimensions largely constituted expressions ca-

as well as traces of clause types with prominent adjectival elements, 

-
ven. The common tendency was that positive evaluation was connect-

-
ed to quantity or certainty, for example, whereas negative evaluation 

The noun-typical dimensions, more than any other type, were pro-
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semantic, manifesting as the same dimensions. There was an equal 

node words. What was surprising, however,  was that the data for the 
studied adjectives made the operation robust to possible challenges 
presented by the aforementioned problems. In many cases, similar 
sequences of dimension and node word conveyed very similar mea-
ning-related information regardless of the syntactic pattern that cau-
sed it or whether it had the node word in an adjectival or a nominal 
position. How general this tendency is, is an open question, but it 

many natural language-processing applications are successful: the 
sequences of words in themselves have so much in common that de-

The most prominent of the noun-typical dimensions were left-si-

-
mensional groups were then connected with features of meaning 
shared by those neighbours and exhibited by the node words in their 

köy-
hä. Three groups of such dimensions stood out, all of which brought 
with them their unique combination of nearest neighbours. However, 
a more thorough theoretical discussion would have been warranted to 
complete the characterisation based on these features. In the context 

point of observation that is relevant to the study of polysemy.

-
butional structures, or groups of dimensions, in word-space contexts, 
in which canonical antonyms contrasted or were shared exclusively. 
Although none of the antonymy pairs had distributions that were 
somehow symmetrical or mutually complementary, the distributio-
nal evidence seems to indicate that for a particular antonym to stand 
out as “canonical” it must be able to activate its oppositional relation 
across a wide range of uses. Each of the adjectives studied here have 
relatively high frequency and a broad meaning, which means there 
are substantial grounds on which these oppositional relations should 
emerge. Even if it is not contested that the pairs in question exemp-

none of them mirrored each other’s distributions perfectly. 
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At the same time, these pairs frequently occurred in each other’s 

canonicity is essentially down to being a collocational relation of 
sorts. However, evidence emerged to back Justeson & Katz’s (1991) 
counter-argument that, even in collocating cases, canonical antonyms 
have some kind of syntactic parallelism. Even if the collocating cases 
were discarded (as most of them were in the narrow windows used 
here), there was still plenty of distributional information to identify 
the canonical relation.

In his inspiring work on spatial structures of concepts and properties, 
Peter Gärdenfors (2000: 109) cites Goodman (1972), who argues that 
the overly general notion of similarity is a philosophical impostor or 
”a quack”. Goodman’s criticism, which Gärdenfors condones, is dire-

contexts and parameters of dimensions against which the similarities 
are estimated. In other words, if it is not known in what regard things 
are similar or dissimilar, estimated measurement of their similarity 
has no real value. This criticism also applies to notions of distributio-
nal similarity, although it could be said that, all things being equal, the 
similarity of distribution does correlate with the similarity of meaning. 
If that observation is to have any analytical value, any attempt to ope-
rationalise it in a linguistic study on meaning should be attached to a 

visible, and should facilitate analysis of which linguistic expressions 
are distributionally similar or dissimilar, and of how those similarities 

-
tive meanings.
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6. Registers and social meanings in affinity networks

6.1 Background

This chapter starts with a converse pre-composition compared to 

distributional operation, and distributional representations were exa-
mined in detail to identify the meaning-related structures to which 

on a particular meaning-related structure and devising a distributio-
nal operation to match it. The focus is on identifying a distributional 
structure which could be analysed for making observations about that 
meaning-related structure, and devising a distributional operation 
that allows such analysis.

The aim in the present chapter is thus to answer some questions that 
touch upon the predominant interests of this dissertation in its ear-
liest phases, as described in the Introduction. In a sense, therefore, it 

investigation. These interests relate to the development of termino-

part of the Finnish legal system since the mid-19th century. 

There is a wide consensus among scholars of jurisprudencein Finland, 

terminology (as well as the concepts associated with it) is considerably 

is to say that the terminology of social law renews itself at short inter-
vals. The reasons for this are likely to be manifold and intertwined. 
The establishment of social law in Finland coincided historically with 
the rapid vernacularisation process, in which Finnish gradually ex-
panded its domains of use as the state language, superseding Swedish 
by the turn of the 20th century. The major phases in the development 
of Finnish social law take place in the 1860s. Coincidentally, during 
the same period there was a rapid rise in publication activity in the 
Finnish language (Marjanen et al. 2019). These two occurrences are 

-
cant.

Thus, it is not surprising that many early candidates for inclusion in 
social-law terminology failed to transition to the established lexicon 
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of Modern Finnish. Indeed, social law has been dynamic from the le-
gal perspective: the period from the mid-nineteenth to the late 20th 
century, for example, saw rather remarkable social changes that the 
law as a legal framework had to accommodate. Furthermore, social 

in which words and concepts quickly assume evaluative connotations 
and conventionalised associations with certain social categories or 
political movements.

The case study reported in this chapter investigates these processes by 
tracing the path of one term in social law, namely vaivainen, the proto-
typical meaning of which has changed markedly over time compared 
to its meaning of ‘measly’ in Modern Finnish. Vaivainen was a focal 
legal term in the early developmental stages of the Finnish social law 
system, inherited from language related to the practices of social aid 
in which the Church engaged. As the state gradually took over respon-
sibilities related to poverty relief and welfare (Van Aerschot 1996: 80–
81), vaivainen found its place in the earliest socio-legal documents to 
be drafted, the poverty relief acts of 1852 and 1879. However, it dropped 
out of use at the end of the 19th century, and was not directly replaced. 
Instead, the whole category it denoted ceased to exist as such. 

The research question addressed in this case study relates to the 
process in which vaivainen was gradually excluded from administra-
tive and legal registers. When did it take place? The distributional 

this question. However, the implications of the answer have further 
interesting implications related to the reasons behind and the details 
of that process. How did it compare with changes in the denotatio-
nal and connotation meanings of vaivainen, or in the social-law fra-
mework? How does the tension between specialised terminology and 

-
lied interests are not targeted by the distributional operation, they do 
pave the way for an interpretative reading of the distributional repre-
sentations that constitute its outcomes.
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6.2 Preliminaries

6.2.1 Registers and affinity networks
The term register as used here covers the full range of socially condi-
tioned varieties of language use. Biber & Conrad (2019: 2) distinguish 
registers from genres in that they are properties of complete texts 
whereas any linguistic expression can be associated with a register, 
and from styles in that they serve functional, situational purposes rat-

Agha (2005: 24) describes registers as sets of linguistic expressions 
(repertoires), which are culture-internally associated with particular 
social practices and persons who engage in them. Douglas Biber (1994:  
33), in turn, outlines the three-partite structure of register characteri-
sation as a combination of linguistic characteristics, situational and 
social characteristics, and their mediating functions and conventions. 
Agha (2005: 25) discusses the social characteristics of situations in 
terms of metapragmatic models, comprising social roles, social acti-
vities and the relationships holding among  participants. Repertoire 
and metapragmatic models of register are mediated through metap-
ragmatic stereotypes learned from recurring combinations of certain 
sets of expressions and metapragmatic models (ibid. 26–27). 

Although the concepts described by Agha (2005) and Biber (1994) 

their shared features to be used as a basis on which to build a mea-
ning-related structure for a distributional operation. Moreover, the 
links between a set of linguistic expressions, cultural practices and the 
people involved in them constitute the foundations of social meaning 
(Murphy 2010) as well as of register or stylistic meaning (Leech 1974). 
In both cases, membership of a particular linguistic expression (typi-

meaning attributable to its association with a given register and, by 
extension, particular social groups and practices. 

Both Agha (2005: 25) and Biber (1994: 33–34) allude to a bi-directio-
nal relation between expressions belonging to a register and a social 
context of use: the context might motivate or even dictate the use of 
expressions in appropriate registers, but the selection of a given regis-
ter might also signal a change in the social context of the communica-
tion. In either case, the language user needs to have the metalinguistic 
competence to make connections between linguistic expressions, re-
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gisters and social conventions. Agha (2005: 31–34) goes on to point out 

are not necessarily harmonious: tensions may arise and could play an 
important role. The author cites irony and play as examples of such si-
tuations. The use of overlapping registers as a communicative resour-
ce again relies on the metalinguistic competence of the participants.

Thus, in line with the aims of the present study and to see how a distri-
butional operation could be used to delve into registers, a bottom-up 
distributional operation was devised. The purpose is not to categori-
se or quantify occurrences of vaivainen as showing signs of an admi-
nistrative or legal register, it is rather to quantify the strength of its 

or legal registers. The fact that the operation has a bottom-up archi-
tecture and proceeds by building register candidates from the data 

the analyst’s limited capacity to recognise register markers.

vaivainen and 
its potential connection with registers, a distributional operation 
was designed to detect registers in the data. The assumption is that 

the strength of associations made by language users. The assumpti-
on that frequencies in the data approximate the strength of linguistic 
experiences is the underlying rationale behind using corpus data in 
usage-based studies on language, as explicated in Kemmer & Barlow 
(2000: x–xi) and Bybee & Hopper (2001: 10). In this case, the associati-

language user’s metalinguistic competence in discerning contextual-
ly between registers. In short, language users have experience-based 
knowledge about the linguistic expressions that suit the various regis-

Chapter 4) and a meaning-related structure (the association between 
two linguistic expressions). 

-
pus linguistics (cf. e.g., Williams 2001, Brezina, McEnery & Wattam 

proponents, arguing that collocational networks operationalised the 
psychological notion of “aboutness” (pp. 6). In general, however, such 
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networks are used to capture expressions that designate the same 
cognitive domains or conceptual systems, exploiting the connection 

According to Agha (2008: 25), it is not possible to discern registers 
simply by recognising sets of co-occurring linguistic expressions: 
what matters is how they associate with particular social practices. 
There are thus two kinds of relevant association at play here: the kind 
that binds expressions together based on frequent co-occurrence and 
the kind that binds together networks of associated expressions ba-
sed on social practices. The former, namely the association between 

-
cussed in Chapter 4): on the distributional level, they represent the 
register’s repertoire. 

practices. A distributional operation cannot cover these associa-
tions in that social practices are hardly a distributional matter. This 
does not mean that a computational model could not perform such 
as task for analytical or other purposes, but it would not qualify as 
a distributional operation in the sense applied in this study. In other 
words, a person operating inside the Chinese Room (described in the 
Introduction) would not be able to identify messages that relate to 

The inability of a distributional operation to associate sets of linguis-
tic expressions with social practices means that it can only propose 

must be evaluated in some other way. According to Agha (2008: 25–
26), the information language users have on registers is based on their 
metapragmatic stereotypes of social practice related to registers and 
typical speech acts, as well as the utterances within them. Thus, the 
operation should be able to identify the most stereotypical or salient 

-
terisation would facilitate the assignment of an identity to each one. 

-
tions vaivainen has with these registers yields relevant information 
about its social meanings, even if the word itself is not used often in 
stereotypical environments.
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The main interest here lies in registers that are simply termed “admi-
-

guage used to transmit government policy and practice to the public”. 
As Anderson (2006: 9) also notes, varying terminology has been used 
to describe essentially the same type of language or register: bureauc-

-
guage of public administration (Longe 1985); Civil Service language 
(Crystal and Davy 1969). She continues: “while the focus of each of 

(1985: 307): “mediat[ing] between government and the governed.”

This register is thus considered a vague and heuristic category. Further, 

distinction between the two. Although there are obvious reasons to 
-

from the perspective of distributional representations, it is likely that 
-

to as an “administrative or legal register”. I set no preconditions for 
recognising an occurrence of this register, on the assumption that an 
occurrence with many of the typical features will reveal its identity 
immediately and intuitively. Thus the examples given for identifying 
a distributional structure within this register should be convincing to 
the reader.

as register candidates from the data on purely distributional grounds. 
vaivainen has with 

each of these networks. Third, the most stereotypical occurrences of 
the networks with which vaivainen -
lysed for metapragmatic characterisation. Fourth, the networks for 
which such characterisation seems plausible are evaluated as possib-
le registers. These four steps will facilitate the mapping of vaivainen’s 
registers and the tracking of its relationship with administrative and 
legal registers, thereby allowing the aligning of its position in the re-
gister with a timeline of its use as a term in social law. The timeline is 
presented next.
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6.2.2 The vaivainen timeline
This sub-section examines the timeline of vaivainen in key legal texts 
on social law in nineteenth-century Finland. This is a necessary step 
in addressing the research question, namely whether vaivainen was 
receding from administrative and legal registers before it lost its con-
ceptual validity in the legal framework. Before charting its use of vai-
vainen in statutory texts I will give a short overview of its meaning in 
Modern Finnish and its use in nineteenth-century religious language.

Vaivainen has several more or less distinct senses in modern Finnish. 
In terms of frequency, the most common is triggered by its use as an 

Example 1
Sähkölinjan siirtoon menee vaivaiset 1 200 000 €
‘Moving the power line costs a measly €1,200,000’

In Example 1, vaivainen functions in a construction in which an adje-
ctive is used to modify a quantifying expression (VISK § 1306). In this 

it means, roughly, ’meagre’ or ’measly’. In relatively rare uses it also 
-

ciently related to be assigned to the same entry in Kielitoimiston sa-
nakirja (KTS), a position that is neither refuted nor corroborated here. 

Vaivainen is also frequently used as a productive denominal adjec-
tival derivative of the stem noun vaiva, meaning ’ailment, illness’ or 
’trouble, burden’. With the -inen -
ring from an ailment or illness’, the ’trouble’ sense of vaiva tending 
not to be triggered by the -inen derivation. Thus the predominant, 
morphologically compositional sense of vaivainen outside the quan-

a physical ailment or invalidity. The productive, compositional mea-
ning is dominant especially in contexts in which the derivation has a 

illness, e.g., selkävaivainen (’with back trouble) where selkä denotes the 
anterior part of the torso. In cases such as these, the derivation might 
equally well be analysed as [ [ selkä + vaiva ] + -inen ] or [ selkä + [ vaiva 
+ -inen ] ]. As a result, there would be good grounds for claiming that 
the independent lexical meaning of vaivainen in Modern Finnish is 
weakened, and in most cases its meaning is analysed as a productive 
-inen derivation of the noun vaiva.
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Senses related to illnesses and disabilities are listed in 19th-century 
dictionaries (e.g., Ahlman 1865, Europaeus 1853 and Lönnrot 1880), 
but alongside those vaivainen also connotes poor or a beggar. I have 
the impression that the latter meanings are predominant in terms of 
frequency. The word has thus been in use in this sense since the ap-
pearance of the earliest bodies of written Finnish, namely in transla-
tions of both the bible and legal texts. It had a prominent role in the 
Sermon on the Mount of the New Testament, in the Finnish equiva-
lent of ”blessed are the poor in spirit”, for example:

Example 2
Autuaat ovat hengellisesti vaivaiset; sillä heidän on taivaan valta-
kunta
‘Blessed are the poor in spirit, for theirs is the kingdom of heaven.’

It was ousted from the Sermon on the Mount only in the 1938 translati-
on, to be replaced with köyhä (’poor’). Finnish welfare and poverty-re-

-
ly to be taken over in the mid-nineteenth century by the burgeoning 
state apparatus (Van Aerschot 1996: 80–81). It is only to be expected 
that the early terminology of social law was inherited from liturgical 
language and concepts related to church charities. 

The key regulatory documents in social law from the nineteenth to 
the early twentieth century in Finland include Asetus vaivaishoidosta 
(1852), Asetus yleisestä vaivaishoidosta   
(1879) and Köyhäinhoitolaki vaivai-
nen, which the third one does not. There has been some debate in the 

1852 and the 1879 acts, especially on whether the latter could be percei-
ved as signalling a marked toughening of political attitudes towards 
poverty (Van Aerschot 1996). Van Aerschott (1996: 96), however empha-
size the strong continuity between the 1852 and the 1879 acts and is 
hesitant to observe remarkable shift in attitudes, although emphasis 
on each individual’s responsibility for their own subsistence was more 
pronounced in the later act.

The details of the changing legal framework of poverty relief in the 
second half of the nineteenth century are not of much concern here. 
What is of concern, however, is how the two nineteenth-century laws 
employ the word vaivainen. Two points are worth noting . First, both 
of the documents were drafted in Swedish and only translated into 
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Finnish. Second, the legal norms written in these laws are directed 
towards the institutions carrying out poverty relief, not to the poor 

of aid, and on what grounds. In both of these texts, the word vaivai-
nen appears most frequently in the compound vaivaishoito (‘poverty 
aid’) and further compounds based on it (such as vaivaishoitokomi-
tea (‘poverty-relief committee’, vaivaishoitohallitus ‘poverty-relief go-
vernment’, vaivaishoitokunta ‘poverty-relief board’, and so on). Non-
compound forms are relatively frequent in the 1852 act, but rare in the 
1879 version: the former has almost double the total word count of the 
latter, and the occurrences of vaivainen are more than ten-fold (46 and 
4, respectively). 

Mattila (2013: 141) distinguishes broader and narrower senses of the 
term . In a narrower sense, such terms designate concepts 
and categories that only exist as part of the legal reality, as obje-
cts or relations in the normative system brought about by the social 
construct of legal norms. In a broader sense, the terms may be legal if 
they designate categories that do not owe their existence to the legal 
framework but are still handled within it. The distinction between the 
narrower and broader senses of a legal concept or term best captures 

vaivainen in the acts of 1852 and 1879, respe-
ctively. Its use in the 1852 act corresponds to that of a legal term in 
a broader sense: it designates a social category that does not owe its 

of the act to declare that:

Example 3
Jokaisen seurakunnan tulee holhota omat köyhänsä ja waiwai-
sensa [...]
‘Every parish should look after its own poor [poor-PL.
NOM.3.POSS] and beggars [vaivainen-PL.NOM.3.POSS]’

Here, vaivainen
for granted that the readers of the act know what the term refers to. 

-
king after its own poor”, not the extension of vaivainen. Understanding 
the general nature of the responsibility assigned to each parish, con-

entitled to care.
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Conversely, vaivainen is only used in the later phases of the text in the 
1879 act, and only in contexts in which it could function as an anapho-

vaivaishoito, and 
vaivainen, in a way, functions as its back-formation. In short, the cate-
gory vaivainen in the  1879 Act only comes into being in the context of 
vaivaishoito.

-
lation is §26 of the 1879 act, which has three occurrences of vaivainen. 
The statute overall deals with restrictions related to travel and migra-
tion imposed upon people receiving poverty relief. It stipulates the 
legal proceedings following a case in which a person assigned pover-
ty relief in one locality has received aid elsewhere. In such cases, the 
person should be sent to their place of origin.  The term vaivainen is 
not mentioned earlier in the context, but the same referent is denoted 

joku and then twice with the anaphoric 
third-person pronoun hän. Vaivainen comes into play in the second 
sentence of the statute, when it is already established that what it 
means the “someone who has received poverty aid”.

Example 4
Jos joku on saanut vaivaishoitoa toisessa vaivaishoito-yhdysun-
nassa kuin missä hänellä on kotipaikka-oikeus, niin jälkimmäisen 
yhdyskunnan vaivaishoitohallitus pyytäköön hänen kotiin lähet-
tämistään tahi pitäköön siitä itse tointa. Jos tämä laimilyödään, 
vaikka vaivaishoitohallitus on asian laidasta saanut tarpeenmu-
kaisen tiedon a nauttinut kylliksi neuvon aikaa voidakseen itse 
ryhtyä toimenpitoon vaivaisesta [...]
If someone has received poverty aid in a commune other than that 
in which he or she has the right of habitation, the poverty-relief 
board of the latter commune must ask for him or her to be sent 
home, or then take the matter upon itself. If this is neglected, even 
though the board has had the required information and an ample 
amount of time to start proceedings regarding the poor [vaivainen] 
[...]

In sum, in 1879 vaivainen was seen to a lesser extent as a category of 
social reality in its own right, at least in the legal context, and more as 
a heuristic drafting tool referring to a category established as part of 
the legal reality. Although there seems to be no question that the legal 
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concept vaivainen designates in the 1879 act is valid, one does wonder 
why it was not used more in the text.

The timeline presented here is thus somewhat more complicated than 
was originally assumed. The use of vaivainen as a legal term in a nar-
row sense does not seem to correlate with its established and frequent 
use in key legal texts, quite the contrary. However, having attended to 

the registers of vaivainen through its distributions. 

6.2.3 Data overview
The data for this study was drawn from the Historical Newspaper 
Corpus of the National Library of Finland (KLK). There were several 
reasons for this selection. First, it is methodologically more interes-
ting to see if the distributional operation is able to discern particu-
lar registers from a corpus that also contains other registers. Second, 
the Historical Newspaper Corpus (Kansalliskirjaston Digitaaliset 
Aineistot, digi.kansalliskirjasto. ) contains a considerable number of 

bulletin in which all manner of public announcements were given. 
Thus, the corpus facilitates the tracking of the shifting register asso-
ciations of vaivainen in a way that allows them to be scaled against 
changes in overall frequency. A major focus of interest in the present 
study is whether vaivainen -
ters more quickly or more slowly than it did from other varieties of 
language use.

The sample used in the study is based on the corpus version (KLK-
LB) hosted and distributed by the Language Bank of Finland (Fin-
CLARIAH, ). It was gathered using the API of the 
KORP corpus interface software (Borin, Forsberg & Roxendal 2012) 
and stored locally in a database1. The search was set to store sentences 
with a word count of 10 or more, punctuation included. The sample 
was randomised using the random-order setting of the API. The rep-
resentativeness of the sample was evaluated by matching the relative 
frequencies of vaivainen in the sample and KLK-LB. Graph 1 below 
shows both.
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Graph 1: Relative frequencies of vaivainen in the sample and in the KLK-LB data 
overall

The lines match each other quite consistently, and the red line moves 
just above the blue line in all but two yearly segments. That vaivainen
should have a smaller relative frequency in KLK-LB than in the sample 
is predictable, given that the length cap of ten words for sentences is 
likely to exclude sequences from the sample in which vaivainen is less 
likely to be found. The text types against which the length cap skews 
are not likely to be of interest here, as they include matter such as ad-
vertisements and tabulations. It was relatively commonplace for the 
front page of newspapers to have lists of consumer prices for basic 

On the other hand, longer sentences are likely to be connected to the 
running text of news articles and announcements. These, in turn, are 
the text types that are likely to hold the registers of interest in this 
study. 

Thus, the direction of the deviation between the sample and the po-
pulation is as expected, and also desirable. The distance between the 
lines stays relatively stable throughout the period, except for the ear-
liest part, from 1860 to around 1867. The misalignment in this speci-

, an entirely 
Swedish-language newspaper, is erroneously allocated in the Finnish-
language corpus of the KLK-LB, and thus drops consistently relative 
frequencies of all Finnish-language words. For the years it is present 
in the KLK-LB, it accounts for a considerable part of the token count. 
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Together, these observations imply that the sample is quite likely to 
be representative enough for current purposes, and that the observed 
skewing is consistent and in a predictable direction.

The data, 150,000 random sentences for each year, was stored in 
a format in which it was segmented into word tokens, but no other 
pre-processing steps were taken. The KLK-LB corpus has been tho-
roughly pre-processed and holds both publication-related metadata 
entries and linguistic annotations for each word token. None of the-
se was used, however, because the operation was based on non-lem-
matised word forms. The yearly segments were collected into nine 
overlapping time bins, each covering ten years. These bins are called 
the time segments here, and they are the main vehicle for tracking 
diachronic change. The use of overlapping bins is a common strategy 
in historical corpus linguistics, usually to ensure that the segmentati-
on in itself does not produce strange results (Baker & McEnery 2018). 
Overlapping ensures that most yearly segments appear in two time 
segments.

in the study is the entire population. The number of sentences of 10 
tokens or more only rises above 150,000 in the early years of the 1870s. 
Table 1 below lists the token and type counts for each time segment, 
as well as the type-token ratios. The last column shows the number of 
word types with a frequency of 30 or more. These are the words used 
for analysis in this study.

years tokens types type-token  
ratio

capped types

1860–1869 37,228,099 3,868,313 0.104 68,617

1865–1874 41,351,506 4,339,974 0.105 74,345

1870–1879 41,023,911 4,310,341 0.105 73,823

1875–1884 39,275,356 4,088,050 0.104 71,681

1880–1889 38,038,134 3,814,411 0.1 69,351

1885–1894 36,975,859 3,909,899 0.106 67,101

1890–1899 36,409,876 4,197,775 0.115 65,517

1895–1904 28,807,546 3,540,655 0.123 54,619

1900–1909 28,595,022 3,859,765 0.135 53,785

Table 1: Token and type counts, type-token ratios and capped type counts for each 
time segment
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Table 1 above reveals a drop in both type and token counts, especially 
in the last two time segments. This drop is related to the overall dec-
rease in average sentence length in the corpus, which is probably re-
lated to the improving OCR quality. A common OCR error is to split a 
word token into smaller pieces, which can easily drive up the average 
sentence length in the data. There are many reasons for the lack of 
consistency in OCR quality. The material quality of the source papers 
varies by time and by type of publication. The digitization process dif-

-
lied. And so on. Thus, it is quite likely that the variation in average 

-
sues concerning the OCR process rather than language change. If the 
decrease in average sentence length were language-driven, the change 
would have been much more gradual and not as abrupt as between 
1890–1899 and 1895–1905, for example. Although this may have some 

token counts, which were probably caused by shifts in OCR quality in 
any case.

In general, the composition of the KLK changes over time due to the 
historical process of expanding publication activity in Finland and 
the development of the newspaper as a medium and publication for-
mat. The material- and content-related trends in this dataset are tho-
roughly charted in Marjanen et al. (2019). The standard work for the 
history of newspapers in Finland is the ten-volume Suomen lehdistön 

1988) covers the period until 1905.

In short, the early part of the period is marked by the recovery of the 
publishing industry from censorship laws imposed by Russian state 

general-interest newspapers and periodicals. Newspapers as a me-
dium expanded rapidly from the 1870s to the 1880s, and more local pa-

cater for special interests, and periodicals in particular were devoted 
to many walks of life. In terms of variety and volume, the exponential 
growth of the corpus only levelled after the turn of the century.

The frequencies of vaivainen for each time segment are reported in 
Table 2 below. The general trend is of decline. Because the word vai-
vainen in the data is usually written with w rather than v (following 
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-
phological forms of the lemma vaivainen were extracted by hand 
using a script based on regular expressions. The script searched for 
forms of vaivainen and took account of the most common OCR mis-
takes to produce a frequency list of candidates. The most common 
forms, accounting for around 98 per cent of the total number, were 

-
ferent morphological forms and their most common OCR erroneous 
variants. This list was then used for the search, and occurrences of 
vaivainen were counted from the data (see Table 2 below). The general 
picture reveals a steady decrease in the frequency of vaivainen, with a 
small bump in the 1885–1894 time segment.

years f rel f / 10000

1860-1869 1039 0.279

1865-1874 981 0.237

1870-1879 636 0.155

1875-1884 408 0.104

1880-1889 328 0.086

1885-1894 339 0.092

1890-1899 313 0.086

1895–1904 204 0.071

1900–1909 126 0.044

Table 2: Frequencies of all forms of vaivainen combined

-
tieth, the relative frequency of vaivainen dropped to around one-se-
venth of what it was in 1860-1869. This decrease in frequency will, most 

discussed in more detail later, when the focus is on the distributional 
operation and the selection of parameters.
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6.3 Operational details

6.3.1 Opening remarks
The aim of the distributional operation used (and developed) in this 

-
tatively to see if they could plausibly be related to administrative, legal 
or some other registers. Identifying such relatedness entails determi-
ning the extent to which the most representative environments of the 
networks exemplify the social activities that typify the register. This 
section describes the full operation in more detail.

expressions could be used to measure the strength of the association 
between them. Applying this frequential assumption to the data leads 

between two linguistic expressions, observed from the data, is indica-
tive of the associations a reader of newspapers of the time could draw, 

Further, in that newspapers are among the main vehicles for many 
written registers, it is reasonable to assume that they should support 
corresponding distributional structures.

-

with associated social practices. The distributional operation does 
not cover this last aspect, which is addressed in the next sub-section. 
However, it should be such that it reproduces environments to be eva-
luated against the metapragmatic stereotypes of a given register, in 
other words, typical and salient environments that contribute to the 
formation of the whole network. 

In this regard, the requirement mirrors the usage-based notion of 
distribution, according to which the prototypical and salient mem-
bers of the pattern are the ones holding it together, as discussed in 
Chapter 3 and implemented in the analysis of vector space models in 

is very much in line with the theoretical conception of registers and 
their repertoires discussed by Agha (2008), Biber (1994) and Biber & 
Conrad (2019), for example. 
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-
ments requires three questions to be addressed. First, what will quali-

-

one decide which environments are the most salient with respect to 
each network? In the following sub-section I discuss these three is-
sues in the above order. Moreover, because the operation also requi-
res the matching of distributional representations of registers across 

at the end of the sub-section.

6.3.2 First-order affinities

linguistic expressions (words or punctuation marks) residing in the 
same sentence. It is assumed that the sentence level, of all of the pos-
sible levels of text-segmentation categories available in the KLK-LB, 

some level of textual organisation. It is also an intentional unit of cohe-

in the same sentence than in the same paragraph, let alone on a full 
newspaper page. Given that the document or article level is missing, 
the metadata level directly above the paragraph is the page, which is 
much too large a unit for this purpose.

pull between two linguistic expressions, which in this sense is almost 

degree by which the observed number of co-occurrences exceeds the 
number predicted by some yardstick.

The established array of collocation measurements in corpus linguis-
tics could be utilised here on the understanding that they measure 

employ a relatively large selection of methods instead of relying on 
one or two established measurements. The main reason why there are 
so many is that they are all known to skew one way or the other. A 
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method based on a combination of three independent measurements 
is used here to avoid the generally well-known biases of any given one: 
pointwise mutual information (PMI, Church & Hanks (1990), log-li-
kelihood ratio (LLR, Dunning 1993) and the t-test. Using a combina-
tion of measurements irons out the idiosyncrasies of each test, and 

bands, for example. Stubbs (1995) and, following him, Jantunen (2004) 
adopt a similar approach, combining many computational criteria. 

PMI is known to skew towards low-frequency pairs and to assign st-

assigns more weight to collocations for which there is more evidence, 
which in statistical terms often translates into more data or more ob-
servations, in other words higher frequencies (ibid.). The third test, 
the t-test, relies on the assumption that the data is normally distri-
buted, which language data never is, hence the t-test is sometimes 
considered problematic (e.g., Hanks 1996) or downright theoretically 
invalid (Evert 2005: 82–83). 

Nevertheless, it often seems to hit the middle ground between the 
skewing of PMI and LLR (Thanopoulos, Fakotakis & Kokkinakis 
2002), and in many cases appears to perform at least adequately com-

approach selected here combines these three tests: the t-score is used 
as a yardstick, it determines how many of all the co-occurrence pairs 
in the data have some given t-score and then uses that number to set 
corresponding LLR and PMI scores based on rank orders. Thus, if the-
re are altogether 1,000 co-occurrence pairs in the data with a t-score 
of 3.9 or above, the corresponding PMI and LLR scores are set by the 

of level 3.9, a given pair must belong to all three lists. 

-
rences as counts of shared environments. This means that, regardless 
of how many times a given word occurs in an environment, it will only 
score one co-occurrence for each other word in the same environme-
nt. Thus, each environment is essentially treated as a bag-of-words of 
unique types.

The downside of using three metrics in this way is that it turns the 

Summary statistics such as the average score between the three tests 
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cannot be used unproblematically, as it is not certain that they are li-
near to the same degree and allow direct comparison. The metrics are 
bound together so that the number of collocations in the whole data 
is calculated for every t-test score running from 0 to 8.0 in 0.1 inter-
vals. The equivalent scores of  the other two tests are then obtained 
by identifying the thresholds that allow as many co-occurrences. The 

to pass all three corresponding thresholds. Thus, the strength of the 

which it passes all three thresholds.

vaivainen, 
considered in terms of numbers in the time segments, is how fast and 
radically their numbers dwindle. Chart 2 below depicts the distribu-
tion of all words co-occurring with vaivainen -

to accommodate them in the same chart for visual comparison. The 
lines show 95-, 90- and 75-per-cent quantiles. The y-axis is the level of 

on 0.1 interval bins.

Graph 2:

Although the general shape of the violin plots in Graph 2 is more or 
less steady, the decrease in mass from the upper reaches of the distri-

-
vaivainen has in the later time segments. This, in turn, 

vaivainen. Simply put, vaivainen is associat-
ed with fewer and fewer words throughout the period, and the asso-
ciations become weaker and weaker. Most of this is consistent with 
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the drop in the relative (and absolute) frequencies of vaivainen in the 
data, and follows the same temporal pattern. The time segments be-
fore 1880 show frequent and varied use and many strong associations. 

near the turn of the century, descent to an even lower plane.

6.3.3 Affinity networks

from the data and then represented. I discuss the procedure, then I 
evaluate the match between the notion of register and the objects on 

to make the operational preferences a little easier to understand.

perhaps even more so, is simple enough from the outset but becomes 
quite complicated when put into practice. For example, the tentative 

-

is far too generous in most cases, and virtually all words are connected 
in one vast network. Given that, it seems reasonable to look for areas in 
the network in which the connection densities are particularly high. 

This procedure, known as community detection, is a common task in 
computational network analysis, and many algorithms have been de-
signed to do just that (see Khan & Niazi 2017 for a survey). To keep the 
terminology in line with common practice in network analysis, I will 

network will refer to the complex structure of all words and punctua-
-

tuation are the nodes of that network, and the connections between 
them are called their edges. The local areas of increased density, iden-

-
racted by level, instead of having one network with alternating edge 
weights, there is one network for each level, within which the weights 
of the edges are the same. All the nodes with no connecting edges 
are excluded from the network, hence the higher-level networks 
have fewer nodes and fewer edges, whereas the lower-level networks 
have more nodes and more edges. Moreover, in terms of both nodes 
and edges, the higher-level networks are subsets of the lower-level 
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networks. In other words, there are no nodes or edges in the higher-le-
vel networks that would not be found in the lower-level networks, but 
the opposite is not true.

The algorithm chosen for community detection is greedy modularity 
maximisation ( -
on, GModMax, Clauset, Newman & Moore 2004), which is based on 
maximising the modularity of the network. Modularity is a network 
property that describes how strongly it is divided into smaller com-
munities with a high number of intra-community but a low number 
of inter-community connections. In mathematical terms, modularity 

-
sed communities and the fraction of edges in the same communities 
expected by chance. The greedy modularity maximisation algorithm 
starts by positing each node in its own individual community. Then, it 
tries combining communities, and if a particular combination raises 
the overall modularity of the network, it will make this combination 
and move on. This goes on as long as the modularity can be increased 
by combining communities. 

The process is not deterministic, which means that it does not neces-
sarily result in the same outcome every time, even if the input is the 

outcome of the whole process might change. How much the results 
change depends on the number of nodes that are assigned to the dif-
ferent communities and still increase modularity. In other words, the 

-
ties, the more possible outcomes there are for the process. If the data 
is very modular to begin with, the number of possible outcomes is 
smaller.

-
nity levels were combined to form a system of networks. GModMax 
assigns each node to a community, which could be an adverse feature 
given earlier operational preferences. Rather than forcing each word 
or punctuation mark into a network, the aim is to recognise each com-
munity’s dense hearts. The nodes that could very well reside in some 
other community if it only had one or two more edges in some other 
direction are not that interesting. The possibility of using networks of 

-
loited in order to trim communities. Thus, the communities produced 
by GModMax were trimmed by excluding all words that were not as-
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signed to the same community in each of the lower-level networks. 
When community detection is run on every network and the dete-
cted communities are assigned indexes, each word and punctuation 
mark is given a path of indices based on the communities to which it 
is assigned, starting from the highest-level network in which it is to be 
found. Words and punctuation that have an identical path, starting 
from a certain level, form a path group. In each network, the path 
groups it holds are the dense cores of each community, which are the 
nodes that resist the sway of the communities when assigned more 
edges in lower-level networks. In this way, the structure of the path 
group pre-emptively considers the number of edges its members re-
ceive in the lower-level networks. Graph 3 below illustrates the basic 
approach.

Graph 3: Examples of path groups 

Graph 3 depicts an area around a particular, imaginary path group2

in the networks of level 5.0, 4.0 and 3.0. The nodes shaded grey all 
belong to the same communities, whereas the white ones are assigned 
to some other communities not depicted here in more detail. When 
the network level decreases, the number of nodes and edges increa-
ses, but none of the nodes or edges are dropped. If there is an edge 
between any two given nodes in network 5.0, there is a corresponding 
edge in 4.0 and 3.0. 

The community detection algorithm assigns the dark grey nodes of 
the 5.0 network on the left to the same community, whereas the sole 
white one is assigned to some other community. On level 4.0, the 

-
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members are the white node from the level 5.0 network, now shaded 
a lighter grey, and a new node not present in the higher network. The 

-
ginal members are retained by the community, as are the members of 
the 4.0 network. Again, two new members, shaded the lightest grey, 
are added to the community holding the previous members. 

levels: a level-5.0 group consisting of the dark grey nodes, a level-4.0 
group comprising members of the level-5.0 group plus the two addi-
tions shaded lighter grey, and a level-3.0 group containing all the no-

-
hough the sole white node in the level-5.0 network is present, it is only 
added to this community because of its edges in the level-4.0 network. 
Thus it is part of the path group only from level 4.0 onwards. 

vaivainen in the time segment 
1860–1869 fall into two similarly related path-group systems, as depict-
ed in Graph 4 below. Each column represents a word or punctuation 
mark, each row a network of progressive levels from 3.0 to 8.0. The 
light and dark grey cells represent the two largest communities pre-
sent in this graph, and the black cells stand for other communities. 
The graph shows how membership in the communities is not restrict-
ed to the continuous areas: words that come and go belong to one of 
the biggest communities in one network while shifting to other com-
munities in others. The large continuous masses represent the two 
path groups that form similar systems as the grey nodes in Graph 3 
above. If visualised as depicting a mountainous topography, the high 
peaks of the masses are the densest, most stable words of the path 
groups, and the more peripheral members form the foothills.
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Graph 4: -
ded into two major path groups (light and dark grey) and the rest (black)

As Graph 4 shows, most of the interesting structures seem to reside in 
the area between roughly 3.0 and mid-4s, when vaivainen

4.6 with a horizontal black line. After 4.6, vaivainen has only few af-

whereas between 4.6 and 3.4 (the lower horizontal black line) there 
seem to be some interesting dynamics. For this reason, I will now fo-
cus the analysis on the area between 3.4 and 4.6: this is divided into 
four parts, mainly because four-partite divisions can still be visuali-
sed in four-panel graphs that remain readable. Four-part division pur-
ports to strike a balance between gradual change and readability. The 
lower end (below 3.4 has been dropped because it seems not much 
change occurs below that, while the network communities grow expo-

The interplay between two dominant path groups is a characteristic 
vaivainen throughout the time se-

grey group has a narrower body expanding further upward, whereas 

around midway. This means that the dark grey area overall has fewer 
members, but the density of that area of the network is much higher, 
the nodes belonging to it having been assigned to the same commu-
nity at a relatively high level. In contrast, the light grey area is brought 
together only at a lower level as independent path groups are mer-
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ged. This means that the wide-body area of the formation represents 
a conglomerate of smaller areas of high density.

In general, the words in the path groups in each of the networks are 

place, but it also shows that words are not coincidentally assigned 
consistently to the same communities. It is possible to measure the de-
gree of shared connections by computing the edges between the no-
des belonging to the path group. Comparing the observed edge count 
to the edge count obtained from 1,000 randomly sampled groups for 
the community will give a sense of whether that count is high or low. 
The sample groups have as many words as the path group, and the 
sampling excluded the path group members. In all of the networks, 
the path group turned out to have vastly more interconnecting edges 
than the randomised comparison groups. For example, the path group 
of level 3.8 with 800 words has 2,041 interconnecting edges, whereas 
the randomised comparison group averages at 752.5, with a maximum 
of 936 and a minimum of 567 with 500 iterations.

Further, lowering the network level increases the number of intercon-
necting edges within the path group. The same path group of 800 
words starting from the 3.8 network already has 4,631 interconnecting 
edges in the 3.4 network. Naturally, the number of interconnecting lin-

to lower-level networks. The analysis here starts at level 3.0, where 
this path group has 6,452 interconnecting edges. Although conside-
rable in terms of interconnectedness, this is still just a fraction of the 
320,000 possible edges in the total network. Even in this tightly knit 
path group, by no means all the words are connected to all the other 
words. The number of interconnections within the path groups is not 
analysed further here. 

path groups form tightly interconnected groups of words that travel as 
coherent units from network to network, yet the connections are far 
from saturated. Further, the related path groups form a pattern, whe-
reby the groups starting higher in the network hierarchy form a core, 
around which the lower-starting related path groups could be thought 
of as co-centric, expanding circles, or mountain peaks sharing com-
mon foothills. I now take this structure as the operationalisation of an 
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they change communities from level to level. 

structures line up with the notion of register presented earlier, in 
6.2.1? First, I should point out that path groups do not represent regis-
ters as such: they rather represent the distinct patterns of systematic 
co-occurrence caused by registers (and causing their repertoires to be 

from the path groups, but its most distinct subset can. This is to say 
that a register may contain words that the path groups do not capture 
simply because they belong to more than one register and thus jump 
between communities. This is also why path-group membership is 
not a good measure of the strength of a particular word’s associati-
on with a particular register as such: it is possible to arrive at such a 

path group. 

Furthermore, the path-group structure seems to correspond nicely to 
the intuitive notion that registers form a complicated, fuzzy and in-
terlinked taxonomic system. Biber (1994: 32, 34) refers to the practical 

and, indeed, in aligning levels of generality with multiple registers. 

monologue subtypes? There is no easy answer to this and the path-
group structure stays truthful in this regard, showing structures wi-
thout forcing or adhering to any particular level of generality as the 
point of comparison. The structure of path groups presented here 
now allows for moving up and down in that scale of generality and 
pinpoint particular distributional structures without entailing a com-
mitment to the system of all registers present at that level. F

register repertoire  by chance (as is the known issue with setting the 
number of topics for LDA). Because the relationship between higher 

sense. In other words, it can be evaluated whether certain type of ser-
mons are merged with other types of sermons on lower level, and with 
which types and on which levels.

networks (as path groups of varying levels), I now move to the part 
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of the operation in which path groups are aligned from one time seg-
ment to another.

6.3.4 Matching affinity networks across time seg-
ments

There is no simple way of matching distributional representations 

models and word embeddings, but it also goes for representations 
that are essentially lists of words (or probability distributions across 

-
culty is that the things these operations are used to capture may grow 
or wane by their presence in the data, while still maintaining their 
identity. As this identity is often a result of an  assumption, the 

-
pendently. 

In other words, if the operation is able to produce a list of words mat-
ching, say, discourse on possible declaration of independence in the 
early 1880s and another in early 1900s, it is not given that the operati-
on is able to link these two, because the linguistic resources used for 
that discourse may underwent a change. Further, setting the opera-
tion to search for structures on a particular level of generality might 
capture the desired object in one time bin but split it in half in the 
next, merging it with others in the third. Fluctuations in the presence 
of topic-like objects in historical data are frequently paired with con-
siderable changes in the sizes of the time bins. One strategy, which is 

-
rent time bins by categorising them in overlapping bins. This makes 
the transitions gradual and helps to establish identities for distributi-
onal structures from one time segment to the next.

I have chosen in this study to compare path groups between time se-

groups of vaivainen
time segment are compared to those in the 1865–1874 time segment. 
There is no need to look for gradual changes within the observed path 
groups, as they are matched by particular criteria and treated heuris-
tically as the same. Internal changes within them are characterised 

be expected that registers undergo historical changes in the period 
studied here, therefore it is not possible to evaluate the matching in 
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expressions could be attributable either to the gradual development 
of the register or to the operation, which gradually misses the origi-

-
re. For example, many texts exemplifying the administrative register 
used to announce public events (hearings, meetings and elections) are 
connected to weather reports and train timetables because they all in-
clude elements related to giving  information about times and places. 
Because the procedure generally works by building representations 
bottom-up without  knowledge about the register’s repertoires, 
evaluation of such a shift can only be done .

The matching of path groups on a given level in adjacent time groups 
is based on the Jaccard index, introduced in detail in Chapter 5. A 
particular path group is considered the continuant of another path 
group from a previous time segment if it is the group with the smallest 
Jaccard distance in that segment. A special linkage is added to that 
connection if the former path group is also the latter’s closest corres-
pondent.

Chart 5 illustrates what happens if the major level 3.4 path groups 
among the strongest decile of vaivainen
time segment are thus linked. For a path group to qualify for that 
chart it needs to have at least three per cent of the total count of vai-
vainen
path groups are stacked to show how much these largest path groups 
combined cover vaivainen
two rectangles indicates that the corresponding path groups are each 
other’s closest Jaccard matches in both directions. The three largest 
path groups are highlighted by means of monochrome colour-coding. 
The rest are left white, regardless of whether they are linked or not. 
There are some consistent strands among the white path groups, but 
the analysis concentrates on the three largest.
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Graph 5: Vaivainen’s major path groups across the time segments at level 3.4

The assembly of the path groups is consistent with Graph 4 above 
in which,  on the left-hand side, the two major path groups covered 
most of vaivainen -
tern continues throughout the period, except for an apparent point of 
breakage between 1875–1884 and 1880–1889, as the biggest path group 
is replaced with a new one. If vaivainen has a place in one or more re-
gisters’ repertoires during the later half of the 19th century and if there 
are some distributional structures in the data caused by those regis-
ters, it is very well grounded to conclude that those registers would be 
the three major pathgroups in Graph 5. 

6.3.5 Stereotypical environments
A simple and straightforward approach to giving path groups some 
kind of identity or characterising them would be to study the words 
they contain. Although that would certainly reveal something about 
them, there are two major caveats.

First, in their evaluation of topic modelling as a tool in discour-
se-oriented corpus linguists,  Brookes & McEnery (2019) advise cauti-
on in making far-reaching conclusions based on word lists. Topic mo-
delling, which is similar in many ways to the approach applied here, 
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yields as its results lists of words that correspond to the topics the mo-
, the 

standard algorithm used for topic modelling, Blei, Ng & Jordan 2003), 
the outputs are distributions of topics over words and distributions of 
documents over topics. 

According to Brookes & McEnery (2019: 16–18), it is all too easy to 
see discourse-related structures in such lists and to make sweeping 
claims based on those observations. Close reading of the documents 
frequently reveals that structures observed in word lists are large-
ly products of analytical intuition and imagination, and the data, if 
close-read, might not corroborate  such interpretations. It may well 
be that the topics arise from some unexpected and counter-intuitive 
patterns of co-occurrence in the data. For this reason, as Brookes & 
McEnery (2019) suggest, conclusions about lists of topic words should 
always be corroborated by and complemented with a close reading of 
the relevant texts. This, one might argue, would render word-list-ba-
sed observations redundant, given that the required close reading will 
always supersede them. However, if reasonably interpreted, there is 
no reason why the topic representations could not be used as resour-
ces  for further analysis.

Second, registers are not necessarily distributional formations with 
immediately recognisable markers. Indeed, the most obvious struc-
tures observed in lists of words relate to topicality. Topical, lexical se-
lections do not always serve to distinguish between registers (Biber 
1994: 34–35), and the most distinctive features of a register may be of 
any order of linguistic organisation. Thus, a path group that might 
look messy and incoherent at the outset, containing certain pronouns, 
frequent verbs and not many nouns designating topically register-ty-
pical concepts, for example, might end up being a very good represen-
tation of a given register because the pronouns and the verbs relate to 
the grammatical routines that are typical of it.

Hence, instead of reading too much into word lists, the methodology 
applied here scrutinizes the match between a pathgroup and a regis-
ter by the pathgroup’s most central environments. As discussed in 
Chapter 4, the scope of the environment is a matter that is internal 
to each distributional operation. The environments of the operati-

path groups I described how their ’collocation mass’ skews towards 
environments that combine a higher number of members of the path 
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number of co-occurrences of the two expressions. 

In terms of absolute numbers of interconnections, it is possible to eva-
luate environments based on their proportional contributions to the 
overall co-occurrence mass. This leads to the obvious conclusion that 
environments with a high number of path-group members contribute 
most to the formation of the path group. Moreover, the weight of very 
dense environments is exaggerated because the number of co-occur-
rences within a path group equals:

 

where N is the number of path-group members. Consequently, envi-
ronments with a higher number of path-group members contribute 
exponentially more to the overall co-occurrence mass than those with 
fewer members. The heaviest environments tend to be long in terms 
of the numbers of words and punctuation marks, and dense in terms 
of how many of them belong to the path group. Thus, the heaviest 
environments represent longer, uninterrupted register sequences – if 

Given that there are many reasons why linguistic expressions should 
co-occur systematically, and that the distributional operation as it 

correspond to registers. They might correspond to topical patterns re-
lated to lexical selections or other varieties of language of which regis-
ters constitute one subtype. Other varieties of language include diale-

It is also quite possible that many sources of systematic patterns of 

data so as to produce distributional structures that do not fully cor-
respond with any of them, but there may be partial combinations de-
pending on how they happen to be positioned in the data. It seems 
that this last feature will always cause some uncertainty in identifying 
and interpreting distributional structures of this kind. In short, there 
are generally no registers, topics or varieties of language to be picked 

the parameters. The operation functions according to its parameters 
-
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nising the environments at the heart of these distributional structures 
undoubtedly gives a good idea of what they contain or what may have 
caused them, some uncertainty regarding these details will inevitably 
persist.

The three major path groups among vaivainen
are analysed by their densest environments in the next section. The 
question of whether or not some of them could viably be connected 
to registers is evaluated in the concluding section (6.5).

6.4 Analysis

6.4.1 Opening remarks
In short, the three major path groups in Graph 5 to which a consi-
derable number of vaivainen
characterised as either religious or administrative. While that obser-
vation is relatively intuitive when the densest environments are exa-
mined, I will leave their more detailed characterisation to their respe-
ctive subsections. I will concentrate mostly on the path groups related 
to administrative and legal registers, which correspond directly to the 
research question concerning whether vaivainen receded from these 
registers as a result of conceptual change, or if it was already on its 
way out for some other reason (subsections 6.4.2 and 6.4.3). First, in 
6.4.2 I analyse the relevant path groups in terms of their connection 
with administrative and legal registers. Next, in 6.4.3, I measure vaivai-
nen
the necessary information to establish when vaivainen started to rece-
de from this register and how the pace of that process changed across 
time. I also investigate the conceptual changes in its use in this register 
to complement the account in Chapter 6.2.2, and based on its use in 
the two focal legislative texts, the Poverty Relief Acts of 1852 and 1879. 
Finally, in subsection 6.4.4 I make a few observations about religious 
path groups. 

6.4.2 The administrative and legal register as a path 
group

Of the three major path groups among vaivainen
the administrative and legal use of language connects to a chain of 
linked groups starting from the 1860–1869 time segment and running 
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through the whole period. It has a consistent presence in both higher- 
and lower-level path groups. The four graphs in Chart 6 below de-
pict these related path groups on four levels (3.4, 3.8, 4.2 and 4.6). The 
rectangles coloured in the same shade of grey mark the linked path 
groups, the lines in between show which of them are linked in both 
directions - meaning that they are each other’s most similar counter-
parts among the adjacent time segments.

Graph 6: Administrative and legal path groups among the top ten per cent of vaivai-

The height of the bars shows the proportion of the top 10-per-cent 
vaivainen each path group holds. Graph 6 re-

vaivainen. Second, it sho-
ws some temporal variation in this, especially on the higher levels. At 
the lowest level (3.4), there is a steady chain of linked, dark grey path 

and 32.1 (1860–1869) per cent. The lines between the adjacent path 
groups show strong continuity between the respective members: in 
other words, they are very consistent in content.

vaivainen
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to the other time segments, which are probably not dramatic. They 
also reveal a period between 1875–1884 and 1890–1899 when vaivainen 

language use to which these path groups are related. 

I will start the analysis by explaining what the common 3.4-level path 
group is about, concentrating on the question of whether it could be 
connected to some register. Next, I will focus on observations concer-
ning the higher-level path groups, which will shed light on whether 
the timeline charting the use of vaivainen as a legal term somehow 

-
vels.

As described earlier in Chapter 6.3, the analysis of path groups re-
garding their connection to registers focuses on their major environ-
ments. I argued that de-contextualised word lists were susceptible to 
impressionistic interpretations and un-explicated  assump-
tions about language, and not necessarily founded on data. A furt-
her argument supporting this choice concerns the sheer size of the 
path groups. Even at the relatively high level of 4.6, the number of 
words and other types of expression (punctuation and so on) is way 
above 500, and hits thousands below level 4.0. Categorising such vast 
numbers of words is both tedious and susceptible to error. Brookes 
& McEnery (2019) also argue that observations about such word lists 
might well prove redundant, and should be superseded by observa-
tions made from real-life occurrences. For this reason, I do not give a 
thorough account of what the path groups include, but I do provide 
details of the expressions in them, as necessary. The position I take is 
that the focal environments will drive home the arguments related to 
the identity and nature of the path groups.

Analysis of a randomly selected sample of 500 of their focal environ-
ments provided an overview of each path group. The centrality of the 

For example, there are altogether 68,597 environments in which at 
least two members co-occur in the 1875–1884 time-segment level-4.6 
path group. The raw count of co-occurrences between the path-group 

member is based on these co-occurrences, albeit scaled by their respe-
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LLR and t-test). The path group is formed because this raw count of 
co-occurrences is much larger than the count of similarly sized groups 
of random words. The concentration of co-occurrences is, in fact, the 
essence of any path group. Analysis of what, in textual and pragmatic 
terms, causes these concentrated masses of co-occurrence is the met-
hodological interest of this case study, and its most direct link to the 
rest of the work.

Environments contribute to this mass in a very uneven way. An en-
vironment in which two path-group members co-occur contributes 
one co-occurrence, one with three contributes three, one with four 

in the case of the roughly two million co-occurrences of the 1875–1884 
level-4.6 path group, 2,251 environments with the highest number of 
path-group members account for almost half (47.6%). Conversely, the 
37,005 environments with only two members contribute only 3.7 per 
cent. Hence, one could assume that environments with the highest 
path-group-member counts bring the path group about – rather than 
the exceedingly large number of environments with fewer co-occur-
rences. The next stage was to sample environments for close-reading 
from those with the most path-group members. The sample cap was 
set at the lowest number of co-occurrences that brought the total tally 
above 50 per cent. In 1875–1884 on level 4.6, this included environme-
nts with 15 or more path-group members. Each path group has its own 
cap, which generally resides somewhere between 10 and 25.

quality in most of them is quite bad. Nevertheless, the consistency of 
their content throughout the period is remarkable. The vast majori-
ty of the focal environments from which the samples were produced 
were in Suomalainen 
bulletin. 
and until the turn of the 20th century some general-interest news and 
other stories. The sampled environments predominantly represent 
the section for public announcements given out by courts and other 

public auctions and solvencies, and often include the court-decision 
numbers. For example, of the 500 random most-salient environments 
from the 1875–1884 path group on level 4.6, 311 carry this decision num-
ber. An example of such an environment is given below (Example 5). 

scanned image of the original as it was printed in the newspaper. The 
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second is the OCR’d version, which corresponds to the material used 
in the operation. The members of the path group are marked with a 
bold typeface. The third version is a manually corrected version of the 
second one, and the fourth is its English translation. The four versions 

the rest, versions corresponding to the third and the fourth will suf-

Example 5

1113 ( 3-2 ) Kun tauppias Efraim Wilhelm Lind- Wall tämän tuun 
19 p:nä tänne annetussa ttrjaefa on anonut tamaran luomutus » 
ja päältäpäiuotto . etua , niin on raasturoanoifeus , tänöpänä an-
tamalla
niin tutut , luin tuntemattomat roelfojat , huudettaissa maanan-

faqta » toista päiroädä , jofo itse tai laillisilla asiamiehillä tule » 
maan saapumille raaSturoanotfeuben enftmäifen osaston eteen
, mainitusta lausumaan , saa- misen-
sa ilmoittamaan ja rcagroistamaan fefä teSfenänfä mäittelemään 
paremmasta uhalla , luin 

p:ltä 1868 säätää ; jo-
fas2 terra fuulutetaan .
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1113 (3–2) Kun kauppias Efraim Wilhelm Lindwall tämän kuun 
19:pnä tänne annetussa kirjassa on anonut tawaran luowutus- ja 
päältäpäinotto-etua, niin on raastuwanoikeus, tänäpänä anta-
malla julkisella haastolla, kutsunut kauppias Lindwallin kaikki, 
niin tutut, kuin tuntemattomat welkojat, huudettaissa maanan-
taina ensitulewan elokuun yhdeksäntenä (9.) p:nä, ennen kello 
kahtatoista päiwällä, joko itse tai laillisella asiamiehillä tulemaan 
saapuwille raastuwasnoikeuden ensimmäisen osaston eteen, 
mainitusta anomuksesta ajatuksensa lausumaan, saamisensa il-
moittamaan ja wahwistamaan sekä keskenänsä wäittelemään 
paremmasta maksonsaantioikeudesta sillä tawalla ja uhalla kuin 
keisarillinen konkurssisääntö marraskuun 9:ltä p:ltä 1866 säätää; 
joka 2 kertaa kuulutetaan.

‘1113 (3–2) As merchant Efraim Wilhelm Lindwall, has petitioned 
for solvency in a letter sent here on the 19th of this month, the 
court has, in a public announcement given today, invited all of 
merchant Lindwall’s known and unknown debtors, either in per-

of the court on the 9th of this coming August before 12 noon to give 
their opinion on the said petition, and to claim and ratify their 
receivables and discuss among themselves the primacy of their 
claims in a manner dictated by the imperial decree on bankruptcy, 
given on November 9th 1866; to be announced twice.’

Like the one above, many public announcements are based on stan-
dardised forms, whereby only dates and names of people and places 
are changed. However, there is a relatively high number of form types, 
and the noisy OCR further expands the number of unique environ-
ments. Further, the forms changed considerably during the period 
under scrutiny. Thus, it rather seems that the path group is held toget-
her by the prominence of given phrase types with a high probability of 
occurrence in environments such as these, regardless of whether they 
rely on the same formulas.

A closer look at the elements in bold in Example 5 above corroborates 
this. Although there are co-occurrences that stem from conventionali-
sed and standardised phrases such as  
(‘known and unknown debtors’),  (‘by legal sur-
rogates’) and  (‘before the department’), the path-group 
members are fairly evenly distributed across the environment, and 
relate to bureaucratic speech acts such as invitations, orders and de-
clarations.
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Most announcements comprise a single, complicated sentence. For 
this reason, although the texts as such are short, their environments 
are broad. Further, the environment usually captures the text in its en-
tirety. In addition to these announcements and decisions,  
Lehti also publishes minutes from court sessions, especially on mat-
ters concerning estate settlements and bequests. The circumstances, 
as well as legal arguments and court proceedings concerning the tes-
tament, are described in more detail in these texts. Although the re-
gister is unmistakably administrative and legal, the texts do not repre-
sent standard formulas.

Example 6
Juho Brusila ilmoitti nyt, että Helena Elisabet Erikintyttären lä-
himmät perilliset oliwat hänelle sekä nimeltään että olopaikal-
taan tuntemattomat, jonkatähden hän pyysi saada sanomalehdis-
sä ilmoittaa perillisille tarpeelliseksi katsottu tieto määräyksestä, 
jonka jälkeen asianomaiset käskystä poistuiwat ja oikeudessa kes-
kusteltua tehtiin seuraawa päätös – Kihlakunnanoikeus kastoo 
kohtuulliseksi, myöntämällä hakijan tekemän anomuksen, sallia 
hänen siten antaa Helena Elisabet Erikintyttären lähimmille pe-
rillisille tiedon yllämainitusta määräyksestä, että hän antaa kol-
me kertaa julkaista ylläseisowan kirjoituksen sekä siihen tehdyn 
muistutuksen maanmitallisissa sekä suomalaisissa että ruotsalai-
sissa sanomalehdissä.
’Juho Brusila now announced that the closest heirs of Helena 
Elisabet Erikintytär were unknown to him regarding both their 
names and whereabouts, and because of this he asked to be al-
lowed to place an announcement in a newspaper to make them 
aware of the ordered decree, after which the parties involved 
left the courtroom and the court reached the following decision: 
the court considers it reasonable, by acquiescing to the petition, 

Erikintytär of the above-mentioned decree, and that he will pub-
lish the announcement in question, with an accompanying note, 
three times in national newspapers, in both Finnish and Swedish.’

The centrality of  does not change during the whole 
period, and is manifest and dominant in both higher- and lower-le-
vel path groups. The conclusion is that the path groups are very clo-
sely connected to the administrative and legal announcements given 
through . The higher-level group is focused especially 
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on those that concern bequests and the legal management of private 
properties and estates. Because many of these announcements and 
decisions take the form of an invitation to a public event, such as exe-
cutive auctions of debt settlements, they draw in other environments 
with similar features. Examples of these features include expressions 

verbs and expressions signalling times and places. Sources of such 
announcements and invitations other than  include 
local and national newspapers in which church organisations, private 
companies, local administrative bodies and other organisations invite 
relevant people to meetings, announce job vacancies or give out ot-
her relevant information. In addition to events such as forced auctions 
and debt settlements, the environments contain announcements of 
vacancies in administrative positions and, especially in the later time 
segments, patent issues.

Thus it seems that the concentration of co-occurrences necessary for 

announcements tend to be much longer than sentences on average, 
which creates conditions for a very high number of co-occurrences 
in single environments. Another is the general type of communica-
tive action these environments convey. They frequently include an-
nouncements about court or administrative decisions (as well as re-

Inherent in these texts are the formal, register-typical expressions re-
quired to achieve these communicative goals. Third, the environme-

settlements and the like. 

The answer to the question of whether these environment types 
could be considered examples of some particular register seems to be 

-

practices and conventions that connect them with the repertoire. If 
whatever a path group brings about can be systematically characteri-

seems solid. Given that every path group in itself is a testament to a 
consistent co-occurrence pattern, the repertoire condition is easily sa-

and the participant roles related to them. In every one of the more 
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salient environments, an authoritative party addresses the public, ma-
king its decisions and actions known through the performative use of 
language. In many cases, the act of letting people know the content of 
the decision is equal to making that decision part of the social reality. 
The presence of administrative speech-act verbs such as säätää (‘to sti-
pulate’), määrätä (‘to decree’), kuuluttaa (‘to announce’) and kutsua (’to 
summon’) is evidence of this.

Furthermore, linguistic selections in this context could mark adhe-
rence to these practices and, simultaneously, signal the communicati-
ve act as manifesting them. Consequently, metapragmatic knowledge 
(Agha 2008) about this register is possible and necessary (especially 
among individuals drafting the announcements). The social practices 

-
roduce a touch of legality into the procedures to which they are relat-
ed. A further aim, especially in the case of announcements and de-
cisions issued by national administrations and courts, is to maintain 
hierarchies of social order between the governing organisations and 
those governed.

However, the question is more complicated. The scope of these an-
nouncements in terms of content is much narrower than might 
have been expected. It is not an intuitive observation to suggest that 
public announcements by local authorities and courts dealing es-
pecially with solvency issues, debt arrangements and matters of in-
heritance constitute their own register, or even belong to the same 

-
neral authority-to-public communication. This, however, is where 

-
ter sub-types captured by the operation make up the vast majority of 
public announcements in  and similarly authoritative 
announcements in other newspapers.

It is for this reason that register-typical expressions (such as curial 

of these environment types. The operation, in short, is unable to dif-

announcements. In most cases, features belonging to each coincide 
in persistent environment types. As a consequence, the approach 
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may capture more atypical environments from sources other than 
, for example, but only if they adhere to these general 

content matter, it is unlikely that it would be captured, not at least as 
a salient environment. 

Although there does seem to be a connection between the path group 
and administrative and legal registers, it is worth noting that it only 
becomes clear following an inspection of the actual environments. 
For example, even if the list of 714 expressions belonging to the 4.6-le-
vel path group from the 1875–1884 time segment contains many that 

context in which it builds up is not visible solely in the enumerated 
words. Focusing only on the word list would have facilitated the cor-

-
seen - as would the related limitations.  This corroborates the obser-
vations of McEneny & Baker (2019) suggesting that it may be necessary 
to inspect occurrences that constitute the distributional structure to 
understand what the concentrations of co-occurrences are about. To 
a considerable degree, they are about structures that are idiosyncratic 
to the data at hand.

6.4.3 Vaivainen in the administrative or  
legal register

As noted in Chapter 6.2.1, as a category the administrative or legal re-

on a general level. I assumed that the administrative register on the 
one hand and the legal register on the other would be intertwined in 
the data, and given my interest in both, they were combined into one.

Studying how these path groups relate to the position of vaivainen in 
legal and administrative registers should proceed along two paths. 

relevant path groups and how that changes over time. There are no 
theoretical objections to this: Biber 1994, Agha 2008, Biber & Conrad 
2019, for example, all describe the relationships between registers and 
their repertoires in stochastic terms. Path groups, on the other hand, 
are binary: they are intended to gauge the  cores of the registers, not 
the borders. 
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For this reason, path-group membership cannot be used to attest 
whether a given word, such as vaivainen, belongs to the repertoire of a 
register. One could certainly say that it did not belong to the core re-
pertoire of the legal or administrative register in the 19th century, but 
that is not the same as saying that it does not belong to that register 
at all. For this reason, its association with the register is measured as 

repertoire, namely members of the path groups. This will produce a 
score that could be compared across time segments to determine the 
strength of the grounds for associating vaivainen with the legal and 
administrative register over time.

The second path concerns the use of vaivainen in environments that 
are salient to the path group. This is a viable and even necessary part 
of constructing a qualitative argument about its change in use during 
the period, possibly causing its gradual exclusion from prestigious, 

-
tuations in the strength of the associations: the boundaries of registers 

most salient environments always involves some level of arbitrariness. 
Further, I have also pointed out that path groups are constructed as 

textual factors (text length, mostly). It would be quite possible for vai-
vainen to thrive in texts that clearly belong to administrative or legal 

in the operation as crucial. The aggregate approach presented abo-
ve will sidestep this problem, and the analysis will be of of these two 
paths in combination.

-
-

Vaivainen
with path groups representing legal and administrative registers in 
this regard is no exception. There is also a steady decline in the fre-
quency of vaivainen, and a smaller number of occurrences leads to a 

its frequency of use in legal and administrative contexts, however, it 
does not mean that its association with that register has weakened. 
Imagine a word that is very seldom used in some register, but when it 
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is used it has a very strong indexical meaning there. As an example, 
the archaic  (‘life-threatening farm tool’) was 
used in Finnish criminal law as an expression for ‘improvised, blunt 
weapon’ until the end of the twentieth century, whereas the word astalo
has been very rare for a long time, even dialectically.

vaivainen has with the respective 
path groups of every time segment, all path-group members co-occur-
ring with vaivainen

bands according to their strength. The lowest band had expressions 

1.0 and 2.0, the second-highest between 2.0 and 3.0 and the highest 
above 3.0. The highest and second-highest bands would correspond 

-
pus linguistic studies. 

-
vaivainen, as well as against the size of the 

-
sions in each band seemed to be the most reasonable way of aggrega-

certain that the levels make up a scalar variable. Thus aggregate sta-

analysis is visualised in Graph 7 below. The vertical axis corresponds 

group size and the number of co-occurrences of vaivainen with a count 

words in each band. The scaling is introduced only to make the time 
segments comparable. 
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Graph 7: 

bands. The mid-low band stays more or less the same, and the low 
band grows, especially after 1885–1894. This implies a trend of steady 
decline in vaivainen
throughout the period. That decline accelerated after the 1885–1894 
time segment, however. The two highest bands make a visible drop 
downwards in the 1890–1899 time segment, and the lowest band turns 

between vaivainen and members of these path groups. Given the 
changes in the number of co-occurrences and in the path-group sizes, 

vaivainen and this path group in 
the latest time segments.

vaivainen: although there is an overall decline 
in number, what remained were more central from the perspective 
of the path groups in the periods between the three consecutive time 
segments, namely 1875–1884, 1880–1889 and 1884–1894. After this its 

it had retained until then. One explanation for these quantitative ob-
servations would be that although there is an overall decline in the 
association of vaivainen with administrative and legal registers in the 
three middle time segments mentioned above, it is captured by a novel 
qualitative pattern of use that is closely connected to the core features 
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of the path group. When this pattern of use recedes, the administra-
tive and legal registers avoid the use of vaivainen even more. In the 
following I examine this conjecture in light of its use in environments 
connected to the path groups in question.

Above I sketched a distribution-based timeline of vaivainen’s path 
out of the administrative or legal register, divided into three distinct 
phases. There is a steady decline from a relatively strong position in 
the early part. This development stopped in the middle part, possibly 
connected to the qualitative change in the relation between vaivainen 

vaivainen rapidly lost it 

qualitative perspective, and present a characterisation of its use in en-
vironments related to these path groups. Of special interest is whether 
it was used as a legal term in a narrow or a broad sense, or perhaps in 
neither.

The usage of vaivainen in these path groups falls roughly into three 
categories. First, it is  often in the plural, with reference to a social or 
legal category. Second, it denotes a personal title in front of a person’s 
name, akin to academic, clerical and occupational titles frequently 

it is part of a compound. I provide examples of these later on.

The main interest of this section, and indeed of the whole case study, 

distinct to the early phase and practically vanishes around 1880 in the 

is also in steady decline and undergoes some internal developments. 
Occurrences falling within the third category – namely compounds – 
although interesting are not computed with the standalone occurren-

vaivainen. It maintains its 
position as best among the three groups, and it is no coincidence that 
these compounds are  likely to be the most accessible constructions 
when a speaker of contemporary Modern Finnish seeks to gauge the 
meaning of vaivainen that was predominant in the 19th century, and 
recalls words such as vaivaistalo (‘poor house’) or vaivaisukko3 (‘poor 
man’). 

3 Vaivaisukko
-
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The use of vaivainen as a part of a person’s name, as a title or designa-
tion of social standing, is a distinctive feature of the early phase. As 
discussed earlier, the cores of the path groups studied here constitute 
public announcements. Persons designated as vaivainen tend to ap-
pear in these announcements posthumously when local authorities 
or courts are settling their estates (mostly debts):

Example 7
1002 (3–2) Kuolinpesäosakasten waiwaisen Olli Ollinpoika Koiwu-
niemi wainajan jälkeen Kihlakunnanoikeudessa Kemin pitäjän 
käräjäkunnassa tekemän hakemuksen johdosta [...] 

-
te of the late vaivainen Olli Ollinpoika Koiwuniemi in the district 
court of Kemi […]’

As a title, vaivainen has a similar function as an academic, clerical or 
-

son’s social status. 

-
ments, and all of them come from . They are limited to 
the years before the 1879 Act. The presence of vaivainen in these envi-

people are named include summonses and other straightforward di-
rectives and elements conveying the legal repercussions of failing to 

vaivainen 
here include tulemaan (come-INF.Ill), määrää (order-SG3.Present), 
määräyksen (order-SG.Gen), laillisen (legal-SG.Gen), nojalla (‘by the’), 
uhalla (‘impending’), kehoitetaan (urge-PASS.Present), for example. As 

in  stops, vaivainen

There are several reasons for this declining usage. One is that vaivai-
nen was no longer considered an appropriate designation for a person 

-
lief arrangements post-1879 generally prevented recipients from be-
coming further indebted, and also from leaving any notable wealth 
behind, hence there was no longer a need to publish announcements 
about such settlements. The poor simply no longer left property to 
settle. 
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Vaivainen does occur among personal names in obituaries, albeit rare-
ly after the 1890s. Its occurrence in this function post-1900 was almost 
solely in army draft announcements listing those who were exempted. 
In this context, the relevance of a physical disability might be crucial, 
whereas in another context, especially earlier in the 19th century, phy-
sical disability was only one factor that could make a person vaivainen.

The usage of vaivainen outside the contexts of naming and compounds 
falls roughly into three steps or phases. In the early phase it refers to 
a certain social group or class, regardless of the categories imposed by 
the legal framework. The second phase is marked by the implementa-
tion of the Poverty Relief Act of 1879 and its re-structuring of relief ef-
forts. Vaivainen is attributed a meaning that relates explicitly to those 

and its reintroduction to contexts in which is no longer used as legal 
term in the narrow sense.

During the early phase, vaivainen seldom appears in environments 
that form the path group’s very core, namely announcements and 
decisions published in . It is to be found instead in 
more peripheral environmental types, namely announcements about 
meetings of church assemblies and annual poverty inspections. The 
reason for this is quite simple: the Poverty Relief Act of 1852 decreed 

-
ding on the historical role of the Church as the backbone of a local 
administrative organisation (Van Aerschot 1996: 61–63). However, the 
act purported to establish a more regulated administrative culture in 

for local decision-making (ibid.) Thus, it is not surprising that vaivai-
nen is seldom to be found in announcements and decisions published 
in the national : in terms of register and purpose, it 
occurs in quite similar announcements in local newspapers published 
by church assemblies and local magistrates:

Example 8
Maanantaina tämän joulukuun 19na p:nä, kello X e. p. p., toimi-
tetaan Hämeenlinnan kaupungin raastuwassa waiwaisten wuo-
sikatselmus ja waiwaishoidon järjestäminen tulewaksi wuodeksi 
sekä tarjotaan usiampia sellaisia nuorempia ja wanhempia kau-
pungin waiwaisia, jotka toisten hoitoa tarwitsewat, kaupungin 
waiwaisrahaston kustannuksella tulewan wuoden alusta pidet-
täwiksi ja hoidettawiksi.
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‘On Monday, the 19th of this December, at X a.m., in the court room 
of the city of Hämeenlinna, the annual inspection of the poor [vai-
vainen] and the organisation of poverty relief for the coming year 
will take place, and most of the city’s younger and older poor [vai-
vainen
the city’s poor fund, from the start of the coming year.’

This type of public announcement concerning annual local conven-
tions requiring the poor to present themselves remains relatively un-
changed in functional terms throughout the period. The nature of the 
event is very much the same, thus the announcement serves very si-
milar communicative purposes. Example 8 is from Hämäläinen (1864), 
and Example 9 below is from Aamulehti (1891):

Example  9
Tampereeen kaupungin waivwishoitohallituksen warsinainen 
wuosikokous pidetään Tiistaina kuluwan Syyskuun 29 päiwävä 
alkaen 10 e. pp. Kaupungin Rahatoimikamarissa jonne muistute-
taan sellaisia waiwaisia saapumaan, joiden waiwaisawun saan-
ti aika on loppunut, waan edelleenkin mieliwät wakituista apua 
nauttia ynnä sellaisiakin, jotka syystä tahi toisesta toiwowat waki-
tuista waiwaisapua kaupungilta saawansa [...]

-
mittee will be held on Tuesday the 29th of this September starting 
at 10 a.m. in the City’s Treasury: those among the  poor whose an-
nual stipend has run out but who still require regular assistance 
are reminded to attend, as are those who wish to receive assistance 
from the City’s poor fund for one reason or another [...]

I refer in sub-section 6.2.3 to a broader and narrower sense in legal 
terms. In a narrower sense, they refer to concepts that only arise in the 

whereas in the broader sense they include concepts that are also used 
in the world outside the legal sphere and exist as physical or social 
categories, independent of the legal norms that cover them. However, 
the distinction between broad and narrow is analytical and would not 
be likely to direct the linguistic choices of language users. Even so, the 
tension between the two seems to be descriptive of the general trend 
of vaivainen in language use as captured by these path groups throug-

path groups is, after all, directly related to its use in administrative and 
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legal contexts. Nothing is said about its use in other contexts. Thus, 
it does seem feasible to suggest that, within that register, there was a 
change in usage that could be characterized as a shift between a wide 
and a narrow legal concept.

My interpretation is that, throughout the last quarter of the 19th cen-
tury, the use of vaivainen in administrative or legal registers began to 

administrative poverty-relief apparatus and its practices.

These two categories overlapped considerably during the transitional 
period, which somehow masked the underlying conceptual change. 
Although many, or most, occurrences from this period are vague in 

vaivainen as a legal term in the 
broad or narrow sense, it is still possible to detect co-textual markers 
that correspond better with one or the other. One such usage marker 
is whether it refers to something that has already been introduced in 
that context or whether the meaning is accepted as new information. 
The former is more typical of a narrow and the latter of a broader 
sense of the legal term.

An example of the broader sense is the following summary of a testa-

vaivainen

Example 10
Jo kuoleman kautta edesmennyt neiti Lowisa H. Westerberg Bolls-
tad’in kylästä Pohjan pitäjää, Uudenmaan lääniä, eloissansa kir-
jallisen testamentin kautta 2 p. wiimekulunutta tammikuuta on 
lahjoittanut yhden osa jälkeen jääneestä tawarastansa Wehmaan 
emäseurakunnan waiwaisille [...]
’The deceased Ms Lowisa H. Westerberg, from Bollstad village, 
in the township of Pohja, in the county of Uusimaa, while alive 
through a testament written on the 2nd of last January, has donat-
ed part of her estate to the poor [vaivainen] of Wehmaa parish [...]’

what the category vaivainen means. It simply assumes that readers 

the mentioned parish, at whom the donation is directed. Example 10 
below illustrates usage that corresponds to the narrower notion of a 

vaivainen that 
emerged after the Act of 1879.
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Example 11
Määräyksen johdosta kaupungin nyt woimassaolewassa 
waiwaishoitosäännössä pitää waiwaishoitokunta, alkaen maa-
nantaista 5 p. aina perjantaihin 9 p. ensitulemata heinäkuuta klo 
4 j.p.p., täällä olewassa waiwaishuoneessa, wuositarkastuksen 
niistä tämän kaupungin jäsenistä, jotka tätä nykyä kaupungin 
waiwaiskassasta nauttiwat wuodeksi määrättyä apua tai owat 
muiden tykönä hoidettawiksi ja elätettäwiksi samanlaista apua 
wastaan tingatut, jolloin ilmaantuwain syiden ja asiaanhaarain 
nojassa, myös määrätään owatko mainitut awut ja tinkaukset en-
situlewanakin apuwuotena pysytettäwät wai ei; ja kehoitetaan siis 
niitä, jotka joko omasta puolestansa tai heidän hoitoonsa jätettyin 
waiwaisten hywäksi sellaisia apuja nauttiwat ja asuwat tässä Tu-
run seurakunnassa [...]

Order, convene the Poverty Relief Board, from Monday the 5th un-
til Friday the 9th of the coming July at 4 pm., in this Poor House, its 
annual inspection concerning denizens of this city, who currently 
enjoy an annual stipend from the city’s Poor Fund, or rely on ot-
hers for their upkeep against auctioned compensation; when also 
according to issues and circumstances it will be decreed whether 
or not the assigned stipends and compensations will stand in the 
coming year; and also those who, either for themselves or for the 

vaivainen] assigned to their care, are assigned 
these aids and reside in this parish of Turku [...]’

Naming the city’s Poverty Relief Order invokes the statutory context 
-

ta. Vaivainen itself appears to reference the underlined relative clause 
starting with , necessitated by its alrea-
dy complicated, nested syntactic structure. Thus the extension of the 
category vaivainen is carefully contextualised by the whole announce-

committee. 

The Poverty Relief Act of 1879 brought about a major change in how 

-
ed poverty-relief committees. The Act also essentially stipulated that 
all individuals were responsible for their own survival and sustenan-
ce through their labor. In combination, this led to a form of poverty 
relief whereby aid was seen in transactional rather than charitable 
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terms. Support for the poor was no longer the responsibility of the 
community to the same degree as it had been (Van Aerschot 1996). The 
most notable and concrete consequence of the 1879 act was the es-
tablishment of the vaivaistalo (‘poor house’) system. Vaivaistalo (’poor 
house’) was essentially a workhouse for the poor run by the local po-
verty-relief committee and headed by a specially appointed foreman. 
When the poverty-relief committee was unable or unwilling to set up 
a local vaivaistalo (or the capacity was exceeded), the poor were also 
auctioned to patrons in exchange for their labour. The data contains 
some announcements of these auctions, such as Example 12 below, 
but relatively few.

Example 12
Rauman maaseurakunnan waiwaisten wuosikokous pidetään 
keskiwiikkona joulukuun 5 päiwänä Kunnanhuoneessa Raumal-
la, alkaen kello 9 e. pp., jossa ensin tarjotaan wähimmin waatiwal-
le hoidettawaksi tulewan wuoden ajaksi sellaiset waiwaiset, jotka 
toisen hoitoa kaipaawat; muille waiwaisille määrätään wuosia-
pua.
‘The annual meeting for the poor of Rauma parish will be held 
on Wednesday, December 5th in the Community Hall in Rauma, 
starting at 9 a.m., where the upkeep of the poor [vaivainen] who 
require the help of others will be auctioned to those demanding 
the least compensation; the other poor [vaivainen] will be given an 
annual stipend.’

The probable reason why these auction announcements are rare in 
the data, even though the auctions were relatively frequent, is that 
they were frowned upon by the highest authorities and were not con-

densest environments of the path group include an example where 
this attitude is explicated (Example 13).

Example 13
Wiipurin läänin kuwernööri A. Gripenberg on kaikille läänin-
sä waiwaishoitohallituksille lähettänyt kiertokirjeen, jossa hän 
huomauttaa, että tuo yleensä wallitsewa tapa julkisella huuto-
kaupalla antaa hoidettawaksi wähimmän waatiwalle waiwai-
sia, turwattomia lapsia, raihnaisia wanhuksia ja raajarikkoja, ei 
ainoastaan ole sotiwa wastaan 9 § asetuksessa waiwaishoidosta 
Suomessa, maaliskuun 17 p:ltä 1879, waan myöskin saman asetuk-
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sen perusaatteellista henkeä wastaan, ja sen wuoksi wakaimmasti 
kehoittaa asianomaisia waiwaishoitohallituksia piammiten ryh-
tymään semmoisiin toimiin, että sellaisen huutokaupat, joiden 
pitämistä ei taloudelliseltakaan kannalta woida puolustaa, wast 
edes ehkäistään ja lakkautetaan.
’The Governor of Viipuri province, A. Gripenberg, has sent a cir-
cular to all those on the poverty-relief committees of his province, 
in which he states that the common habit of publicly auctioning 
the upkeep of the poor [vaivainen], unsheltered children, decrepit 
elders and cripples to those who require the least compensation 

also with the principled spirit of the said act, and for that reason 
he urges the committees to act without delay so that auctions such 

cease.’

However, the bulk of occurrences of vaivainen that are close to the 
core environment types of the path groups are about auctions that are 
connected to the poor houses, yet they are not about auctioning the 

vaivainen in the third and last time segment. 
vaivainen, pre-

references to auction procedures  (auction-SG.ADE), 
halullisille (willing-PL.ALL), julkisella (public-SG.ADE), as well as pro-
nouns and adverbs typical of phrases in the auction announcements, 
such as täten (‘hereby’) and niille (they-ALL). 

Public auctions seem to have been a favoured organisational mode 
among local administrations in late-19th-century Finland, the auctio-
ned items including commodities produced in the workhouses, items 
left by deceased inhabitants, donations from charities, and the task of 

work required by the houses.

Example 14:
Koska Stichaeuksen waiwais- ja työ-huone tänä kesänä on ulkoa 
maalattawa, niin saa rahatoimikamari täten kehoittaa niitä, jotka 
haluawat toimittaa tuon maalauksen, jättämään rahatoimikama-
rille ennen tämän heinäkuun 16 päiwää kirjalliset tarjouksensa, 
jossa on määrättäwä, mitä he waatiwat neliökyynärältä kysymyk-
sessä olewasta työstä; ja saa rahatoimikamari tiedoksi ilmoittaa, 
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että rakennus on maalattawa kolmeen kertaan ja työhön käytet-
täwä kelwollisia aineita.
’Because Stichaeus’  poor/workhouse has to be painted this sum-
mer, the Department of Finance hereby urges those who want to 

in the chamber before July 16th, whereby they must declare their 
demand in terms of square cubits; the chamber also stipulates 
that the building must be painted three times and with adequate 
materials.’

These announcements for miscellaneous auctions, organised for or 
around poor houses, along with the annual poverty inspections, seem 
to constitute the structure within which the distributional operati-
on works, given that vaivainen
path-group cores in the three time segments immediately following 
the 1879 Act.  Throughout the period, at the core of the path group were 
invitations to public events involving settlements of private properties 
and related to bequests, estates, debts and solvencies. Many of these 
involved public auctions. In that the administrative language used for 
these announcements was also used with reference to many public 
functions concerning the running of poor houses, it is rather intuitive 
to suggest that the distribution of vaivainen should show this.

There seemed to be a turn in the use of vaivainen during the later pha-
se. Examples of such usage, although maintaining an almost identi-

Vaivainen connoted very low social standing and few economic means 

and derived from the community’s obligation to look after its poor. 
In the later phase, the word seems to have been conventionalised to 
designating people whose wellbeing depended on the governance of 
the local poverty-relief administration. Relatedness to the poverty-re-
lief system thus becomes an analytical ingredient in intention. This 
shift could be seen in the context and as an extension of the historical 

Finland.

Example 15
Tiistaina tulewan joulukuun 6:na päiwänä kello 9 e.p.p. pitää 
waiwaisjohtokunta kaupungin raatihuonessa wuosikokouksen, 
jossa tarjotaan waiwaiskassan kustannuksella hoidettawiksi usei-
ta nuoria ja wanhoja kaupungin waiwaisia sekä määrätään minkä 
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werran muut waiwaiset saawat apua ensi wuonna; ja kehoitetaan 
siis kaikkia niitä kaupungin köyhiä, jotka jo saawat tahi wasta pyy-
täwät saada waiwais-apua, joko itse tai asiamiehen kautta, tule-
maan kokoukseen tarpeitansa ilmoittamaan.
’On Tuesday, the 6th of the coming December at 12 a.m. the pover-
ty relief committee will hold the annual convention, in which at 
the expense of the poverty-relief fund, several young and old poor 
[vaivainen
amount of aid given to other poor [vaivainen] people will be dec-
reed; every poor [köyhä] person in the city who is assisted or in the 
process of requesting assistance, either by themselves or by proxy, 
is asked to be present to let their needs to be known.’

In example 15 above, which is very similar to Example 9 earlier, a 
distinction is made between vaivainen and köyhä -
ting people who are already assigned to the lists of the Poverty Aid 
Committee and all those who are eligible. The former are designated 
as vaivainen, and köyhä
much like vaivainen as used in Example 10 earlier: it was announced 
that the late Miss Westerberg had left part of her wealth to the parish 
poor, designated as vaivainen. 

Here, vaivainen is only assigned to those who have entered the pover-
ty-relief system. Köyhä, on the other hand, which refers to the lowest 

-
nouncement is targeted, requires the restrictive relative clause. This 
seems to be a position for which vaivainen could have been used ear-
lier, but apparently not any longer. Thus, one could say that it has 
re-entered the common vocabulary as a narrowly legal or administra-
tive term.

Example 16
Mikkelin kaupungin waiwaishoitohallitus pitää wuosikokouk-
sensa kaupungin Raatihuoneella, Keskiwiikkona tämän Marras-
kuun 20 päiwänä kello 12 päiwällä, jolloin kaupungin waiwaisia, 
tulewan wuoden ajaksi tarjotaan maksua vastaan elätettäväksi ja 
hoidettawaksi; joka niille, jotka haluawat ottaa kaupungin waiwai-
sia elättääksensä täten ilmoitetaan.
’The poverty-relief board of the Municipality of Mikkeli will con-
vene at the town hall on Wednesday the 20th of this November at 
12 noon, when the poor [vaivainen] of the city, for the coming year, 
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those who wish to take the poor [vaivainen] into their keeping.’

Example 16 shows the typical form of the later phase, a more con-
ventionalised announcement about auctioning the poor. Vaivainen 
is thematized and references are given. The person drafting the an-
nouncement thus relied on the category of vaivainen to be contextual-
ly accessible. If the account of the change in its use as presented here 

-
lief machinery was well established at this point.

In sum, a picture of change in the use of vaivainen has been drawn. 
-

ly connected to qualitative changes in patterns of use. The early phase, 
characterised by a quick decline from an earlier established position, 
is likely to be connected with the disappearance of vaivainen as na-
ming components. The second phase of halted decline is connected 
to its increasing use with reference to categories based on prevailing 
systems of poverty relief, and its loss of potential to denote a social 
category beyond that system. During the last stage vaivainen refer-

tying its fate closely to the development of legal terminology. When 
the legal framework changed, as a term it failed to make the transition.

6.4.4 Religious path groups
The two previous sections dealt with the immediate research ques-
tion of this chapter and described the declining status of vaivainen 
as a legal term. A distributional operation was devised to build rep-

theoretical grounds on which to assume that a distributional struc-

vaivainen. I introduce this other 

the use of vaivainen as a legal term, but because it is highly interes-
-

ty networks. This is a relevant issue given the topic of this study as a 
whole.
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In its coverage, this second set of connected path groups accounts for 
a comparable segment of vaivainen

Graph 8 is essentially the same as Graph 6 in Chapter 6.3.2, the only 

path group under examination covers around 40 per cent of vaivainen’s 

is a blip In 1875–1884, after which consistency returns. Compared to 
the administrative path groups, these do not have equally strong tem-
poral continuity at the highest levels, however: on level 3.8, the conti-
nuity disintegrates into several related path groups instead of just one, 
and on levels 4.2 and 4.6, the groups overlap with vaivainen -

Graph 8: 

Unlike the path groups related to the administrative and legal regis-
ters, these show consistency throughout the period only on the lowest 
level. The consistency breaks apart after 1880–1889 in the higher-level 

-
ties of vaivainen than their administrative counterparts. The analysis 

of the path group seems to be most relevant from the perspective of 
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vaivainen. Table 3 below lists the lemmas with the most form types in 

this as, broadly speaking, a religious path group.

1860–1869 1865–1874

N forms lemma translation N forms lemma translation

9 synti ‘sin’ 6 synti ‘sin’

7 Jesus ‘Jesus’ 6 Jesus ‘Jesus’

5 usko ‘faith’ 6 usko ‘faith’

5 mailma4 ‘world’ 5 Isä ‘father’

4 Herra ‘Lord, sir’ 5 syntinen ‘sinner, sinful’

4 Isä ‘father’ 4 Kristus ‘Christ’

4 Kristus ‘Christ’ 4 mailma ‘world’

3 me ‘we’ 4 me ‘we’

3 elämä ‘life’ 3 autuas ‘blissful’

3 Genki5 ‘spirit, ghost’ 3 vanhurskaus ‘righteousness’

3 pyhä ‘holy’ 3 Herra ‘Lord, sir’

3 ijankaikkinen ‘eternal’

3 Jumala ‘God’

3 totinen ‘true’

Table 3: The lemmas with the most forms in the religious path group, 1860–1869 and 
1865–1874

That the other major register apart from the administrative register to 
which vaivainen
is by no means surprising: its status had been more or less establis-
hed in registers related to Christianity since the earliest Finnish Bible 
translations. It occurs in the Sermon on the Mount in every translati-
on until that of 1933, for example, from whence it has been replaced by 
köyhä (‘poor’). Vaivainen (and köyhä to some extent) had a specialised 
use in Finnish Pietist discourse in the late 18th and early 19th centu-
ries, designating a person who had come to recognise their spiritual 
depravity and the ensuing need for Christian salvation (Huhtala 1971: 

mailma maailma

Henki
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amongst the popular revivalist movements of the 19th century, com-
bining this specialised, religious reference with a performative act of 

-
ring from wretched poverty and with exceedingly low social standing. 
Thus in the revivalist context, vaivainen had a complicated structure 

Let us return to the path groups related to the word lists in Table 3 
above. Their simple characterisation as ’religious’ is far too broad, des-

Christian and revivalist, and second, they comprise a relatively speci-

resemble administrative and legal path groups that turned out to rely 
on the combination of elements related to the practicalities of public 
events, speech-act verbs of invitation and summoning, and markedly 
curial and legalistic expressions and idioms.

The  skewing of the ’collocation mass’ of path groups towards environ-
ments that combine a higher number of its members was also discus-
sed earlier. The comparison of numbers of co-occurrences between 
those within path groups and those within randomly generated word 
lists of equal size approximated that cutting out about half of these 
collocations dissolves the path group’s distinctiveness. In other words, 
if the path group had less than half of its co-occurrences, it would be 

-
centrated on environments in which the count of path-group mem-

mass above 50 per cent of the total.  Almost all these environments of 
the 4.6-level path groups were religious in a very broad sense. 

Overtly religious environments – meaning those that are immediate-
ly recognisable as expressing religious and devotional ideas and sen-
timents – make up around 95 and 99 per cent, respectively, of envi-
ronments in these two time segments on level 4.6. Only a handful of 
occurrences stretch this general religious characterisation. They fall 
into two types: the tables of contents of books with chapter names that 
correspond to the religious vocabulary, and cases in which the mar-
kedly religious expressions reside in sequences of reported speech.
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Example 17
Tämän kirjan sisällys jakaantuu 17 osaan, nimittäin: 1, Laista; 2, 
Katumuksesta ja parannuksesta; 3, Ewangeliumista; 4, Laista ja 
Ewangeliumista, niiden erinkaltaisuudesta toinen toisensa rin-
nalla; 5, Ainoa tie autuuteen; 6, Jumalan ilmestyminen lihassa; 
7, Kristus on kuolleista noussut; 8, Kristuksen rakkaus syntisiin; 
9. Uusi liitto ja Pyhä Henki; 10, Pyhän Hengen wuodatuksesta ja 
Pietarin saarnasta Heluntai-päiwänä; 11, Philippus Samariassa; 12, 
Kasteesta; 13. Herran Ehtoollisesta; 14, Uudesta syntymisestä; 15, 
Kristillisestä elämästä; 16, Rukouksesta; 17, Ole uskollinen kuole-
maan asti, niin minä sinulle elämän kruunun annan.
The contents of this book are divided into 17 sections, namely: 1, 
On the Law; 2, On penance and reformation; 3, On the Gospel; 4, 

-

Christ has arisen from the dead; 8, Christ’s love of sinners; 9, The 
new union and the Holy Spirit; 10, The Descent of the Holy Ghost 
and the Sermon of Peter on Pentecost; 11,  Philip in Samaria; 12, 
On Baptism; 13, On the Lord’s Communion; 14, On rebirth; 15, On 
Christian life; 16, On prayer: 17, Be faithful until death and I shall 
give you the crown of life.

Example 18
Mutta ystäwäni pitkitti eläwää puhettansa, ja tultiinpa sitten niin 
pitkälle, että osasi kun osasikin aiwan minun tilani kohdalle, 
muistuttain niillä sanoilla Raamatusta: ”se on totinen sana ja kai-
keti mahdollinen ottaa wastaan, että Kristus Jesus on tullut mail-
maan syntisiä wapahtamaan”, ja että tätä todistusta, joka on tosi, 
minunki uskoa tulee.
‘But my friend gave a lively speech and it went on so long that he 
came up right beside me and reminded me using words from the 
Bible: “it is the truth and it is perhaps possible to accept that Jesus 
Christ came to the world to redeem sinners”, and in this testimo-
ny, which is true, I should also put my faith.’

The central environments, excluding the tables of contents, share 
many features beyond the general religious vocabulary. Common 
pragmatic features include the presence of a personal voice exemp-

the plural, and the frequent use of reported speech and citations. The 
environments are also remarkably consistent in their topical matter, 
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even within the broad theme of the Christian religion. For example, a 

the New Testament:

Example 19
Niin rakasti Jumala mailmaa, että Hän antoi ainoan Poikansa sitä 
wapahtamaan, ja jokainen kuin uskoo Hänen päällensä, ei pidä 
hukkuman, waan ijankaikkisen elämän saaman!
For God so loved the world that he gave his one and only Son, that 
whoever believes in him shall not perish but have eternal life.

twelve words belonging to the level-4.6 religious path group in 1860–
1869 (ainoan, elämän, ijankaikkisen, hukkuman, mailmaa, ,  Poikansa, 

, rakasti, saaman, uskoo and ), and thirteen in 
1865–1875 (ainoan, antoi, elämän, ijankaikkisen, Jumala, hukkuman, mail-
maa, Poikansa, , rakasti, saaman, uskoo and ).

However, far from being exact repetitions of the same passage, no 
two are the same word-for-word, many of the excerpts being expli-
citly marked as citations or otherwise embedded in a matrix clause. 

which produce occurrences of false word types. In descriptive terms, it 

3:16 is the salient node around which the path group is organised. The 
combination of words – some of them forming strong collocations or 
phraseological units in corpus-linguistic terms (such as ijankaikkinen 
elämä
of religious language, blending topical matter and the style of articu-
lation.

The core ideas expressed in John 3:16 also recur in environments that 
are not variations or even re-phrasings. Salvation from sins brought 
about by Christ’s death and resurrection, as well as personal redemp-
tion through devotion to Christianity are dominant themes:

Example 20
Tätä uskon tietä käydessämme, Armoistuimen Kristuksen tykö, 
meillä myös on täydellinen ”syntein anteeksi antamus Hänen we-
rensä kautta;” sillä näinpä ”Jesuksen Kristuksen Jumalan Pojan 
weri puhdistaa meitä kaikista synneistämme.”
As we walk this path of faith, to the Christ of the seat of Mercy, we 
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have the complete forgiveness of sins through His blood; for so 
the blood of Jesus Christ the Son of God cleanses us from our sins.

As discussed earlier, lowering the level of the path group introduces 
new environment types to its core. These new environments share 
many features of the higher-level environments, but not necessarily 
all of them. When the level of these particular path groups is decrea-
sed to 3.8, the religious environments (in a broad, tentative sense) rep-
resenting the type described earlier still consistently cover almost 90 
per cent of the central environment. Complementing them, however, 
is another relatively frequent type of environment, which is markedly 
non-religious, namely that containing reported speech or dialogue in 

of the central environments, most of which are left over from overtly 
-

nts of level 4.6 in that they do not necessarily discuss religious themes 
at all. Example 7 below represents this type of narrative dialogue:

Example 21
Kuulkaa häntä!” sanoi rouwa  Ashton, papin puoleen katsoen. 
Kuulkaa  sitä Jumalan pilkaajaa!” Jumala hänelle anteeksi anta-
koon”, wastasi herra Aide-the-bent, ja » valistakoon hänen tie-
tämättömyytensä!” Kuulkaa  mitä  minä teidän tähtenne olen 
uhrannut”, lausui taas  Ravenswood, yhä wielä puhuen Lucylle, 
ennen kun te suostutte siihen mitä teidän nimessänne  on tehty.
”Listen to him!” said Mrs. Ashton, turning to the priest. ”Listen to 
that blasphemer!” ”May God forgive him”, answered Mr Aide-the-
bent ”and enlighten his ignorance!” ”Listen to what have I sacri-

you agree to what has been done in your name.

Many of the reported sequences contain idiomatic expressions, some 
with religious connotations such as 
[’May God forgive him!’], but they are still separate from the real, more 
explicit religious environments. These dialogical environments have 
shared features other than the idiomatic use of religious phrases, al-
most all of them being emotional interactions. They tend either to 
engage in moral topics (such as Example 8 above) or – perhaps more 
frequently – to revolve around the emotional theme of love, especially 
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Example 22
Minä toiwotan sinulle sydämmestäni onnea, sanoi hän, minä ja 
isäsi olemme kiittäneet jumalaa että hän on sinulle sallinut sellai-
sen onnen jota sinulle Fabianin towerina on syy toiwoa.
I wish you happiness from the bottom of my heart, she said, your 
father and I have thanked God that He has given you the happi-
ness that you, as Fabian’s partner, have reason to expect.

It is now quite easy to conjecture how this path group formed. The re-
ligious environments frequently name the central emotional and mo-
ral concepts of Christianity: love, mercy, sin and forgiveness, alongside 
references to the holy trinity - the  Father, the Son and the Holy Ghost. 
Of these, the Father and the Son in particular occur in environme-

of these words do not belong to the path group, but the capitalised 
forms do. They tend to reside in clause-initial positions in the dialo-
gue, where they address the listener. A similar connection to dialogue 
is evident in Herra (’Lord’), which when capitalised normally refers to 
the Christian God but can also be used for clause-initial addressing in 
reported speech.

the religious environment that are compatible with reported speech 
-

ed speech. These, in turn, restrict the religious environments to those 
in which the addressing or reported speech is foregrounded. A simi-
lar thing happens with emotional and moral themes. In the end, the 
formation of the path group relies on the data having an adequate 
number of environments that tick multiple boxes in terms of these 
features.

My preliminary observation based on the word lists has now been 
sharpened. The vague categorisation of the path groups as reli-
gious has been corroborated: they mostly deal with religious issues. 
However, not all of the central environments are religious, and some 

-
mon features of the religious environments, alongside their shared 
features with the dialogue environments, indicate that the path groups 
are based on the overlap of meaning-related or pragmatic features of 
which religious vocabulary is only one. In addition to markedly reli-
gious vocabulary, they include dialogical elements and moralistic and 
sentimental themes. It is also worth noting that these are not likely 
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to be the only path groups in the data that could be characterised as 
religious in some way. Table 3 does not include many equally central 
Christian concepts that are likely to be found in other path groups. 
Thus, even within the broad category of devotional, Christian discour-

Interestingly, here again is the same phenomenon as observed in 

and to form distributional patterns to which automated and frequen-
cy-based operations seem to be very sensitive and attuned. I noted in 

which vector-space types of distributional operations seemed to be 

stack congruent, even semantically tautologous expressions on top of 
sairas 

 (‘sick psycho’) or rikollinen murhaaja (’criminal murderer’), 
and so on. It seems that the path groups discussed here are based, at 
least to some degree, on a similar tendency: not only do the environ-
ments tend to name strong emotions such as hate and love, they also 

-
tive and dense use of the focal vocabulary.

For example, in the following environment, which as a whole consti-
tutes a personal declaration of romantic love, are three occurrences of 
the verb rakastaa (‘to love’) and one nominal rakkaus -

-
med emotion, fear, in the form of the verb  (’to fear’). The context 

Example 23
“Minä sanoin tahtowani  antaa teille rakkauden tunnustuksen... 
sitä henkilöä, jota rakastan, rakastan, näettekös , koko  sielustani.. 
minä pelkään, ett’ei hän rakasta minua.”
“I said I wanted to make a confession of love… for the one I love, 
I love, you see, with all of my soul… I fear that s(he) does not love 
me.”

the central environments here show an equivalent tendency to use 
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not convey additional information in their contexts. This is very si-
milar to the structure observed in the use of sairas in Chapter 5.3. In 
these environments this tendency involves the repeated use of longer 
sequences (Example 23), the use of multiple, verbose relative clauses 
in characterising the same NP (Example 24) and the apposition of se-
mantically very similar NPs and VPs (Example 25).

Example 23
Ewankeliumi on siis todistus Jesuksesta , ja ewankeliumin sisäl-
lepito  on se, että Jesus Kristus on tullut mailmaan syntisiä wa-
pahtamaan, niinkuin Paawalikin todistaa: Tämä on totinen sana, 
ja kaiketi mahdollinen ottaa wastaan , että Jesus Kristus on tullut 
mailmaan syntisiä vapahtamaan.
So the Gospel is a witness of Jesus, and the content of the gospel 
is that Jesus Christ came into the world to redeem its sinners, just 

accept that Jesus Christ came to the world to redeem sinners.

Example 24
Hän, joka kasteen pyhässä pesussa on meidän pessyt sydän we-
rellänsä, Hän, joka siinä on yllemme pukenut wanhurskautensa  
taiwaallisesti  puhtaan waatteen  ja pannut meidän wanhurskaina, 
ilman synnin rypyttä, Isän helmaani, Hän, joka itse on ijankaikki-
nen elämä ja joka on sanan, ja sakramentin kautta yhdistänyt ja 
liittänyt itseensä meidän, jotka uskomme hänen päällensä?
’He, who has washed us with the blood of His heart in the holy 
cleansing of baptism, He who has clothed us with the heavenly 
clean cloth of His righteousness and set us as righteous without a 
wrinkle of sin at my Father’s hem, He who himself is eternal life 
and who through the word and the sacrament united us who have 
faith in Him.’

Example 25
Sillä kyllä Herra armostaan täällä tähän aikaan sieluja wäkewäs-
ti etsii, suuret liikutukset ja herätykset kansan sekaan lähettää, ja 
antaa Sanansa selkiästi ja Pyhän Hengen voimassa saarnattaa ja 
selitettää, sekä kirjain kautta runsaasti lewitettää; niin että nyt to-
della ruwetaan kysymään ijankaikkisen elämän Perään, sekä myös 
monet, ennen synneissänsä kuolleet, nyt Herramme Jesuksen  
Kristuksen kuolemasta elämän ja autuuden käsittäwät  uskolla, ja 
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niin uutta elämää Hänessä alkawat .
’For the Lord in his mercy so vigorously seeks souls at this time, 
sends great movements and awakenings amongst the people and 
gives out His Word clearly, and there is much preaching and tes-
tifying in the power of the Holy Ghost, which is also much-circu-
lated through the writing; so that now indeed is there much ques-
tioning about eternal life, and many others who have died in sin, 
now since the death of Our Lord Jesus Christ understand life and 
blessing with faith and thus begin a new life in Him.’

All of the above examples rely heavily on the repetitive and religiously 
marked naming of Christ and the Holy Trinity. As is common, prono-
minal references to these are capitalised. 

Given the multiple types of repetitiveness and the presence of seman-
tically redundant elements in the above examples, it is fair to assume 

than the referential function of language. The emotive focus of the 
utterances discussed here is not on the precise nature of the religious 
ideas or on the arguments the writers express, and not even on the pre-
cise religious sentiments they experience, it is on the sheer intensity 

expression. This pre-emotional, unstructured intensity (Papacharissi 

analysing the emotions conveyed in the environments, but by tuning 

-

groups contribute to the presence of these pragmatic functions. A 
large number of Christian religious terms is an obvious feature. 

-
vity solely on Christian terminology but also employ words with ge-

well as referring to strong emotions such as love. Emotions such as 
love, hate, fear and happiness tend to co-occur In the dialogue settings 
of these environments, which widens the emotional repertoire of the 
path group. Thus, although it is love that tends to occur in overtly reli-

played out. Combined, these features raise the centrality of environ-
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dialogue. These are cases in which religious speech acts are aimed 
directly at the reading audience, either by employing second-person 
pronominal references (Example 26 below) or in a more roundabout 

Example 26
— Mutta te heränneet, te murheelliset ja synneistänne peljästy-
neet henget! ettette nyt tästä erhettyisi epäilykseen, teille sanon ja 
wakuutan ihan Jumalan Sanan mukaan, että Isä rakastaa teitä, ja 
on jo armiaasti katsonut puoleenne.
— But you, the awoken, you miserable ones and spirits frightened 
of your sins! Lest you err to doubt, I say and assure you according 
to the Word of the God, that the Father loves you and has looked 
upon you mercifully.

Example 27
Mutta jos otamme tämänki murheen Herran kädestä wastaan, 
nöyrästi tunnustaen syntimme, sellaisella mielellä, joka taipuu 
Herran johdatuksen alle ja ottaa vaaria Herran teistä sekä luot-
taa Herran apuun, niin warmaanki saamme tuta totuuden näistä 
apostolin sanoista : waiwa saattaa kärsiwällisyyden, mutta kär-
siwällisyys koettelemuksen, koettelemus toiwon, mutta toiwo ei 
anna häpiään tulla.
’But if we are to take this misery from the Lord’s hand and humbly 
confess our sins in such a mind as to bend to the Lord’s guidance 
and take heed of the Lord’s way and trust in the Lord’s assistan-
ce, so surely will we get the truth out of the words uttered by the 

-
ter; and character, hope. And hope does not disappoint us.’

The cases including vaivainen are very much in line with the general 

example of how the features presented above combine in individual 
environments. 

Example 28
O! kuinka suuri on siis Jumalan hywyys ja rakkaus meitä waiwai-
sia syntisiä kohtaan, o jospa me sitä Jumalan rakkautta oikein 
oppisimme uskossa käsittämään, että me taitaisimme Daawitin 
perässä itsekukin omasta koettelemisesta sanoa: Armollinen ja 
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laupias on Herra, hidas wihaan ja sangen hywä.
’Oh! How great are God’s goodness and love to us poor sinners, oh 
if we could learn truly to comprehend God’s love in faith, so that 
we could say after David from our own experience: Merciful and 
graceful Lord, slow to anger and very good.’

First, this has a personal voice and elements related to dialogue in the 

pronoun me and the congruent verbal forms of  and taitai-
simme – and in the two interjectional elements of O -
ve strategy of repetition is present, as the central vocabulary includes a 
fair amount of repetition, namely of Jumala (‘God’) and rakkaus (‘love’) 
twice, and repeating hyvä (‘good’) as a de-adjectival derivation hyvyys
(‘goodness’). There are also three pairs of coordinated, semantically 
highly similar elements, namely hyvyys ja rakkaus, vaivainen synti-
nen and armollinen ja . God is referred to a third time as Herra. 
Further, the environment includes the strong emotional opposition 
between love and hate in rakkaus and viha. Third, the environment 
has a sequence of reported speech in a citation of David and thus taps 

Interestingly, the context of John. 3:16, which is central to these path 
groups, looms in the background of this particular environment, as 
the following sentence, in its co-text, goes on to cite it:

The use of vaivainen in this environment, and in many others very 

in Pietist writings. The referencing of self with vaivainen syntinen is 
an act of self-humiliation and self-deprecation with positive religious 
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evaluation. Huhtala discusses the language of early Pietist writings 
from the late 18th and early 19th centuries, but it seems rather clear 
that vaivainen had the same function in more mainstream Christian 
devotional writings. The path groups are particularly strong in writin-
gs from the 1860s, popular revivalist movements not having a strong 
presence in the printed media until the 1880s, although the revivalist 
movement itself already showed signs of re-emergence after a period 
of low activity in the 1850s (Huhta 2001: 71–76).

6.5 Conclusions

It is easy to imagine many phenomena related to language use mani-
festing as groups of linguistic expressions, or repertoires, with mutual-
ly raised probabilities of co-occurrence yet not requiring the presence 

simply by virtue of the fact that many analytical categories, such as 
registers, genres, varieties and discourses – utilised in linguistics and 

strictly exclusive to them but that overlap with other modes of langua-

Although categories such as genres, registers and discourses purport 

perspectives, they are all assumed to project themselves as distributi-
onal structures of a comparable level. This poses a notable challenge. 
Approaching the problem bottom-up from the data, as I have done, 
leads to a situation in which any given set of utterances may mani-
fest features of any such category, but does not have the distributional 
means to tell them apart. Thus, the data-oriented operation is bound 
to skew towards frequent combinations of features regardless of how 
they match up with the interests of the study, or of whether they are 
interpreted as genre-typical, register-typical or discourse-typical fea-
tures, or indeed if they are features that are typical of any other mode 

This is what I have attempted to convey in this chapter. The path 
groups represent combinations of various of structures that may pro-

frequent and specialised environmental types. These types themsel-
ves are not describable in simple terms by any common analytical 
concepts used in linguistics for studying supra-sentential phenome-
na.
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The path groups that were considered to represent the administrative 
and legal registers, at least to some degree, had features that were ty-

. 
-

tions and summonings, legalistic and curial idioms, vocabulary relat-
ed to property settlements and elements related to times and places. 
Outside this immediate core were auction announcements published 
in local newspapers by local poverty-relief administrations, which was 
the main direction of overlap for vaivainen. Although this proved to be 
quite adequate in terms of capturing the changing fates of vaivainen as 
a legal term, I could not say that they represented the administrative 

pragmatic features seemed to serve as indirect evidence of one mode 
of social activity in which such a register is used, albeit in the case of 
vaivainen, a very important one.

On the other hand, religious path groups were based on key reli-

second-person references, elements related to reported speech and 

contributing to the formation of these path groups, and explained 
why many of these features co-occurred. It was also, to a considerable 

-
ve references to key concepts. The cores of these path groups formed 
around environments quoting John 3:16, and expanding outwards 
brought in environments that overlapped only in some of the features, 

they do highlight some issues concerning the operationalisation of 
such categories based on real data without  assumptions about 

-
-

res may not have relieved the underlying problem, which relates to 

categorising social activities. It is possible to provide a functional and 
heuristic description of a given register based on its repertoire and 
the typical social activities that serve the analytical purposes assigned 
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-

settings, with other data sets or other interests of knowledge. Thus 
the essentially stochastic approach implemented here is true to the 

communicational factors arising in the social activities in which they 
are used. This is something the present study has shown rather clear-
ly.

vaivai-
nen, before making a few comments about the representativeness of 

as emphasised above. As stated, the religious and administrative path 
groups were not only religious and administrative in a general sense, 

-
tions of semantic and pragmatic features. If the data had not included 

the religious path groups would have stood out. There certainly would 
not have been a similar administrative path group without Wirallinen 
lehti.

A further note about typography: texts meant for commoners were set 
in the Fraktur font much later than those aimed at a more highly edu-
cated readership (Mervola 1995). Consequently, certain OCR errors 
might have been indirectly semantically or pragmatically determined 
and related to the assumed readership. This layer of information is 
not studied here, but given the OCR-erroneous words especially in the 

Without going into much detail about the relation between ongoing 
language change in a language community and the historical corpora 
from where it can be attested (cf. e.g., Curzan 2009), I believe that the 
changes regarding vaivainen are clear enough: the loss of frequency 
makes it marginal in the domains in which it used to be a common 
sight, namely in religious and administrative registers. Even though 
the corpora used here was varied in nature and was not balanced in 
any way, the results it yielded are quite plausible overall.  Further, I 
would argue that, at least in the administrative registers, acts of add-
ressing the public in writing constitute the most important, perhaps 
even the sole, context of use. In this sense one could assume that the 
parts of the newspaper corpus that include such public speech acts 
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form a highly relevant sample of what is and what is not appropriate 
for such a register. That sample could be complemented with all pub-
lished administrative texts, and if the same observations were corro-
borated, the case would be rather clear. 

-
rent, however, in that while having its public functions, religion also 

indirect. Written sources such as the religious texts presented here 
disseminate rather than constitute the discoursal practices related to 
religion. Even if it had been possible to collect all published religious 
texts, it would still remain unproven that vaivainen also disappeared 
from religious registers, although it would be quite unlikely for it to 
have survived solely in private speech. The newspaper corpus used 
here is not unbiased as a sample of religious publications, as it does 
not include book-size works. However, is hard to see how that bias 
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7. General conclusions and discussion

The aim in this study was to contribute to comprehensive questions 
concerning how the outcomes of distributional operations should be 
approached or understood. The most robust conclusion to that end is 
that the truistic position according to which distributional representa-
tions are descriptions of distributions – not of meanings - holds. Such 
a distinction between distribution and meaning is often overlooked, 
and if one follows Harris’s (1954) distributional hypothesis one could 
easily treat distributions essentially as meanings. This has many do-
wnsides, the most obvious being rendering the outcomes challenging 
to interpret. 

Explicating and emphasising the distinction between distribution 
and meaning (or distributional and meaning-related structures) faci-
litates interpretation of the outcomes of distributional operations. It 
also makes it easier to direct their development and application to-

then function as powerful and nuanced tools for distributional obser-
vation. 

that approached the connection between distributions and meanings 
from both a theoretical and an empirical perspective. The theoretical 

-

for the study of languages. Both were analysed with reference to their 
-

ning-related observations.

I argue in my discussion of the structuralist position on distributi-
-

remost bound by notions of acceptability and correctness and, more 

they articulate their object of study such that the system of linguis-
tic norms would generate all the acceptable sentences of a language, 
making them all ”generative” theories according to Lyons’s (1968: 139) 

focused interest only on theoretical distributions, whereas observed 
distributions are always imperfect and noisy. Moreover, only systema-
tic regularities in theoretical distributions could be connected to the 
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linguistic system. The reasons for this preference are deeply embed-
ded in the fundamental commitment of structural linguistics to po-
sited langue rather than  as the proper object of linguistic study. 
The regularities from observed distributions are too easily distorted 
by constraints related to factors that are extraneous to that system. 

I further examined the relation between distributions and meanings 
in the structuralist framework by considering the criticisms levelled 

-

-
lation seemed to survive unscathed from contemporary assessment. 
The main reason for this is that it does not commit to either of the two 

-

arises even from this weaker position is that distributional classes can-
not reliably be recovered from observed distributions. They could be-
come fully visible only in theoretical distributions, which for obvious 
reasons cannot be accessed.

From the perspective of distributional operations, this assigns them 
an ambivalent position. On the one hand, the calculus proposed 
by Harris is reasonable (and has not been seriously contested) as a 
simple Jaccard-metric-type operation in which shared and distinct 
environment types measure distributional similarity. However, the 

to assume that distributional analysis could reproduce the distributi-
onal classes free of semantic judgements. 

that Jaccard-based measurements tap into features of meaning with a 
very structural feel to them, namely those related to gradeability and 
entailment. However, this interpretation required a manual inspe-
ction of the distributional features to identify those related to that 
phenomenon. In addition, some distributional features (and thus the 
basis of distributional classes) related to language use ( ) rather 
than the linguistic system (langue). From the structuralist perspective, 
this could quite reasonably be seen as a testament to how observed 
distributions always contain constraints related to language use rat-
her than language as a system.
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discussed in Chapter 3, namely usage-based models. These models 
contrast strongly on the structuralist position in many ways, but from 
the perspective of the present study most notably in how they empha-
sise the role of language use as an intrinsic object of linguistic study, 
but also as an integral component of the linguistic system: some even 
refute the distinction between use and system altogether. In terms of 
distributional operations, this has three critical repercussions. First, it 
solves problems related to the inadequacy of observed distributions. 
Second, distributions are depicted as organised around prototypical 
structures rather than normative boundaries. Third, they emphasise 
the role of frequency as a central factor in how language is organised.

Although many of the problematic features of distributional opera-

usage-based position brought some of its own. Validating the study 
of observed distributions and using frequency-based computations 
for distributional similarities were the major possibilities opened up 
by accepting the usage-based position. However, many usage-based 
theories also question the strong distinction between grammar and 

any particular distributional feature belongs. This phenomenon, too, 
became evident in Chapter 5, in which I demonstrate that units above 
the lexicon level have their distributional tendencies.

Another major problem arose from stressing the importance of the 
context of use, as usage-based models also appeared to undermi-
ne the idea that linguistic expressions have stable meanings beyond 
their contexts of use. Not all usage-based approaches accept full 
Contextualism in Récanati’s (2004) terminology, but they do come clo-
ser than structuralist characterisations of meaning. In short, although 
aggregated distributional descriptions could recover the usual trends 
in a word’s use, they could never recover what a word meant in any 
particular context of use. 

This set a clear upper boundary on what aspects of a word’s meaning 
a distributional operation could recover, namely everything but what 

-
her hand, it also projected a certain noisiness in distributional repre-
sentations. When contextual variations in a word’s meaning suddenly 
become an integral part of that meaning (or parts of the whole that 
characterises it), distributions are likely to include many overlapping 
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The aim in Chapter 4 was to build on the observation, depending on 
what distributions were thought to be, that they could be connected 

conceptualisation followed the introduction of distributional struc-
ture and meaning-related structure as analytical tools for explicating 
presumptions about them. I also introduced a brief and straight-

in distributional operations.

The empirical research questions addressed in Chapter 5 were exp-
loratory and open-ended in nature, and thus there were no hypothe-
ses to test or expectations concerning the kind of answer the inquiry 
should produce. The aim was rather to apply a set of closely related 
distributional operations to linguistic expressions and to examine 
the meaning-related structures with which the outcomes seemed to 
be connected. The words under scrutiny were six relatively-high-fre-
quency adjectives. 

These words were studied in a simple, word-space-type distributional 
operation. I was also particularly interested in monitoring the extent to 

-

largely corroborated this primary starting point. Meaning-related 
structures connected to Jaccard were related to features of adjectival 
meaning deemed essential in structural characterisations. These in-
cluded things related to gradeability and entailment. In contrast, cosi-
ne outcomes, operationalising the usage-based notion of distribution, 
were connected to more varied features, many of which would have 
been considered contextual, incidental or even ”non-linguistic” from 
a strict structuralist position. 

Neither approach seemed to bring much credibility to the notion of 
semantic space, which could be recoverable from distributional repre-
sentations and is often cited as the intended outcome of a word space 
model. Although nuanced and rich in information, the distributional 
information did not seem commensurate enough to build universal 
semantic dimensions from distributional features. 

-
tional representations; 2) the interfaces of meaning and the distribu-
tions of the studied lexemes; and 3) how meanings can be  charac-
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the debate between Charles & Miller (1989) and Justeson & Katz (1991): 
in distributional terms, canonical opposites share marked relation-
ships and enjoy parallelism not visible among other close synonyms. 
Nevertheless, the parallelism does not mean full symmetry, and not 
all distributional features of an adjective are mirrored in its canoni-
cal antonym. How each pair of canonical antonyms show this mar-

no distributional features universally corresponding to antonymy as 
such.

Concerning the second group, the obvious conclusion is that distri-

meaning-related architectures. Restrictions manifest as opportunistic 
distinctions, brought about to some degree as artefacts of operational 

-
gs of the studied lexemes. Cues lead to bits and pieces of information 
that meanings more or less explain. From the perspective of semantic 
description or analysis most of them are relevant or interesting, whe-

One of the root causes of this is that distributional methods rely on 
type-level representations, and their behaviour is therefore unpredic-
table in cases of polysemy. If polysemy could be described in terms of 

easily resolved. As polysemy is viewed in modern linguistics, however, 
it does not predict such easy solutions. 

highlight one of the major shortcomings of this study. One of the pro-
nounced aims was to investigate the characterisations of meaning that 

in Chapter 5. The failure to produce systematic, distribution-based 
descriptions of the meanings of the studied lexemes there could be 

seriously attempted is the very reason mentioned above: the interac-
tions between meanings and distributions were surprisingly compli-
cated and varied, even given the limited number of distributional fea-
tures. Thus, cataloguing the many interactions took precedence, and 
as a consequence, there was analysis but no synthesis.

-
ing systematic characterisation. It also became clear that heuristic 
distributional representations that correspond with meaning-relat-
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ed structures are not reliant on such overarching categorisations, but 
may express this correspondence by opportunistically exploiting lo-

which meaning-related structures are transmitted to distributions. 
For example, because negatively evaluative adjectives tend to be inten-

apart in some otherwise similar adjectives. A considerable number of 
-

oppositional adjectives were compared. Given that local distributional 
distinctions are likely to emerge depending on which words are cont-
rasted, the amount of meaning-related information is vast but does 
not necessarily immediately amount to any systematic and symmetri-
cal characterisation. In a way, however, knowledge about this vastness 
is inherently relevant when one considers the characterisation of 
meaning that distributional operations could produce. Unfortunately, 
no further practical steps towards such goals were taken here, hence 
one of the primary objectives of the study is still to be met.

One reason for the failure to produce a systematic, distribution-ba-
sed characterisation of meaning, even for the purpose of examining 
it, was that the same distributional features could be connected to 

obvious in cases in which the exact distributional dimensions had 
-

parison of rikas (‘rich’) and köyhä (‘poor’) revealed that both had distri-
butional features related to their typical roles in processes and events, 

Hence, inherent in both rikas and köyhä are dimensions related to aid 

-
lated words (such as köyhä and rikas), which manifests in their close 

These observations highlight the importance of recognising the re-
-

ning-related structures. They also highlight the value in making a 
distinction between distributional restrictions and cues, introduced 
in Chapter 4. Rich and poor are both members of a larger conceptual 
framework, including relations and processes related to aid and tran-
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structures within that framework. Nevertheless, the strong distinction 
between restrictions and cues might be one explanatory factor con-
cerning the challenging nature of compiling an overarching charac-

unitary view is not a menial task. 

All this seems to point to the notion that distributional information 
cannot build a very informative semantic description . Instead, 

robust way of doing this, in a word space setting, would be to use the 
model to gauge which of the distributionally most similar words sha-
re particular dimensions with the words under scrutiny. This would 
pave the way not only  for connecting groups of vector dimensions 
to meaning-related structures, but also for studying whether these 
dimensions are connected to such a structure across multiple items. 
Likewise, it should be kept in mind that distributional operations may 
only be used to scrutinise meaning-related structures that have a cor-
responding distributional structure observable in the data. In that this 
cannot necessarily be known beforehand, it might explain the hapha-
zard nature of distributional observations of meaning.

Chapter 5 also reports surprising observations related to the repre-
-

nection between very narrow bigram spaces and the meaning-relat-
ed structures connected to the core conceptual features of frequent 

the data and thus challenged generalisation of the observations. The 

contain certain frequent patterns of language use and certain types 
of attitude towards the poor that were often expressed in the threads. 
This is not to say that distributional distinctions between antonymic 

of topics and tones: it is rather that the precise distinctions recovered 

-
-

cular were special to this kind of dataset.

On a more abstract level, some observations are sound and generalisa-
ble. Negative or positive evaluation is probably connected to patterns 
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-
tonyms are distributionally more similar and more strongly related 
than other antonyms. There is a strong degree of ambiguity in adjec-
tival and nominal uses of adjectives that allow nominal use. It is fair-

-

which corroboration would be based depends on the respective data-

The general outcome of Chapter 5 was put to the test in Chapter 6, 
-

search question related to the development of social-law terminology 

meaning-related structure (register repertoire membership), connec-

using that connection to devise a distributional operation.

Although answering the research question overall, the investigation 
of distributional structures in Chapter 6 corroborated many conclu-
sions of Chapter 5. For instance, distributional structures, regardless 
of whether they are more akin to word space or to the topic model fra-

undoubtedly related to the registers present in the data, but they were 
-

networks seem to blend those that prominently overlap in the parti-
cular dataset.

Although the case study reported in Chapter 6 did meet its intended 
objectives and provided additional insights into the historical develop-
ment of social-law terminology, it invites some retrospective criticism 
concerning the reliability of the results. Although I am rather convin-

other methods been used, there is something left to be said about the 
methodology. This might also apply to other topic-model-like met-
hods, but the fact remains that it cannot be known because the study 

registers, topical structures, rhetorical conventions and pragmatic 
patterns) centred around frequent types of combination, how can one 
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because the registers may be divided among multiple path groups? 
This is so even if the major path groups showed a very steady relation-
ship with their dominant registers. 

Acquiring certainty would require picking apart the path groups and 

being markers of anything else. This is not an easy task, as any distri-
butional method leads back to the same problem (i.e. uncertainty in 
terms of whether a given distributional representation precisely mat-
ches a given register, or is a convenient combination of frequent fea-
tures). At the same time, theoretical discussions (e.g., Biber 1998 and 
Agha 2008) are not precise or explicit about what linguistic structures 
should be included in the registers’ repertoires. This seems intentio-
nal and implies that the enumeration of a register’s repertoire is not a 
plausible way of characterising it. 

Although there are shortcomings in the way the path group-based 
method works, and related uncertainties, it is not easy to pin-point 
how much of the overall uncertainty regarding the results stems from 
the methodological details and how much from a more profound 
theoretical issue, namely that registers as phenomena may not be 
distributionally distinguishable from other pragmatic and semantic 
structures that inhabit the same linguistic ecosystems. However, it 
may be possible to gauge some of the uncertainty by comparing the 
results reported here with those obtained taking a more standard ap-
proach, such as an LDA model. 

The uncertainty described above does not mean that the method is 
not without merit, or that the structures it produces, namely the path 
groups, are not linguistically interesting. On the contrary, they seem 
to point towards new theoretical questions, and perhaps call for more 

established theoretical frameworks in linguistics. In that distributi-

from morphology to discourse, they inevitably show constellations in 

intertwine. According to the distributional structures revealed by the 
path groups discussed in Chapter 6 in particular, they elude charac-
terisation from the perspectives of syntax, genre and register, and call 
for novel theoretical interpretations. 
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The main result of this study is the revelation that distributional ope-
rations may turn distributions into tangible objects of study for lin-
guistics research on meaning within a very broad spectrum. Far from 
automatically providing characterisations of meanings, formatted to 
comply with some particular semantic theory, they provide vantage 
points for distributions, making them accessible for linguistic analysis 
from any theoretical perspective. This, in turn, provides the ground 
for asking new kinds of questions.

-

such that I am now able to evaluate them. With regard to datasets, the 

language use instead of general-purpose, balanced corpora. The tra-

reliable generalizability. From a general-purpose corpus – represen-
ting a wide range of varieties and modes of language use – the ob-
servations could have been generalised to concern more general ten-
dencies of Modern (or Early Modern) Finnish. For example, it could 
perhaps have been claimed that the observation in Chapter 5 about 
the tendency to hedge positive evaluations and to intensify negative 

-
sion forum data from 2014. 

The upside is that the distributional structures related to syntactic, se-

cancelled each other out had they been aggregated. In other words, if 
a given feature is prevalent in one mode of language use and non-exis-
tent in another, a dataset mixing the two in equal measure might show 
a prevalence of 50 per cent, which is not truthful from the perspective 
of either. On the other hand, many of the observations made in both 

their respective datasets, and interesting as such. That there are such 

operations are sensitive to them is methodologically relevant. For that 

-

and standardised alternatives. I made this choice because I believed 
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that it would be better to use methods that had as transparent inter-
faces between distributional and meaning-related structures as pos-
sible. 

In the case study reported in Chapter 5, it meant analysing a word 
space with a limited number of syntactic, semantic and pragmatic in-
teractions between the node word and its distributional features. This 

with the prevalent embedding stage to produce the vector space. In 
Chapter 6, it meant devising an operation that explicitly targeted a 

registers.

The major downside of this selection is the reduced methodological 
-

especially linguistics. Moreover, it cannot be taken for granted that 
any of the observations made here would be encountered if more 
common methods were applied, or how they might be encountered. It 
is not certain how word2vec (Mikolov et al. 2013) would represent the 

Chapter 5, for example, or whether such a pattern or use would con-
cern the neural network at all. Similarly, it is not easy to suggest, wit-

outcomes of standard topic models (such as LDA, Blei, Ng & Young 

introducing stop words or lemmatisations would have. Nevertheless, 
the present study does open up viable hypotheses for further studies 

exciting and relevant methodological contributions to those interested 
in critically thinking about frequently used methods from the perspe-

humanities scholarship. The observations concerning the complexity 
and multiplicity of interfaces between meaning and distribution seem 
to have broad implications. If a holistic and systematic representation 
of meaning is not necessary for distributional operations to perform 
meaning-related tasks, there are limits regarding the extent to which 
distributional representations could stand for meanings.
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Whether or not the limited general methodological applicability or 
-

sing a methodological setting based on transparent and few rather 
than many distributional interactions between node words and vector 
space dimensions in Chapter 5 seems relatively reasonable. At least, it 
would have been challenging, in practical terms, to arrive at the same 
observations, and introducing an embedding scheme may well not 
have provided any additional value from that perspective. 

On the other hand, with regard to Chapter 6, the argument is more 
ambivalent. It seems to me now, in retrospect, that the methodologi-
cal approach was perhaps overly convoluted and that it would have 

elegance was limited by the level of my statistical and mathemati-

terms of whether they merged in lower-level networks. However, I did 
not make full use of this feature. The study only purported to ascer-
tain the general identity of the path groups (whether a given group 
was an administrative or a legal register). Perhaps the explorative use 
of a standard topic modelling algorithm would have answered the 
same questions in a much less marked methodological setting.

Nevertheless, I believe that the observations enabled by the option to 

could yield insights into how such distributional formations generally 
behave. It simply is not clear how important those observations are 
from the scope of the case study reported in Chapter 6. If (or when) the 
point is to test a systematic approach to matching distributional and 
meaning-related structures in a convincing linguistic research setting, 
using a unique and convoluted method instead of a well-known and 
well-understood standard is perhaps not the best choice. However, 
such a choice is understandable in light of the broader interest of this 
study, which is to chart interactions between distributions and mea-

for analytical purposes. To that end, the chosen method could have 
produced observations that would have gone unnoticed had a more 
straightforward approach been adopted.

The research programme on which this study was built is extensive 

be quite common in doctoral theses published as monographs. The 
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study has paved way for natural future steps, mainly comparing the 
observations against more standard methods and more general-pur-
pose corpora to gauge for more generalisable observations. More 
thorough discussion on the nature of distribution-based semantic 
description is also warranted. In a way, such work would continue in 
the footsteps of Sahlgren (2006), who asked whether distributional re-
presentations amounted to adequate representations of meaning. The 

detached from theoretical moorings and practical purposes. However, 

reliable insights into linguistic questions related to meaning, and for 
some observations they are the only viable path. What that does not 
mean, however, is that distributional representations could be taken 
unreservedly as proxies of meaning in any imaginable context, espe-
cially an analytical setting. Someone still has to know Chinese.
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Helsingin yliopisto.

Ahlman 1865 = Erik Ahlman. Svenskt-Finskt Lexikon – Ruotsalais-
Suomalainen sanakirja

Europaeus 1853 = D.E.D Europaeus. Svenskt-Finskt Lexikon - 
Ruotsalais-Suomalainen sanakirja.

KTS = Kielitoimiston sanakirja.

Lönnrot 1880 = Elias Lönnrot. Suomalais-Ruotsalainen sanakirja.

Terveyskirjasto = Terveyskirjasto. 2021 Kustannus Oy Duodecim.
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