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Abstract

Text input is a very challenging task in the constrained screen real-estate of
Augmented Reality headsets. Typical keyboards spread over multiple lines
and occupy a significant portion of the screen. In this article, we explore the
feasibility of single-line text entry systems for smartglasses. We first design
FITE, a dynamic keyboard where the characters are positioned depending
on their probability within the current input. However, the dynamic layout
leads to mediocre text input and low accuracy. We then introduce HIBEY,
a fixed 1-line solution that further decreases the screen real-estate usage by
hiding the layout. Despite its hidden layout, HIBEY surprisingly performs
much better than FITE, and achieves a mean text entry rate of 9.95 words
per minute (WPM) with 96.06% accuracy, which is comparable to other
state-of-the-art approaches. After 8 days, participants achieve an average
of 13.19 WPM. In addition, HIBEY only occupies 13.14% of the screen real
estate at the edge region, which is 62.80% smaller than the default keyboard
layout on Microsoft Hololens.
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Figure 1: The final design of keyboard-less interface named HIBEY in the holographic
environment, where spectator mode is switching on to aid revealing character positions;
Picking character through hand movement from preparation zone to fast-forward zone

1. Introduction

Smartglasses overlay virtual content directly on top of the user’s physi-
cal surroundings [2]. The virtual content can take various forms including
windows, menus, and icons [3]. The default interaction approaches, such
as controlling a cursor with a mini-touchpad wired to the smartglasses or
vision-based hand gesture recognition, allow users to interact with the virtual
content. The windows, menus and icons are large in size and thus easy to lo-
cate. However, these approaches are insufficient for text input, which involves
small-sized content selection. On smartglasses, selecting character keys on
virtual keyboards becomes error-prone and inefficient [4] as users may expe-
rience difficulties to locate small character keys for a highly repetitive task.
Alternatively, speech recognition is a major input method for smartglasses
but has limitations such as being subject to environmental noise and presents
issues with social acceptance [5][6]. Apart from the above approaches, re-
searchers have proposed other text input methods. These methods include
adding external proprietary sensors or re-configuring keyboard arrangement.
However, adding proprietary sensors leads to unfavorable setup times and
additional hardware costs. Instead, vision-based approaches do not require
external proprietary sensors but employ virtual keyboards that occupy a large
surface on the screen space. For instance, the virtual QWERTY keyboard in
Microsoft Hololens uses the majority of the screen’s center area, which leads
to obstructed screen real estate at the expense of other Augmented Reality
(AR) applications.

Considering the drawbacks of the aforementioned approaches, we propose
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HIBEY, a convenient and unobtrusive solution. HIBEY enables smartglasses
users to input characters and words in AR without adding any proprietary
sensors. By providing a keyboard-less text input experience, HIBEY reserves
the majority of the screen’s real estate for applications in the holographic en-
vironment of Microsoft Hololens. As users rarely invest time in learning new
keyboard layouts [7], HIBEY leverages the advantages of arranging the char-
acters in alphabetical order such as performance improvement [8] and better
usability [9] to novice users [10]. HIBEY applies continuous hand gesture in-
teraction in a holographic environment using a keyboard-less approach. Our
solution only requires the user to perform a single discrete hand gesture,
i.e. mid-air tap, to initialize the character selection. The user then holds a
pointing gesture throughout the text input. During the character selection,
the user targets characters arranged along a single line through horizon-
tal hand movements. To terminate the process, the user just releases the
hand gesture. Compared with intensive mouse cursor movement and mid-air
taps on a virtual keyboard, our solution can preserve the unique advan-
tages of gestural input, such as no additional sensor and natural interaction,
while maintaining the screen’s real estate. We first develop a prototypical
keyboard-less interface named FITE. The key positions in the visible layout
change after each character input based on the next characters prediction.
In other words, the most probable characters following the current input are
displayed closer to the user’s hand, while less probable characters are dis-
played further away.However, the dynamic key positioning results in high
visual search times that significantly deteriorate the text entry performance.
FITE only achieves the peak typing performance of 4.11 WPM with 90.78%
accuracy in the final trials. Accordingly, we design HIBEY, an invisible lay-
out with fixed key position sorted in alphabetical order. We compare the text
entry interface of 1-line formation that reserves the most screen real estate
for the user interaction with the physical environments. Using HIBEY, the
participants were able to achieve an average text entry speed of 9.95 word
per minutes (WPM) with an average accuracy of 96.06% across all the trials.
This article thoroughly studies the variations of 1-line text entry interfaces
and compare their performance. Both systems address the limited screen real
estate, from two different point of views. FITE exploits a visible interface
with predictive key positioning, while HIBEY hides a fixed-layout keyboard.
We conclude that invisible interfaces with fixed character position outper-
form the visible interfaces with dynamic positioning. This journal article is
an extended work of HIBEY [1] further investigating the feasibility of a visi-
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ble 1-line configuration named FITE. In FITE, the characters appear next to
the hand position. However, the performance suffers due to constant mental
and visual demands. With these design clues, FITE paves a path towards
a more intuitive interface with fixed character position (HIBEY). This arti-
cle and systems introduce a novel design of keyboard-less interface, yielding
the following contributions and improvements over other existing text entry
systems:

• The article demonstrates the potentials of mid-air hand gestural inputs
for text input in AR without sacrificing a large proportion of screen
area.

• We provide design indications for text entry on AR headsets through a
prototype visible keyboard-less interface and HIBEY, the final design.

• HIBEY applies a spatial model and a language model to improve text
input over discrete mid-air tap on virtual keyboard or sign languages.

• HIBEY enables smartglasses to achieve reliable and fast text input
whichever the external environment (e.g. noisy environment).

• The two similar approaches of FITE and HIBEY demonstrate a promis-
ing direction for developing keyboard-less interfaces with natural user
interfaces (i.e. hand gestural selection), where the invisible interfaces
significantly outperform the visible one.

The rest of this article is organized as follows. We first summarize the
major related studies in Section 2. blueWe then describe high level system
framework for HIBEY and FITE in Section 3. In Section 4, we test the first
interface design named FITE, which is a visible keyboard-less interface with
dynamic key positions. Afterward, we validate our intuitions in another pilot
study described and then analyze the imprecision and word disambiguation
process within the holographic environment in Section 5. Finally, we describe
our implementation of HIBEY and evaluate the final solution in Section 6.

2. Related Work

In this section, we review the main text entry techniques on mobile devices
with small interaction areas, as well as text entry techniques for smartglasses.
These techniques can be categorized as follow: on-device interaction, body-
centre interaction, and freehand interaction.
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2.1. Text Input on Size-Constrained Devices

Typing on the limited space of mobile devices is an age-old problem since
the launch of feature phones. Letterwise [11] proposes dictionary-based dis-
ambiguation to support full character input with only 12 keys on feature
phones. The condensed two-line mini-physical keyboard [12] has several mode
switchers to enable 10 keys to map with various symbols and characters.

The rise of smartphones has accelerated research related to text input
on touchscreen soft keyboards. We only focus on the works attempting to
reduce the soft keyboard space and increase the screen free space. 1-line
keyboard [13] restructures the full QWERTY layout into an 8-key ambiguous
keyboard on tablets, which reduces the keyboard size to 32% of the typical
QWERTY soft keyboard size. Commercial keyboards such as Minum 1 and
ASTETNIOP 2 also use 1-line keyboards and assume the users can fix their
ten fingers on the dedicated position for rapid typing. Another commercial
keyboard – FLEKSY 3 – as well as an experimental prototype [14] enable
users to type on a translucent keyboard.

An alternative approach to maximizing the touchscreen free space is to
leverage the rear area of mobile devices [15, 16, 17]. Addendum sensors are
installed on the back of mobile device and leave the entire screen for content
display. Users put their hands on the touch sensors at the rear of smartphones
for text input and achieve around 15 WPM.

Our prior work of HIBEY [1] is similar to the above techniques using blind
typing, where the character keys layout is hidden. HIBEY leverages the free
space in the holographic environment to input text under the supports of a
spatial model as well as the disambiguation algorithm. However, we did not
consider other factors that may improve text entry. In this extended work, we
further evaluate the impact of predictive character selection by introducing
FITE, a 1-line visible keyboard interface. We show that despite being visible,
FITE results in lower text entry rate and higher error rate than the invisible
keyboard of HIBEY, while occupying more screen space.

2.2. On-Device and Body-Centric Interaction

On-device interaction refers to the interaction on a sensible surface of vari-
ous devices such as the spectacle frame of smartglasses and peripheral sensors

1http://minuum.com/
2ttp://asetniop.com/
3ttp://fleksy.com/
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on external devices. Swipe-based gesture are developed for text entry using
the spectacle frame on Google Glass [18][19]. In Yu et al’s work [19], each
character is represented by a set of bidirectional unistrokes. For instance,
the character ‘a’ is composed of three swipes – ‘down-up-down’ – that mimic
handwriting strokes. In SwipeZone [18], the touchable spectacle frame is di-
vided into three zones. Users can choose one of the zones and subsequently
target the character inside the zone. Other works focus on the optimal use
of an external controller wired with smartglasses to achieve off-hand text
entry, which allows users to operate a cursor and select keys on a virtual
on-screen keyboard such as Dasher input system [35]. A ring wearable [20]
enables two-stage character selection on a virtual QWERTY keyboard in
which characters are grouped into a sequence of 3 consecutive keys. In gen-
eral, on-device interaction approaches are precise and responsive. However,
the major drawbacks are the existence of the device itself and the preparation
time for putting on the device [21].

Body-centre interaction refers to interfaces located on the user’s body.
Wang et al. [22] propose an imaginary palm keyboard for text entry. Sup-
ported by infrared sensors located on the wrist, the user can touch the target
key shown on the virtual keyboard through the optical display, which is faster
than a touchpad wired with smartglasses.

Speech recognition is becoming the major text input method on Google
Glass and Microsoft Hololens. However, it might be not appropriate in shared
or noisy environments, for example, causing disturbance and obtrusion, dis-
advantages to mute individuals, or being accidentally activated by environ-
mental noise [6], and is less preferable than body gestures or handheld devices
input approaches [5]. In contrast, our work exhibits an alternative approach
with no addendum sensors and none of the aforementioned social acceptance
issues.

2.3. Freehand Interaction

Freehand interaction has exhibited their outstanding capabilities in 3D in-
terfaces. The current works of vision-based freehand interaction are primarily
interested in the manipulation of 3D objects [23] and physical environments
in Augmented Reality [24]. Vision-based sign language using iconic-static
gestures suffers from low entry rates, due to long dwelling times of recog-
nizing every single hand sign, and results in unproductive input speed [25].
Another prior work on mid-air text input on a virtual keyboard achieves
23.0 – 29.2 WPM [26] but the majority of screen space is occupied by the
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Figure 2: Three connected zones in interaction area

virtual keyboard and the LEAP Motion sensor is not available on most of
the smartglasses [27].

Contrary to the above studies, our work addresses the text input on
smartglasses under the constraint of limited screen size. The key challenge
of text input on smartglasses is that the on-screen keyboard on the small
display is inconvenient and space-consuming, thus violates the intention of
interacting with the physical environment. Also, it is challenging to design
a minimized interface that addresses the usability issue, as it is subject to
imprecise hand gesture input and the uncertainty of character selection with-
out visual clues. To the best of our knowledge, we are the first work to get
rid of the space-consuming on-screen keyboard and enable the users to type
avoiding ambient occlusion in the holographic environment.

3. System Design

HIBEY and FITE both rely on a similar system design. In this section, we
detail the principles at the core of both applications, as well as the interaction
methods we designed for the users to accomplish character input on a 1-
line layout. The statistical decoders and the word disambiguation algorithm
supporting the interaction will be discussed in Section 5.

3.1. Interaction Overview

HIBEY and FITE rely on three connected zones in the 3D space as shown
in Figure 2. The user moves his hand to choose the invisible characters
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Figure 3: Pictorial description of picking an invisible character in HIBEY or FITE

configured in 1-line formation, and to confirm or recall the characters through
traversing the zones.

Preparation zone. This zone enables the user to select the characters among
the horizontal line of the available alphabet. The user selects characters by
moving his hand forward to the fast-forward zone.

Fast-forward zone. This zone is designed for facilitating the character in-
put. The user’s hand moves horizontally to select a character and afterwards
moves forward from the preparation zone to the fast-forward zone to confirm
the character selection. The selected character will move from the farther
edge to the closer edge of the interaction area accordingly. The character’s
movement speed is directly proportional to the relative depth position of the
user’s hand in this zone. As such, the user gets control of his typing speed
which allows him to focus on other tasks within the holographic environment.

Recall zone. This zone provides a backspace function for character input.
Contrary to the Fast-forward zone, the user moves the character from the
closer edge to the farther edge of the interaction area to recall an input when
the user’s hand is located within this zone.

Figure 3 shows the detailed procedures of character selection in the holo-
graphic environment. The user places his hand in front of the embedded
camera on smartglasses (Figure 3.a) and makes a pointing gesture. The text
input will start once a mid-air tap is performed (Figure 3.b). The user’s
hand horizontal movements allow choosing the target character (Figure 3.c).
When the user’s hand reaches the boundary between the preparation and
fast-forward zone, the target character appears translucently in text box as
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visual feedback (Figure 3.d). In addition, moving the user’s hand in the
Fast-forward zone can adjust the character influx speed in case the user feels
difficult to follow the current pace. For example, the hand further moves
forward to increase the influx speed (Figure 3.e). Finally, the selected char-
acter is confirmed in the text box (Figure 3.f). The user can proceed to the
next character through holding the gesture, or release the gesture to end the
process (Figure 3.g).

3.2. Character Keys

Character keys are initially located at the farther edge of the holographic
environment. We arrange the 27 characters including the 26 characters from
the Roman alphabet and the white space ‘ ’ (positioned after the alphabet) in
a horizontal line formation, in alphabetical order. Users know the character
order instinctively, which leads to performance improvement [8] and better
usability to novice users [9]. Prior studies of 1-line layouts [10] show that
the alphabetical order outperforms the QWERTY and ENBUD layouts. EN-
BUD [28] has optimized character arrangement but is impractical for finding
the characters when the keys are hidden.

Regarding the movement of the characters, α is the initial flying time of
character and its change is subject to the length I of prefix (typed substring)
in a word, with a discounted factor β. This means the basic velocity will speed
up when a substring with more characters results in a smaller number of next
possible characters. Thus, the basic velocity of the character is calculated as
V = Dz

α−(Iβ) . At time frame J , the basic velocity is further accelerated by the
relative position of the user’s handHj in the Fast-forward zone or Recall zone.
The farther the hand from the Preparation zone, the faster the movement of

the characters. The final velocity Vj is computed as Vj = V + V
γ

γ∫
0

Hj, where

γ is the number of sub-zones in Fast-forward zone or Recall zone.

3.3. Continuous Pointing Gesture

In contrast to physical input devices (e.g. mouse and stylus) which feature
a high level of precision, pointing gestures in mid-air are relatively coarse
and unstable [21]. Therefore, direct positioning operations on small and
dense items, such as character input on virtual keyboards with hand gestures
are difficult. Instead, our system enables the user to start the text input
by performing a mid-air tap. The user then holds a pointing gesture that
serves as a pointing token hovering between the connected zones. We select
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Figure 4: Transition of interaction operations

the pointing gesture for its similarity to selecting objects in the physical
world that makes it intuitive for users [29]. Figure 4 illustrates the five
transition states of continuous pointing gestures: 1) No pointing gesture is
detected, 2) Pointing gesture is detected, 3) Pointing gesture in Preparation
zone, 4) Pointing gesture in Fast-forward zone, and 5) Pointing gesture in
Recall zone. The transitions (a - g) between states are described as follows.
Hold (a): A mid-air tap gesture is maintained, which is interpreted as the
initialization of text input. Enter (b): The pointing gesture moves to a
new zone. Select (c): The pointing gesture in the Preparation Zone chooses
the neighboring characters. Facilitate (d): The pointing gesture in Fast-
forward Zone moves the character forward. The movement speed increases or
decreases by respectively shifting the pointing gesture forward or backwards.
Recall (e): The pointing gesture in Recall Zone makes a backspace function
to the selected characters. Flip (f): The user can do a large horizontal
displacement of pointing gesture to drop the chosen character key. Release
(g): The user releases the pointing gesture or the camera cannot find the
user’s hand.
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4. Visible Keyboard-less Environment with Dynamic Key Posi-
tions

We first study the performance of continuous hand gesture interaction
on a visible keyboard-less interface named FITE, in which the most prob-
able characters in a string appear in front of the user’s sight dynamically
in the holographic environment. We aim to achieve a reasonable typing
speed compared to the default Microsoft Hololens’ keyboard. In FITE, the
keyboard-less interface can recommend the most probable characters so that
the user to easily select them. Compared with the usual keyboard layout,
the most probable characters are displayed in a 1-line formation to reduce
the user hand movements and thus the travelling time.

4.1. Character Blocks

Character blocks are initially located at the farthest edge of the holo-
graphic environment. A character block contains a single available character
to be selected. The character blocks are arranged in a horizontal line forma-
tion and the grouping of character blocks depends on the density of available
characters. The line formation is suitable for the user’s upward pointing
hand because the horizontal arrangement avoids the back of the user’s hand
overlapping with character blocks that happens in the vertical line formation.

Two groupings are designed for two circumstances: 1) Prefix for the first
character in a word, and 2) Non-prefix, referring to the next possible char-
acters after the previously chosen character. The second circumstance will
continue until a complete word is generated and therefore return to the first
circumstance for another new word.

In Prefix mode, all the characters are available in the holographic environ-
ment so that the user can choose any prefix of a word. As shown in Figure 4a,
five characters in alphabetical order are grouped in trapezoid form, while the
choices of symbols are located at the right-hand side of the line formation. In
the Non-Prefix mode, after the first character of the word has been chosen,
the next possible characters will appear in a 1-line formation (Figure 5b),
which is supported by the language model. Based on the probabilistic sug-
gestions supported by the language model, the order of possible characters
is ranked from the most frequently used character (left-hand side) to the
least frequently used character (right-hand side). This design brings the two
following benefits. First, the available choices are trimmed down from 26
to only a handful of possible characters, which allows users to make quicker
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Figure 5: Two types of line transformation, a) Prefix, b) Non-prefix, dot in pale green as
a pointing device and dot in green as picked character block

Figure 6: An example of string ’DEDEDEFDEFG’ in the tree structure

decisions with fewer choices. Second, hand movements can be minimized
between limited choices.

4.2. Language Model

The pilot system uses a dynamic and continuous text entry interface, in
which a probabilistic language model is applied to suggest the next character
in a word. The suggested characters are ranked from left (the most probable)
to right (the least probable) in descending order of popularity. Due to the
constrained resource available on smartglasses (in terms of storage space
and computational resources), we consider two key metrics for the language
model: (1) the performance of text storage and (2) the time for computing
the probability of relevant characters.

We implement Ukkonen’s algorithm [36] to build a suffix tree. The suffix
tree is a highly efficient data structure for string matching and string rep-
resentation [37]. In our system, 10,000 most commonly used words 4 have
been used in building the tree. In order to obtain the suffix in the tree, we

4https://github.com/first20hours/google-10000-english/
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have implemented Boyer-Moore algorithm [38] for the searching technique.
The algorithm can search for any substring of any word by beginning at the
root and subsequently tracing down the tree till exhausted. The algorithm is
bound by a running time of O(N), with N the length of the input word. As
the average length of English words is at around 5 5, the system can make
the word queries in close to real-time (5 - 8 ms).

4.3. Interface

Figure 7 shows the procedure for typing the string ‘Arg’ with the pilot
system. Additional visual feedback informs the users about the interaction
operations. Two parallel lines colored in red and white represent the width
of the interaction area. The pointing lines are colored in pink, black, pale
blue, respectively meaning that the current pointing gesture is located in the
Recall zone, the Preparation zone, and the Fast-forward zone.

4.4. Evaluation

We design an experiment to evaluate the system performance in terms of
text entry rate, error rate and user satisfaction. In the experiments, word
phrases are shown in the optical screen of Microsoft Hololens and partici-
pants are asked to type the requested words. We prepare a briefing session
of around 15 minutes to explain the configurations in the typing interfaces.
Participants are asked to put on Microsoft Hololens and perform eight ex-
perimental sessions of approximate five minutes each. We instruct the par-
ticipants at the beginning of each session to type as fast as possible, and tell
them that they can correct typing mistakes only for the current word. They
are only allowed to do single-character input and predictive word input (au-
tomatic word completion) is forbidden. We use text material from Project
Gutenberg 6. In this experiment, 8 participants (6 males and 2 females) are
recruited from the students and staffs of all departments in the university.
All the participants report that English is their second language and none of
them has prior experience with Microsoft Hololens. After the experiments,
we ask them to answer questionnaires according to the Technology Accep-
tance Model (TAM) [39].

Figure 8 shows the results of character input with the pilot interface in
every session of 5 minutes. The average speed of character input is 87.28

5http://ds.nahoo.net/Academic/Maths/Sentence.html/
6https://www.gutenberg.org/
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Figure 7: Text input with FITE, an illustration – a: Hand-off, b: Mid-air tap, c: Pointing
Gesture for character selection, d: Move the pointer from ‘a’ to ‘b’, e: Hold the gesture
in Fast-forward zone to pick the character ‘a’, f: the second circumstance after the first
character of a string, g-h: pick character ‘r’, i: switch to another hand, j: pointer at
character ‘g’, j to k: pick character ‘g’, l to m: move the hand from Fast-forward zone to
Recall zone through Preparation zone for backspacing character‘g’, o: identical alternatives
for substring ‘Ar’, p to q: choose space key to finish a substring ’Ar’, r: back to the first
circumstance for a new string

characters with a standard deviation of 19.73 characters. The average typing
speed is 3.42 words per minutes (WPM) with a standard deviation of 0.77
WPM. Participants in the first several sessions commonly achieve a slower
typing speed than the remaining sessions. Once they get familiar with the
holographic environment, the pilot interface allows them to enhance their
performance rates quickly. In the final session, participants achieve an aver-
age of 4.11 WPM. Participants make 20.52% of error key in the 1st session
and improve to an average of 9.22% between session 5 - 8. The technology
acceptance model shows that the pilot system results in positive user experi-
ence feedback in general. The box of perceived usefulness is located between
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Figure 8: Performance of the pilot interface, minimum outlier (purple star) and maximum
outlier (red star)

3 and 4, showing a positive indicator on the usefulness of our proposed in-
terface. Boxes of ease-of-use and the willingness to use the technology are
located around 3 with bottom whiskers ending above 2.8, indicating the tech-
nology is acceptable to use. However, the box of perceived enjoyment are
located between 2 and 3. Participants reflect that the pilot system requires a
lot of attention in a continuous manner, and thus they tend to feel mentally
tired after 40 minutes of typing tasks with the pilot system.

Figure 9 analyzes the time ratios of hand location. In the initial session,
participants spend 31.61% of the time in the Recall and Prepare Zone. This
can be explained by the fact that participants are not yet familiar with the
environment. In the last half of sessions, participants spend an average of
80.65% of the time in the Fast-forward zone because they can make faster
selections and produce fewer errors. Participants also spend an average of
3.33% of the time hands-off in the last half of sessions, as they switch their
arm from one to another when feeling tired. This pilot test shows the fol-
lowing key drawbacks. The constantly changing positions of characters lead
to long visual search time and hence deteriorates the user performance, even
though the most probable character will show up in a convenient position
to reduce the horizontal hand movement. In the next section, we redesign
keyboard-less layout in which the keys are fixed to minimize the visual search
time and hide the keys for added screen real-estate.
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Figure 9: Time ratios of hand location

Figure 10: The three experimental interfaces

5. Uncertainty on Keyboard-less Environment

Dynamic character positioning in visible condition requires the users’ vi-
sual attentions and cognitive loading. Accordingly, we consider the other end
of the spectrum, i.e. invisible condition with fixed character position. In this
section, we first conduct an evaluation to understand the user behavior of
keyboard-less typing with fixed key position in the holographic environment.
This experiment aims at studying the performance of text entry in three vi-
sual conditions and validate the feasibility of keyboard-less text entry in the
holographic environment. We collect the position displacements to manage
the imprecision through the proposed probabilistic models.
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Figure 11: The distribution of coordinates with the three experimental interfaces

5.1. Design of Pilot Test

We evaluate our text entry holographic environment in three visual feed-
back settings presented in Figure 10: (1) fully visible 1-line layout (top), (2)
translucent 1-line keyboard with cross marks hints (middle), and (3) 1-line
layout with invisible character keys (bottom). The 1-line layout is config-
ured to enable the users to select the characters in fixed position for easy
memorization. We recruit 15 participants from the local universities. The
participants had no prior experience in mid-air text input. 4 out of 15 par-
ticipants had tried Microsoft Kinect application. None of them is a native
English speaker but all are familiar with the alphabetical order. The experi-
ment is conducted on Microsoft Hololens. We instruct participants to input
word phrases as accurately as possible, i.e. locate the character keys, without
correction. The output of text entry is represented by asterisks to avoid bias
towards our keyboard design and force the participants to pay attention to
the next character entry.

The three layouts are tested in an alternative order. For each layout,
the participants complete 5 sessions featuring 15 phrases from MacKenzie
& Soukoreff phrase set [30] for a total of 2700 phrases (3 layouts * 15 par-
ticipants * 5 blocks * 15 phrases). In order to alleviate the imbalance on
the least frequent characters such as q, x , and z, we handpick and balance
the word phrases. For each character input, we record the x and y coor-
dinates located across the boundary between the preparation zone and the
fast-forward zone.
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Figure 12: The distribution of x- and y-coordinates with the three experimental interfaces
(upper: x-coordinates & lower: y-coordinates)

5.2. Results and Implication of the Pilot Test

Figure 11 shows the distribution of coordinates on the boundary between
the preparation zone and the fast-forward zone. The ellipses enclose the
recorded coordinates within 95% confidence. The geometric centers of char-
acter keys are shown within the squares. The three distributions represent
the 3 layout according to Figure 10: (1) fully visible 1-line layout (top), (2)
translucent 1-line keyboard with hints of cross marks (middle), and (3) 1-line
layout with invisible character keys (bottom). We define the offset (in pixel)
as the measured coordinates minus the geometric center of the character key
(the center of the square).

Regarding the horizontal offset, ANOVA demonstrates a significant effect
of the visual feedback on the horizontal offset (F2,69 = 209.448, p <0.0001)
and pairwise comparison between each layout shows a significant difference
(p <0.0001). The mean offsets for visual conditions (1), (2) and (3) are
respectively 22.97 (std. = 16.31), 32.12 (std. = 26.90) and 40.41 (std. =
36.51). The offset for layout (3) (invisible character keys) is 75.93% larger
than for the fully visible layout, while the standard deviation of the layout
(3) is 138.12% greater than the fully visible layout. According to Figure 11,
we observe that layouts (1), (2) and (3) respectively display an approximate
offset length of 0–1, 1–2 and 2–3. For all three layouts, the common tendency
is that the measured centers of the leftmost 9 characters and rightmost 9
characters are shifted to the center of the screen while the middle 9 characters
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show random centers of measured horizontal coordinates.
Regarding the vertical offset, ANOVA demonstrates a significant effect of

the visual feedback on the vertical offset (F2,69 = 446.891, p <0.0001). Pair-
wise comparison between each layout shows a significant difference (p<0.0001).
The mean offsets for visual conditions (1), (2) and (3) are 11.28 (std. = 9.77),
15.54 (std. = 15.67) and 29.16 (std. = 29.76). The vertical offset between
condition (1) and (2) shows only 37.74% and 60.31% difference in the values
of mean and standard deviation. In contrast, the offset of the layout with
invisible character keys is 158.49% larger than the fully visible layout, while
the standard deviation of the layout with invisible character keys is 2 times
larger than the fully visible layout. We observe that users in condition (3)
have a greater vertical movement, which aligns with our findings shown in
Figure 11.

In the study, we investigate the possibility of text input under the keyboard-
less condition. Under condition (3), the overlapping of x-coordinates across
keys is generally no bigger than 2 character keys. The primitive approach
considering an offset of fixed size 2–3 characters is feasible but deteriorates
the performance of word disambiguation [28]. Instead, we apply a proba-
bilistic approach to handle the uncertainty issue due to imprecise character
selection. Figure 12 summarizes the offset of coordinates, where µx and µy
are the mean offset values of x and y coordinates, σx and σy are the standard
deviation of x and y coordinates, and ρ is the correlation between x and y
coordinates.

5.3. Probabilistic Model for Handling Imprecision

The imprecision in hand gestural text input, especially in holographic
environments, can be handled by statistical decoding. Note that the swipe-
based trajectory hovering over the needed character keys on the virtual key-
board is not recommended because hand gesture detection is coarse and not
as accurate as the touchscreen on smartphones [31]. Usual statistical de-
coders for touchscreen interfaces are supported by both the language model
and spatial model [32][33]. In order to simplify the computational workloads
in the holographic environment, we design a transformed coordinate sys-
tem from 3D into 2D. The boundary between the preparation zone and the
fast-forward zone serves as a ‘touchscreen’ in mid-air, and the hand gestures
traversing this 2D plane are computed as ‘touch points’ in the statistical
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decoder. The traversing locations on the imaginary 2D plane are further in-
terpreted by the probabilistic distribution as shown in Figure 12. As shown
in Figure 12, the ends of bars and the error bar show the mean coordination
and corresponding standard deviation, respectively. Both x and y bar plots
show a general trend in which the lesser the visual clues, the higher the im-
precision value obtained, as indicated by the standard deviation values. The
x-coordinations for the characters have demonstrated consistent and close
positions among three conditions. In contrast, the y-coordination has shown
random vertical direction in most of the characters. The major reason is that
the characters arranged in horizontal position and therefore the users care-
fully pick the x-coordinates, while the vertical positions do not have a signifi-
cant impact on the character selection. Thus, the users choose the characters
at their most convenient positions. Bayes’ theorem computes the probability
of a word and recommends the most probable words in the word suggestion
list. Given a set of 2D coordinates in mid-air C = {c1, c2, c3, ..., cn}, the
decoder searches for the optimal word WOpt inside the lexicon X satisfying

WOpt = arg max
∀W∈X

P (W |C)

According to the Bayes’ rule, we have

WOpt = arg max
∀W∈X

P (C|W )P (W )

where P (W ) and P (C|W ) are respectively computed by the language model [33]
and the spatial model. Given that W consists of n characters: L = {l1, l2, l3, ..., ln},
the spatial model computes the P (C|W ) as follows.

P (C|W ) =
n∏

i=1

P (ci|li)

Prior research [34] shows that the character selection on 2D interfaces
follows the Bivariate Gaussian distribution. The x and y coordinates of ci
are xi and yi and hence,

P (ci|li) =
1

2πσixσiy
√

1− ρ2i
exp[

z

2(1− ρ2i )
]

and

z ≡ (xi − σix)2

σix
− 2ρi(xi − µix)(yi − µiy)

σixσiy
+

(yi − σiy)2

σiy
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Figure 13: Coverage of word disambiguation algorithm

where (µix , µiy) is the geometrical center of the character key li; σix and
σiy are the standard deviations of x and y coordinates for character key li; ρi
is the correlation value of the x and y coordinates. The collected data from
the pilot study (the trends of µix , µiy , σix , σiy), as summarized in Figure 11
and Figure 12, are applied to the above equations to determine the most
probable word WOpt in the keyboard-less text input environment.

5.4. Word Disambiguation

Word disambiguation happens when the recorded xi and yi coordinates
point to an overlapping area between two or more characters. In this scenario,
word disambiguation is necessary for efficient text input. We implement
our algorithm for word disambiguation based on a corpus. We first delete
all the text strings containing non-alphabetic characters. Then, we build a
hash table of all the valid words. In this hash table, the keys represent the
coordinates in the 1-line alphabetical configuration and the words are the
values. We sort all the words that have the same coordinate sequence by
their frequency in the corpus. Therefore, our word disambiguation algorithm
suggests the most frequent words (top-k word) on the basis of coordinate
sequence in the mid-air.

Regarding the performance of word disambiguation in the keyboard-less
configuration, we measure the ratio of the words in the dictionary that appear
in the top k candidates under the given user’s input. We simulate the inputs
under the proposed statistical decoder using the dataset of keyboard-less
configuration from the pilot study. Figure 13 shows the ratio of the words in
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the top k candidate word list.
6. Implementation and User Evaluation

Even though the concept of invisible keyboard interfaces might sound
counter-intuitive, Section 5 sheds light on the feasibility of the text entry
with hidden character keys. Accordingly, we implement HIBEY on Microsoft
Hololens. Similarly to the third experimental interface in Section 5, we tackle
the uncertainty of keyboard-less environment and imprecision in mid-air. In
our proposed system, the character keys are hidden. A single column of
predicted words is positioned at the top edge of the interface. The predicted
words are located on the top of Preparation and Fast-forward zone. In other
words, we dedicate the small portion of the top area among these two zones
to the word prediction function. Figure 14 is an illustrative interface of
HIBEY. In the illustrative interface, we include the spectator mode to aid
the explanation of the implemented system. The spectator mode is a colorful
circle showing the hidden characters interacting with the user and the color
hints follow the color arrangement in the layout (1) of the experimental
interface (Figure 10 (top)). Note that the characters in the spectator mode
should not be shown in the usual circumstance as well as the evaluation.

Figure 14.a shows what happens when the system does not detect a hand
in the holographic environment. Figure 14.a – h demonstrate the procedures
for typing the word ‘IN’. The user initially puts his hand in the preparation
zone and hovers over the desired character. Afterwards, the user moves
his hand forward in fast-forward zone to pick the character. As the user
mistypes the character ‘H’ instead of ‘I’. The user selects the predicted word
(the 2nd choice) to accomplish correction. Figure 14.i – l demonstrates the
backspace function of the Recall zone. The word ”ENGLAND” is mistyped
as ‘ENGLAC’. The user pulls his hand to the recall zone to perform the
backspace function and thus delete the mistyped character ‘C’. To speed up
the text entry, the user can also use the predicted word (the 3rd choice).

We design a text entry task to evaluate the system performance of HIBEY
in terms of text entry speed and error rate. 18 Participants are invited to
perform 8-day text input tasks under two text input conditions: 1-line and
Non-key (HIBEY). The translucent layout is excluded as the study goal is
to evaluate the keyboard-less approach. As such, we use the 1-line layout as
our baseline. In the 1-line condition, the participants are able to see the 27
character keys and the predicted words. In the Non-key condition, the sys-
tem only displays predicted words while the character keys are hidden. We
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Figure 14: Text entry illustration– a: Hand-off, b: Starting Mid-air tap in preparation
zone, c: Hold the hand gesture in preparation zone (side view), d: Move the hand gesture
horizontally to ‘N’, e: Hold the gesture in Fast-forward zone to pick a character (side
view), f: the character ‘N’ is selected, g: Move the hand gesture to predicted word, h:
the word changes from ‘HN’ to ‘IN’, i: another illustration snapshot, j: mistakenly pick
character ‘C’, k: Move the hand gesture to Recall zone for backspacing the character ‘C’,
l: removal of character ‘C’

further ask another 8 participants to perform 8 sessions of mid-air text input
with the default QWERTY keyboard on Microsoft Hololens. For each con-
dition, we show 25 word phrases in the optical screen of Microsoft Hololens
and ask the participants to type the target words. During a briefing session
of around 15 minutes, we explain the configurations in the three typing in-
terfaces. The participants are instructed at the beginning of each session to
type as fast as possible, and can correct typing mistakes only for the cur-
rent word. Both single-character input and predictive word input (automatic
word completion) are allowed. We extract the text material from MacKenzie
& Soukoreff phrase set [30]. The material is written in a sophisticated yet
recognizable style so the experiments are reasonable mock-ups of everyday
typing tasks. We measure and compare the participants’ typing speeds and
error rates. On the first day and the eighth day of the experiment, we ask
the participants to answer the NASA TLX 7 survey assessing the user expe-
rience of 1-line and Non-key configurations through six qualitative metrics:
Mental Demand, Physical Demand, Temporal Demand, Performance, Effort,
and Frustration.

Text Entry Speed. Figure 15 (Left) shows the word-level text entry rate [28]
under the two conditions, where the error bars represent the standard de-

7https://humansystems.arc.nasa.gov/groups/TLX/downloads/TLX.pdf
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Figure 15: (Left) Text input speed under three text input conditions, (Right) Error rate
under three text input conditions

viation. Two-way repeated measures ANOVA yields a significant effect of
the Text entry condition and Session (F2,7 = 339.044, p <0.0001), indicating
that different text entry conditions produce a different performance of text
entry speed, accompanied with a learning effect between sessions on the new
layout. Participants achieve 11.01 WPM (std. = 2.29) on average with the
1-line condition over the 8-day sessions. The average text entry rate increases
to 13.18 WPM (std. = 1.32) on the 8th day from 7.21 WPM (std. = 0.41) on
the 1st day, showing a 82.82% speed improvement. In contrast, the partici-
pants achieve 5.44 WPM (std. = 0.28) with the Non-key condition on the 1st
day. The average text entry rate on the 8th day improves by 142.3% to 13.19
WPM (std. =1.10). Our results show that the initial performance of partici-
pants with the Non-key condition is only 75.48% of the 1-line condition. The
performance of the Non-key condition surpasses the 1-line condition on the
7th day. The steep learning curve shows that the participants are still learn-
ing about HIBEY throughout the study. The baseline results of QWERTY
keyboard on Microsoft Hololens shows an average 5.38 WPM (std. = 1.09),
which starts from 4.07 WPM (std. = 1.15) in the 1st session and reaches 6.59
WPM (std. = 0.49) in the 8th session. The QWERTY keyboard relies on
the head pointing technique to choose the characters on the keyboard, which
leads to a slower speed due to ergonomic restriction of head movements.

Error Rate. Figure 15 (Right) shows the word-level error rate [32] under
the two text entry conditions, where the error bars represent the standard
deviation. Two-way repeated measures ANOVA demonstrates a significant
effect of the Text entry condition and the Session (F2,7 = 70.353, p <0.0001),
which indicates the significance of text entry conditions on error rates and
the learning effect between sessions on similar text entry conditions. 1-line
condition achieves a mean error rate of 2.51% (std. = 0.0038), which improves
from 2.91% (std. = 0.0032) on the 1st day to 2.21% (std. = 0.0033) on the
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Figure 16: Qualitative measures of user perception

8th day. In comparison, the Non-key condition achieves a mean error rate
of 3.94% (std. = 0.0049). As expected, the initial high error rate of 4.37%
(std. = 0.0035) on the 1st day is mainly caused by the unfamiliarity of the
layout of the hidden character keys. Throughout the 2nd day and 5th day,
we observe that the Non-key condition catches up the 1-line condition. On
the 8th day, the error rate of Non-key condition decreases to 3.47% (std.
= 0.0032), as the participants are able to memorize the relative position of
the hidden character keys. The baseline results of QWERTY keyboard on
Microsoft Hololens shows a mean error rate of 2.21% (std. = 0.0035), which
starts from 2.53% (std. = 0.0026) in the 1st session and reaches 1.81% (std.
= 0.0015) in the 8th session. The user familiarity to the QWERTY keyboard
contributes to the consistent error rate lower than the above conditions.

NASA Task Load Index. Figure 16 shows the results of the user perception
to the text entry conditions. One-way ANOVA with Bonferroni and Holm
methods between sessions under two text entry conditions shows significant
effects of the Text input conditions and the Session (p <0.0001) except for
the physical demand between 1-line on the 1st day and Non-key on the 8th
day (Bonferroni p-value = 0.0716), and the frustration metric between 1-line
on the 8th day and Non-key on the 8th day (Bonferroni p-value = 0.6985).
From the user rating, we can conclude that the participant’s perceived load
significantly decreased over the 8-day sessions. On the 1st day, participants
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are more predisposed to the 1-line condition than the Non-key condition.
On the 8th day, the gap between two text entry conditions has narrowed,
especially the frustration of participant that reaches a similar value for both
the 1-line and Non-key conditions.

At the end of the study on the 8th day, we further show the text input
interface to the participants and ask the following question: Which interfaces
do you prefer for typing tasks?. 13 out of 17 participants choose Non-key text
input due to the increased screen real estate, while the remaining 4 partici-
pants prefer to use the Microsoft Hololens’ default keyboard because of the
familiarity with the QWERTY soft keyboard layout. These four participants
reflect that the Non-key text input approach is more counter-intuitive than
the QWERTY soft keyboard layout. However, HIBEY takes only 13.14% of
screen area at the edge position while the default QWERTY keyboard oc-
cupies 35.33% of screen area at the center position. The default QWERTY
keyboard therefore needs 168.84% more space than HIBEY and meanwhile,
HIBEY reserves the center position in AR.

Discussion and Limitation. Regarding the text entry speed, HIBEY achieves
a comparable performance to the existing works of text entry on smartglasses.
We compare the text entry rate of HIBEY with other recently proposed
selection-based methods on smartglasses: 1) PalmType [22], 2) 1Line key-
board [19], 3) 1D Hand writing [19], 4) Typing Ring [20], 5) External touch
controller [35]. These solutions achieve typing speeds ranging from 6.47 to
10.01 WPM, while Non-key text entry approach has an average of 9.95 WPM
over the 8 sessions and reaches 13.19 WPM on the last trial. Another prior
work [26] using the full QWERTY soft keyboard achieves 23.0 – 29.2 WPM.
Our work is far slower but unleashes most of the screen’s real estate for the
interaction in augmented reality.

As for the error rate, HIBEY results in an average of 3.94% error rate,
which is slightly higher than the above works, for instance, PalmType (0.87%)
and Typing Ring (1.34%). The presence of tactile feedback on the touch in-
terface enables users to achieve more accurate input [22]. In fact, we are
constrained by the hardware configurations and at a disadvantage of the ab-
sence of tactile feedback. This results in a more uncertain environment than
the above approaches. In addition, picking a character key accurately in a
primitive 1-line keyboard is difficult and 2 or 3 character offsets are consid-
ered as a comfortable option without paying visual attention to the keys [28].
Our proposed statistical decoder supports reliable character selection under
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the constrained environment. In addition, the tracking sensitivity on the
pointing gesture may impact the user performance, due to the limitations of
camera sensitivity and the computation resources on smartglasses. The users
may not be able to effectively perform a sharp jump from one character to
another, in order to make a last minute change in character selection. Typ-
ing mistakes result in unproductive times in the Recall zone during the task.
Despite the higher error rates than concurrent solutions, users manage to
achieve higher typing speeds thanks to the predictive word completion and
the backspace function that allow to quickly correct typing mistakes.

Our work serves as the groundwork showing that the keyboard-less text
entry does work in AR. Compared with the existing works, the key advan-
tages of HIBEY are: 1) The lower disturbance to the physical environment as
the reserved area for text input is significantly reduced and 2) No addendum
sensors is required. The main limitation of HIBEY is the requirement of a
depth camera to detect the traversing position across zones in a vertical ar-
rangement, which is costly and not available on the lower-end AR headsets.
More sophisticated approaches such as deep learning, and more advanced
language models and hand gesture recognitions, should be conducted in the
future to gain better insights on the performance of the proposed system in
comparison to other existing methods in the literature. It would also be in-
teresting to test the performance of HIBEY when the magnified effects (e.g.
MacOS magnified icons) on the chosen characters under the 1-line invisible
configuration in future works. Note that HIBEY is not limited to character
selection, and can potentially extend the human-smartglasses interaction in
multitudinous ways. For example, word disambiguation can be applied to
ambiguous pronunciation in speech recognition, with corrections managed
through freehand interaction.

7. Conclusion

In this article, we present FITE and HIBEY, vision-based keyboard-less
text entry systems using one continuous gesture in the holographic environ-
ment of smartglasses without any additional ambient sensor and instrumen-
tal glove. Our work was implemented on Microsoft Hololens and thoroughly
evaluated. In the first evaluation, the prototypical system (FITE) with dy-
namic key positions resulted in a significant amount of visual search time
and cognitive efforts. Accordingly, we did not consider dynamic key posi-
tioning, and another end of the spectrum (i.e. the invisible keyboard with
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fixed key position) was studied in depth. Our final evaluation shows that
HIBEY is an easy-to-use and reliable solution achieving an average of 9.95
WPM with error rate of 3.94%, a comparable performance to other state-
of-the-art methods. After 8 trials, users halved the perceived task load,
reaching levels similar to the 1-line visible layout. The invisible layout of
of HIBEY with fixed character position significantly outperforms the visible
layout with dynamic character position shown in the first pilot study. Fur-
thermore, HIBEY occupies only 13.14% screen area that is 62.80% less than
the default virtual keyboard on Microsoft Hololens. This article compares
1-line text entry interfaces under two conditions: (1) visible characters in
dynamic (predictive) positions and (2) invisible characters in fixed positions.
HIBEY demonstrates the counter-intuitive evidence that invisible and fixed
character keys are better than visible and predictive character keys.

In future works, we plan to enhance the capabilities of HIBEY in several
aspects. First and foremost, this article limits the user study on the keyboard
interface. However, a fully functional text entry interface should further
consider interactions with in-text contents. We will introduce alternative
modality such as Electromyography (EMG) to augment the meaning of hand
gestures and hence facilitate the interactions with various contexts of the
keyboard and in-text interfaces. The examples of in-text interactions includes
the selection, deletion, copy and paste of the textual contents in the typed
strings. Second, we will extend the system with speech recognition. Instead
of typing the characters, the user will select ambiguous words in output
sentences from voice input. Third, we will conduct a longitudinal study
to improve our understanding of the long-term text entry performance of
HIBEY.
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