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1. Introduction

The number of scientific publications is increasing at an exponential rate [15]. The
sheer volume of publications is proving to be challenging for humans to manually keep
up with and errors are imminent [16]. Thus, the need for automation has increased
significantly. Real-life examples of this problem already exist: U.S News and World
Report provided rankings on research universities based on incorrect data that may
have led to students choosing their universities with poor information and funding
being allocated incorrectly [1, 16]. In this thesis, three different node classification
methods are evaluated in the task of labeling scientific publications.

The journal impact factor (JIF) is a common metric used to measure the quality
of a journal. It is calculated by aggregating the number of citations to each article
published in a journal and then dividing by the number of articles that are possible
to cite [14]. Unfortunately, the JIF can be manipulated, and such manipulation is
not uncommon. For example, scholars may have experienced coercive citation, where
editors recommend authors to cite the editor’s journals to pad their own impact factor
[6].

Though many scientific articles are still being published in journals, the impor-
tance of online services as an outlet for new research has increased in recent years [15].
Microsoft Academic Services (MAS) considers this change in scholarly communications
and takes new outlets, such as web articles, into account [15]. Technological advance-
ments enable better acquisition of data and create higher quality data because human
error can be left out. Therefore, mistakes caused by data such as the previously men-
tioned university rankings should be less frequent. Microsoft Academic Graph (MAG)
is the data component of MAS and it is the representation of scholarly communications
acquired by the technology of MAS [15].

Open Graph Benchmark (OGB) provides large graph datasets that are aimed
to help researchers advance in graph machine learning [8]. This thesis will focus on
MAG240M-LSC dataset that is a knowledge graph of scientific publications, authors
and their affiliations extracted from MAG. The full graph is large, with a total of
240 million nodes and 1.7 billion edges. Approximately 120 million nodes represent

scientific publications and only 1.4 million of those nodes have labels, which describe
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153 different subject areas of the publications. Subject areas describe the primary topic
of the publication, e.g., cs.LG (Machine Learning). The task is to predict the labels of
the unlabeled publication nodes. Currently, the subject areas are manually labeled by
authors and arXiv moderators. Automatic subject area assignment would significantly
decrease the labeling effort of human individuals in the future. Additionally, existing
non-arXiv papers could be classified accurately, improving the search and organization
of academic papers.

The task of labeling nodes in a network that can be represented as a graph is a
node classification problem [2]. The setting can be viewed as a semi-supervised learning
task, where unlabeled nodes are assigned labels based on the existing label information.
Node classification methods aim to provide accurate labels for the nodes efficiently. The
aim of this thesis is to test three different node classification methods and evaluate
their accuracy and efficiency with five different sized subgraphs of the MAG240M-
LSC graph. The tests provide insight into their suitability for automatic labeling
of scientific publications. The methods tested in this thesis are label propagation,
harmonic functions with Gaussian fields and Graph Convolutional Neural Network.
The results in Chapter 5 show that label propagation algorithm has the highest node
classification accuracy, yet it is significantly slower than the other two methods. On
the other hand, the harmonic function algorithm is extremely fast compared to the
other methods, but the algorithm’s node classification accuracy is not sufficiently high
for automatic labeling of the MAG240M-LSC graph. GCNN scales well with the size
of the graphs but has a substantially lower node classification accuracy than the other
two methods.

The rest of the thesis is structured as follows: in Chapter 2, related literature
will be discussed, and the theoretical background of the three node classification meth-
ods will be introduced. After that, in Chapter 3, the MAG240M-LSC graph will be
introduced in detail, along with details on the creation of subgraphs for the experi-
ments. Then, in Chapter 4 the three methods will be discussed in the context of the
experiments. In Chapter 5, the results of the experiments will be discussed. Finally, in
Chapter 6, final thoughts of the results are discussed, along with suggestions for future

work.



2. Key Concepts and Related

Literature

To introduce the concept of a graph, let us consider a network of scientific publications.
Let V' be the set of nodes that represent the scientific publications, e.g., articles and
papers. Let E be the set of edges that represent citations from one publication to
another. An edge (7,j) indicates that there is a citation between nodes i and j. A
graph G(V, E') represents the full citation network.

Let L be the set of labels for each publication. For example, labels can give
information about the subject area of the publication. However, labels are often given
by the authors and/or the publisher. Thus, labels might be impartial, incomplete, or
incorrect [2]. For example, supervised learning tasks require labels for training. To
tackle the issue, methods that assign labels for unlabeled data points are essential. In

this chapter, node classification and related methods are discussed.

2.1 Node Classification

The surge of popularity in social networks has led to an abundance of information on
individuals [2]. The notion of similarity between nodes is important. This similarity
proves to be useful for applications such as recommendation systems.

Two key concepts identified by social sciences are important: homophily and co-
citation reqularity [2]. Homophily in the context of graphs means that a link between
nodes correlates with the similarity between the nodes. For example, on Facebook,
friends are often similar in age and location. Co-citation regularity is quite close to
homophily: if two nodes share common features, they are likely to be similar in other
ways too. For example, in Spotify, if two people listen to the same music, they both
are likely to enjoy the same new music.

Applications of graph-structured data can be seen everywhere. Recommendation
systems, such as Spotify’s music recommendations and Netflix’s movie recommenda-
tions utilize the information of the user network. As another example, Facebook and

LinkedIn predict friendships and connections based on their user graphs.
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Node classification is a task where previously unlabeled data points are given
labels. Often with real world datasets, only a part of data is labeled. This can be caused
by many reasons. For example, users may choose not to add certain information, or the
information may simply be outdated [2]. This lack of information leads to the "node
classification problem": how are we able to provide accurate labels to data points that
are unlabeled? There are different angles that can be taken to distinguish between
methods that classify nodes. [Iterative methods use graph information as features, and

methods that use random walks to propagate existing labels to unlabeled points [2].

2.2 Label Propagation

Label propagation draws its inspiration from methods like k-nearest neighbors [19]. In
the algorithm, unlabeled nodes receive labels from their neighbors based on distance.
Thus, labels push through unlabeled data. In case of a tie, one of the majority labels
is chosen, for example, randomly [4]. The algorithm stops once it converges [19]. It
can also be manually stopped by the user after a certain number of iterations.

Label propagation is a useful algorithm as it requires no knowledge of the network
structure [19]. However, it may not perform as well if the distribution of labels is
uneven [17]. For example, if one label is much more common than others, it is likely
that unlabeled nodes are assigned that label instead of a more uncommon one. If the
distribution of known labels does not represent the real distribution of all labels, the

algorithm will be biased.

2.3 Harmonic Functions with Gaussian Fields

One way of labeling unlabeled nodes is viewing the graph in terms of a Gaussian
random field. Let us assume that a connected graph G(V, E) with an n x n symmetric
weight matrix W on the edges is given for n data points. For example, the weight

matrix can be

2
wyy = —exp B 1)
where z; and x; are the sth and jth nodes in the graph, o is the length scale
hyperparameter and w;; denotes the weight of the edge connecting node ¢ and j. Thus,
in Euclidean space, nodes that are close to each other are given larger weight [20].
Then, function f : V — R is computed and the values of f are used to assign
values for unlabeled nodes. The probability distribution on functions f is discovered

by forming a Gaussian field, which normalizes all functions f on the labeled data. Each
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unlabeled data point has a value equal to the average of f at neighboring points due
to the harmonic property of f [20].

Using Gaussian fields changes the sample space from discrete into continuous.
Therefore, the most probable field is unique and characterized by harmonic functions
[20]. Harmonic functions with Gaussian fields follow the paradigm of nearest neighbor
classification methods closely, as new labels are computed based on random walks on

the graph.

2.4 Neural Networks

Deep Learning has allowed massive progress in different fields of machine learning. For
example, in 2015, AlphaGo managed to beat the European Champion in a full-sized
game of Go [13]. This achievement was thought to be years away at the time. Similarly,
other fields have applied neural networks to achieve better results in existing research
problems.

Computer vision is another field where Deep Learning has improved results sig-
nificantly. Convolutional Neural Networks have allowed Deep Learning methods to
surpass traditional computer vision methods in multiple areas, e.g., image classifica-
tion and object detection [11].

Many existing node classification methods assume that connected nodes share a
label and that the existence of an edge indicates similarity [9]. Often these methods
only propagate label information from the neighbors of the nodes, without considering
feature information if that is available. Node features could provide additional informa-
tion on the similarities between nodes, improving accuracy. Consequently, classification
becomes computationally more expensive.

Neural networks have been applied to graphs earlier. Graph data was often pre-
processed into a vector representation to allow analysis to be performed [7]. However,
the preprocessing might lead to a loss of significant information and results depend
on the preprocessing stage. To avoid the loss of information, the first Graph Neural
Network operated directly on the graph data [7]. However, this method was not fea-
sible for large datasets [18]. Since then, like in Computer Vision, the idea of adding
a convolutional layer to neural networks prompted many new, successful methods for
analyzing graph-structured data [18]. The approach of Graph Convolutional Neural
Networks was initiated in 2013, when graph convolutions were based on spectral graph
theory and experiments gave promising results [3, 18]. After that, improvements have
been made in many areas of graph analysis, including node classification and link pre-
diction. For example, GCNN achieved better classification accuracy and computational

efficiency in the popular Citeseer, Cora and Pubmed citation datasets [9].
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Different GCNN’s have achieved success in multiple domains. However, they
often require storing the full graph Laplacian in memory during training. Thus, they
are limited by graph size [18]. PinSAGE utilized random walks to sample the node
neighborhood to avoid constructing the full graph Laplacian to scale the method to
billions of nodes and edges. Additionally, PinSAGE utilized MapReduce [5] pipeline

to allow efficient training.



3. Dataset

Universities are mostly ranked by commercial entities [1]. These rankings can be in-
herently flawed due to many reasons. For instance, U.S News and World Report ranks
Ph.D programs in computer science without proper understanding to the field [1].
Inaccurate rankings seem to be caused by incomplete data rather than the analysis
performed on the data [15]. Significant scientific outlets have been left out from the
data. For example, Journal of Machine Learning Research is a particularly relevant
source of scientific articles in the field of computer science that is not included in the
data used to report the ranking of U.S News and World Report [15].

Scientific discussion has gone through a notable change in the past few years.
For instance, transparent online discussion and data sharing has increased [16]. At the
same time, number of scientific publications in journals keeps on growing at an expo-
nential rate [15]. Along with technological advancements in artificial intelligence (Al),
Microsoft Academic Services (MAS) is a project that attempts to capture a knowledge
graph of scientific publications with as much detail as possible [15]. Microsoft Academic
Graph (MAG) is the data component of MAS that is acquired by Al automatically
and is kept up to date with web scraping [15].

3.1 Microsoft Academic Graph

Microsoft Academic Graph (MAG) knowledge graph is a heterogeneous graph that
consists of different scholarly entities and their relationships [15]. The scientific pub-
lications are in the center of the graph. There are three types of nodes: publication
nodes, author nodes and institution nodes. If a directed edge from a publication node
to another publication node exists, it indicates a citation from the starting node to
the end node. Similarly, a directed edge from a publication node to an author node
indicates authorship of the publication. Lastly, a directed edge from an author node

to an institution node indicates an affiliation between the two.
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3.2 Open Graph Benchmark

Most used graph datasets are inherently too small compared to graphs found in real
life applications. For example, for node classification, many models are developed
and tested using Cora, Citeseer and Pubmed datasets, which only include 2700 to
20000 nodes [8]. Due to the relatively small size of these datasets, some models are
not scalable in larger graph environments [8]. Additionally, Cora and Citeseer have
quality issues. For instance, in the Citeseer dataset, 61.8% of node features leak label
information, and 4.8% of nodes are duplicates [21].

Open Graph Benchmark (OGB) provides graph datasets that are large enough
that models developed using their data can be applicable to real-world graphs, i.e., 1
million nodes. Additionally, these datasets provide various tasks in various domains,

such as node classification, link prediction and graph prediction [8].

3.3 MAG240M-LSC Graph

MAG240M-LSC is a heterogeneous graph extracted from MAG. It is a one of the OGB
datasets introduced in Section 3.2. In total, the graph includes 122 million publication
nodes, 122 million author nodes and 26 thousand institution nodes. Between the
nodes, there are 1.3 billion citation edges between the publication nodes, 386 million
edges from author nodes to publication nodes and 45 million affiliation edges from
author nodes to institution nodes. The graph diagram is shown in Figure 3.1. The
MAG240M-LSC dataset can be downloaded and prepared using OGB Python package.!
Additionally, the model evaluation and test results can also be handled with the same
package.

Of the 122 million publication nodes in MAG240M-LSC, 1.4 million are manually
labeled arXiv papers, divided into 153 arXiv subject area classes, e.g., c¢s.LG (Machine
Learning). All publication nodes are numbered from 1 to n, where n is the total number
of publication nodes. The rest of the publication nodes are unlabeled but are included
in the graph to provide structural information. The label information is represented
in a vector, where value of index [i] is the label of node i. The value integer between
1 and 153, representing the different subject areas, if the label is known.

Each publication node in the raw data includes its concatenated title and abstract
that have been passed to a RoBERTa sentence encoder [10, 12|, returning a 768-
dimensional feature vector for each paper. The resulting feature matrix is extremely

large, approximately 175GB.

https://github.com/snap-stanford/ogb
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The edgelist is a numpy array of shape (2, num__edges), where [0,i] is the source
node of i-th edge, and [1,i] is the target node of i-th edge. Fach edgetype can be
accessed through edge index.

MAG240M-LSC is used in the KDD Cup 2021 competition.!

citations
1.3 hillion edges

. Paper
arXiv papers pe
1.4 million nodes . .
’ 122 million nodes
writes
386 million edges

Author Institution

122 million nodes 26 thousand nodes
affiliations
45 million edges

Figure 3.1: Diagram of the MAG240M dataset, drawn on Lucidchart

3.3.1 MAG240M-LSC Data for the Experiments

For the experiments, smaller subgraphs of the MAG240M-LSC graph are created. First,
a root paper that has a label is given as an input to the algorithm. In this thesis, the
root paper was chosen in a way that will lead to graphs that have a large total number
of labels. The algorithm selects the neighbors of the root node and adds the nodes
and edges to the graph, creating a connected subgraph of the full graph. Then, the
algorithm selects the neighbors of each new node, and adds the nodes and edges to
the graph. This process is repeated seven times in total. For the last five iterations of
the algorithm, the graph is saved as a numpy array, along with features and labels of
the nodes in the graph. Thus, the algorithm outputs five connected graphs of different
sizes as well as the feature and label information. Algorithm 1 shows the pseudocode

of the subgraph creation.

https://ogb.stanford.edu/kddcup2021/
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Algorithm 1 Subgraph creation
Input: Root node

Output: Five connected graphs as numpy arrays
1: =0
2: Select root node

3: for size=1,2,...,7do

4: Select neighbors of nodes in current graph that are not yet in the graph
5 Retrieve the edges, features, and labels for the nodes in the graph

6 if 7 =2 then

7: Save nodes, edges, features, and labels to a file

8 elsei=i+1

9: end if

10: end for




4. Methodology

Experiments are done on five graphs retrieved from the MAG240M-LSC data. Each
graph is different in size to examine how well each method scales. Table 4.1 shows the
statistics of each graph.

Three different node classification methods are tested on each of the five graphs.
The objective for each method is to predict the label of the nodes in the graph. The
labels are integers that represent different subject areas of the scientific publications. In
the experiments, the node classification methods are tasked with predicting the subject
areas for each node in the graph.

All experiments were done using computational resources provided by the Finnish
Grid and Cloud Infrastructure (FGCI). For each experiment, 32GB of CPU-memory
was requested from the system. If the system is not busy, more resources may be

allocated. All experiments were given 24 hours to conclude. All code used for the

experiment are public and available in GitHub.?

Size Nodes | Edges | Labeled Nodes | Unique Labels
Small 1582 3092 233 16
Medium | 7841 19366 793 21
Large | 31189 | 90009 2320 32
XL 94690 | 353231 5855 45
XXL | 256092 | 1016389 11852 63

Table 4.1: Statistics of different graphs used in the experiments

4.1 Label Propagation Algorithm

The assumption of nodes appearing near each other indicating similarity seems plau-

sible for a citation network such as this data. It is likely that papers cite other papers

2https://github.com/samu-suomela/MAG240M_Thesis

11
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within their field. Even if there are citations to papers in other fields, they should be
outnumbered by citations to the same topic.

For the experiments, label propagation is performed as follows. After 20% of
known labels are hidden, the algorithm is given the graph as input. Then, the node
list is looped through. The nodes that have a label at the beginning are ignored, as
those labels are known to be true. For each node, we loop through its neighbors and
select the most frequent label among them and assign that label to the current node.
If none of the neighbors have labels, we ignore that node and move to the next one.
Once each node has been assigned a label and they no longer change, the algorithm has
converged, and label propagation is complete. The algorithm outputs the propagated
labels as a matrix. The hidden 20% of the labels are then compared to the propagated

labels to evaluate accuracy. Algorithm 2 shows the pseudocode for label propagation.

Algorithm 2 Label propagation

while converged do

2: converged = True
for node =1,2,... do
4: Select most frequent label among neighbors
if no label then
6: continue
else
8: Assign most frequent label for current node

converged = False

10: end if
end for
12: if converged then
break

4.2 Harmonic Function Algorithm

Classifying nodes with the Harmonic Function algorithm is straightforward. NetworkX
is a Python library that can be utilized for graph analysis. Node classification using

L First, a

harmonic functions can be done utilizing NetworkX’s ready-made function.
NetworkX Graph-object is constructed from the edge data. After removing 20% of the

labels, each known label is assigned to its corresponding node. Then, the algorithm is

https://networkx.org/documentation/stable/reference/algorithms/generated/

networkx.algorithms.node_classification.hmn.harmonic_function.html
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given the Graph-object as input and the algorithm outputs a list of predicted labels

for all nodes. The function is capped at a maximum of 30 iterations.

4.3 Graph Convolutional Neural Networks

As mentioned in Chapter 2, Deep Learning has improved different graph analysis tasks
by a significant margin. For the experiments, a neural network that uses first-order
approximations of spectral graph convolutions as the convolutional architecture is used
[9]. The method was originally tested on three different citation networks. Thus, the
method should perform great in this experiment. The code used in the experiments is
available in GitHub.!

To utilize the GCNN, significant data preprocessing is required. First, a label
matrix with n rows and m columns is created, where n is the number of nodes in the
data, and m is the number of unique labels. Each row has a 0 in each column if the
node corresponding to that row does not have a label. If the node has a label, it has
the value 1 in the column that is the same number as the label, and 0 elsewhere. All
rows with labels are then split into training and testing matrices, which are both saved
as files to be used with GCNN. Additionally, a label matrix without the test labels is
saved.

Similarly, features of each paper are saved. Three separate feature matrices are
created, one with only the nodes that have labels that are used for training, one with
only the nodes that have labels that are used for testing, and a feature matrix including
the unlabeled nodes, but excluding the test features. These three matrices are then
saved as sparse matrices to save memory and speed up the processing.

Finally, the graph itself is saved as a dictionary. Each key in the dictionary is a
node, and the value is a list of the indices of the neighboring nodes.

GCNN has adjustable hyperparameters. For the experiments, the neural network
had 16 units in the first hidden layer. The model was trained for 200 epochs with an
initial learning rate of 0.01 and dropout rate of 0.5. Modifying the hyperparameters
can have an impact on the neural network’s performance, but brief experiments with

the smallest graph led to the choice of the reported hyperparameters.

https://github.com/tkipf/gcn
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5. Results

The three methods described in Chapter 4 were tasked to predict the labels of nodes on
five datasets of different sizes, each extracted from the MAG240M-LSC citation graph.
Each label describes the subject area of the publication node. For each method, 80%
of the labels were used for training, while the remaining 20% were used for evaluation.

Label propagation algorithm reached the highest classification accuracy among
the three methods. For the two smallest graphs, the classification accuracy was slightly
below 40%, while for the third largest graph the accuracy was above 60%. This might
be caused by uneven distribution of the labels, where many of the unlabeled nodes are
given the most frequent label. However, for the two largest graphs, the algorithm did
not converge within 24 hours. It is possible that if the algorithm had been given enough
time to converge, node classification for the two largest graphs would have provided
accurate labels. However, the low computational speed makes the method impractical.

Node classification accuracy for the harmonic function algorithm was between
20% and 40% across all five graphs. The low prediction accuracy indicates that har-
monic functions are not suitable for automatically predicting the subject areas of sci-
entific publications.

While GCNN should perform well in a citation network, the node classification
accuracy was unexpectedly low for each of the graphs. Even though GCNN was fed
feature information about the publication nodes, the classification accuracy was only
between 2% and 4%. Node classification results for all three methods are shown in
Figure 5.1.

Label propagation algorithm did not scale well computationally as the size of the
graphs increased. The algorithm took over 3 hours to converge for the third largest
graph and did not converge within 24 hours for the two largest graphs. Thus, label
propagation, if not carefully optimized, is not suitable for automatic classification of
scientific publications.

The harmonic function algorithm was fast across all graphs. Even for the largest
graph, the algorithm took less than 2 minutes to classify the nodes, which is significantly
faster than the other two methods. Considering both node classification accuracy and

computational speed, harmonic function algorithm performed the best among the three

15
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Node Classification Accuracy

B Label Propagation
0.6 E Harmonic Functions
N GCNN
0.5
.. 0.4
]
B
=
()
g 0.3
0.2
0.14

Small Medium Large XL XXL
Dataset

Figure 5.1: Node classification accuracy of each method

methods.

Classifying the nodes with GCNN took longer than with harmonic functions,
though that is to be expected with the additional feature information. Computational
speed of GCNN appears to scale well with increasing sizes of the graphs. Finding the
right network architecture for automatic labeling might lead to better node classifica-
tion accuracy. Computational speed for each of the three methods are shown in Figure

5.2.

Computational speed
240

—— Label Propagation
—— Harmonic Functions
200 1 —— GCNN

160 4

120 A

Time (min)

80

40

T T T
Small Medium Large XL XXL
Dataset

Figure 5.2: Computational speed of each method



6. Conclusion

In this thesis, three node classification methods were discussed: label propagation,
harmonic functions with Gaussian fields and Graph Convolutional Neural Network
(GCNN). Each method was tested on five different sized graphs, which were subgraphs
of the massive MAG240M-LSC graph. The methods were compared between each
other with regards to node classification accuracy and computational speed.

Harmonic functions and label propagation algorithms achieved mediocre results
in node classification, while GCNN had performed poorly. On the other hand, label
propagation scaled very poorly on larger datasets, while harmonic functions were in-
credibly fast across all graphs. GCNN was slower than harmonic functions but scales
well with the size of the graph. Further investigation of GCNN'’s hyperparameters could
improve the node classification accuracy of the method. However, none of the methods
had a suitably high node classification accuracy to be used in automatic labeling of
scientific publications.

This work can be extended to many directions. For example, the sizes of the
graphs in the experiments were only a comparably small subset of the full graph.
Experiments using the entire graph could provide meaningful insight into the labeling
task. For example, GCNN could benefit from an even larger input.

MAG240M-LSC contains plenty of more information that was not utilized in this
thesis. For instance, author nodes could provide additional information on the graph
structure, potentially increasing node classification accuracy.

Current ready-made implementations of label propagation were unsuited for this
task. For example, NetworkX’s label propagation algorithm does not use any prior
knowledge of labels and detects communities based on structure alone. An efficient
implementation of the label propagation algorithm would benefit graph analysis, par-

ticularly with large graphs.
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